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Wartung

Erweitern Sie lhr Raster

Erfahren Sie, wie Sie ein StorageGRID System ohne Unterbrechung des Systembetriebs
erweitern konnen.

+ "StorageGRID-Erweiterung geplant”

+ "Vorbereitung auf eine Erweiterung"

» "Uberblick iber das Expansionsverfahren"

» "Hinzufugen von Storage-Volumes zu Storage-Nodes"

« "Einem vorhandenen Standort Grid-Nodes hinzufligen oder einen neuen Standort hinzufligen"
+ "Konfiguration des erweiterten StorageGRID-Systems"

+ "Kontakt mit dem technischen Support"

StorageGRID-Erweiterung geplant

StorageGRID lasst sich erweitern, um die Storage-Kapazitat zu erhdhen, Metadaten
hinzuzufligen, Redundanz oder neue Funktionen hinzuzufligen oder einen neuen
Standort hinzuzufugen. Die Anzahl, der Typ und der Standort der Nodes, die Sie
hinzufugen mussen, hangt vom Grund der Erweiterung ab.

* "Erweiterung der Storage-Kapazitat"
* "Hinzufuigen von Metadaten-Kapazitat"
+ "Grid-Nodes werden hinzugefigt, um Funktionen zu Ihrem System hinzuzuftigen"

» "Hinzufigen eines neuen Standorts"

Erweiterung der Storage-Kapazitat

Wenn vorhandene Storage-Nodes voll werden, miussen Sie die Storage-Kapazitat Ihres
StorageGRID Systems erhohen.

Um die Storage-Kapazitat zu erhéhen, missen Kunden zunachst verstehen, wo die Daten aktuell gespeichert
sind, und dann alle erforderlichen Kapazitaten erweitern. Wenn Sie beispielsweise derzeit Kopien von
Objektdaten an mehreren Standorten speichern, muss die Storage-Kapazitat jedes Standorts erhéht werden.

* "Richtlinien zum Hinzufigen von Objektkapazitat"

« "Hinzufligen von Speicherkapazitat fir replizierte Objekte"

* "Hinzufigen von Storage-Kapazitat fir Objekte mit Erasure-Coding-Verfahren"

» "Uberlegungen zur Lastverteilung bei Daten, die mit Erasure Coding versehen sind"

Richtlinien zum Hinzufiigen von Objektkapazitat

Sie konnen die Objekt-Storage-Kapazitat Ihres StorageGRID Systems erweitern, indem
Sie vorhandenen Storage-Nodes Storage-Volumes hinzufigen oder vorhandenen



Standorten neue Storage-Nodes hinzuflugen. Storage-Kapazitat muss so hinzugefugt
werden, dass sie den Anforderungen lhrer Information Lifecycle Management (ILM)-
Richtlinie entspricht.

Richtlinien fiir das Hinzufiigen von Storage Volumes

Lesen Sie vor dem Hinzufligen von Storage-Volumes zu vorhandenen Storage-Nodes die folgenden
Richtlinien und Einschrankungen:

« Sie missen |hre aktuellen ILM-Regeln prifen, um festzustellen, wo und wann Storage-Volumes
hinzugefugt werden missen, um die Storage-Kapazitat fir replizierte oder Erasure-codierte Objekte zu
erhohen. Weitere Informationen finden Sie in den Anweisungen zum Verwalten von Objekten mit
Information Lifecycle Management.

* Die Metadatenkapazitat des Systems kann nicht durch Hinzufligen von Storage-Volumes erhdht werden,
da Objektmetadaten nur auf Volume 0 gespeichert werden.

 Jeder softwarebasierte Storage Node kann maximal 16 Storage Volumes unterstitzen. Wenn Sie darlber
hinaus Kapazitat hinzufigen méchten, miissen Sie neue Storage-Nodes hinzufligen.

+ Sie kdnnen jeder SG6060 Appliance ein oder zwei Erweiterungs-Shelfs hinzufiigen. Mit jedem
Erweiterungs-Shelf werden 16 Storage-Volumes hinzugefligt. Mit beiden installierten Erweiterungs-Shelfs
kann das SG6060 insgesamt 48 Storage Volumes unterstitzen.

 Sie kénnen keine Speicher-Volumes zu einer anderen Speicher-Appliance hinzuflgen.
+ Sie kdnnen die GroRRe eines vorhandenen Speichervolumens nicht erhéhen.
 Sie kdnnen Storage-Volumes nicht gleichzeitig einem Storage-Node hinzufligen, wenn Sie ein System-

Upgrade, Recovery-Vorgang oder eine andere Erweiterung durchfiihren.

Nachdem Sie sich entschieden haben, Storage Volumes hinzuzufiigen und festgestellt haben, welche Storage
Nodes Sie erweitern missen, um Ihre ILM-Richtlinie zu erflllen, befolgen Sie die Anweisungen fir lhren
Storage Node-Typ:

* Informationen zum Hinzufligen von Erweiterungs-Shelfs zu einer SG6060-Speicher-Appliance finden Sie in
den Anweisungen zur Installation und Wartung der SG6000-Appliance.

"SG6000 Storage-Appliances"

+ Befolgen Sie die Anweisungen zum Hinzufigen von Storage-Volumes zu Storage-Nodes, um einen
softwarebasierten Node zu erhalten.

"Hinzufligen von Storage-Volumes zu Storage-Nodes"

Richtlinien zum Hinzufiigen von Speicherknoten

Lesen Sie vor dem Hinzufligen von Speicherknoten zu vorhandenen Standorten die folgenden Richtlinien und
Einschrankungen durch:

» Sie mussen lhre aktuellen ILM-Regeln priifen, um festzustellen, wo und wann Storage-Nodes hinzugefuigt
werden mussen, um den Storage fUr replizierte oder Erasure-codierte Objekte zu erhéhen.
« Sie sollten nicht mehr als 10 Speicherknoten in einem einzigen Erweiterungsverfahren hinzufiigen.

» Sie kdnnen Speicherknoten zu mehr als einem Standort in einem einzigen Erweiterungsverfahren
hinzufigen.


https://docs.netapp.com/de-de/storagegrid-115/sg6000/index.html

« Sie kénnen Storage-Nodes und andere Node-Typen in einem einzigen Erweiterungsverfahren hinzuftigen.

» Bevor Sie mit dem Erweiterungsvorgang beginnen, missen Sie bestatigen, dass alle
Datenreparaturvorgange, die im Rahmen einer Wiederherstellung durchgefiihrt werden, abgeschlossen
sind. Siehe die Schritte zum Uberpriifen von Datenreparaturjobs in den Anweisungen fiir
Wiederherstellung und Wartung.

* Wenn Sie Storage-Nodes vor oder nach einer Erweiterung entfernen mussen, sollten Sie nicht mehr als 10
Storage-Nodes in einem einzigen Dekommissions-Node-Verfahren auller Betrieb nehmen.

Richtlinien fiir den ADC-Service auf Speicherknoten

Beim Konfigurieren der Erweiterung mussen Sie festlegen, ob der Dienst Administrative Domain Controller
(ADC) auf jedem neuen Speicherknoten enthalten soll. Der ADC-Dienst verfolgt den Standort und die
Verfugbarkeit von Grid-Services.

» Das StorageGRID System erfordert, dass an jedem Standort und zu jeder Zeit ein Quorum von ADC-
Services verfugbar ist.

@ Erfahren Sie mehr Gber das ADC-Quorum in den Anweisungen zur Wiederherstellung und
Wartung.

* Mindestens drei Storage-Nodes an jedem Standort missen den ADC-Service enthalten.

* Es wird nicht empfohlen, jedem Speicherknoten den ADC-Dienst hinzuzufligen. Die Einbeziehung von zu
vielen ADC-Services kann zu Verlangsamungen fuhren, da die Kommunikation zwischen den Knoten
grofer ist.

* Ein einzelnes Grid sollte nicht mehr als 48 Storage-Nodes mit dem ADC-Dienst aufweisen. Dies entspricht
16 Standorten mit drei ADC-Diensten an jedem Standort.

* Wenn Sie im Allgemeinen die Einstellung ADC-Dienst fiir einen neuen Knoten auswahlen, sollten Sie
automatisch wahlen. Wahlen Sie Ja nur aus, wenn der neue Knoten einen anderen Speicherknoten
ersetzt, der den ADC-Dienst enthalt. Da ein Storage-Node nicht stillgelegt werden kann, wenn zu wenige
ADC-Dienste verbleiben, wird sichergestellt, dass ein neuer ADC-Service verfligbar ist, bevor der alte
Service entfernt wird.

* Der ADC-Dienst kann nicht einem Node hinzugeflugt werden, nachdem er bereitgestellt wurde.
Verwandte Informationen
"Objektmanagement mit ILM"
"SG6000 Storage-Appliances"
"Hinzufligen von Storage-Volumes zu Storage-Nodes"
"Verwalten Sie erholen”

"Durchfuihrung der Erweiterung"

Hinzufiigen von Speicherkapazitit fiir replizierte Objekte

Wenn die Information Lifecycle Management-Richtlinie (ILM) far Ihre Implementierung
eine Regel umfasst, die replizierte Kopien von Objekten erstellt, missen Sie
bertcksichtigen, wie viel Storage hinzugefugt werden muss und wo die neuen Storage
Volumes oder Storage-Nodes hinzugefligt werden mussen.


https://docs.netapp.com/de-de/storagegrid-115/ilm/index.html
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Anweisungen zum Hinzufligen von zusatzlichem Storage finden Sie in den ILM-Regeln, die replizierte Kopien
erstellen. Wenn ILM-Regeln zwei oder mehr Objektkopien erstellen, planen Sie das Hinzufligen von Storage
an jedem Speicherort, an dem Objektkopien erstellt werden. Wenn Sie ein Grid mit zwei Standorten und eine
ILM-Regel haben, die an jedem Standort eine Objektkopie erstellt, missen Sie jedem Standort Storage
hinzufligen, um die allgemeine Objektkapazitat des Grids zu erhdhen.

Aus Performance-Griinden sollten Sie versuchen, die Storage-Kapazitat und die Rechenleistung Uber die
Standorte hinweg gleichmalig zu verteilen. In diesem Beispiel sollten Sie also jedem Standort die gleiche
Anzahl an Storage-Nodes oder an jedem Standort zusatzliche Storage-Volumes hinzufligen.

Falls Sie eine komplexere ILM-Richtlinie haben, die Regeln enthalt, die Objekte basierend auf Kriterien wie
Bucket-Name oder Regeln, die Objektorte im Laufe der Zeit andern, wird lhre Analyse, wo Storage fir die
Erweiterung erforderlich ist, ahnlich, aber komplexer.

Wenn Sie verstehen, wie schnell die insgesamt genutzte Storage-Kapazitat verbraucht wird, kdnnen Sie
verstehen, wie viel Storage in der Erweiterung hinzugefligt werden muss und wann der zusatzliche
Speicherplatz erforderlich ist. Mit dem Grid Manager konnen Sie die Storage-Kapazitat iberwachen und
Diagramm verwenden, wie in den Anweisungen zum Monitoring und zur Fehlerbehebung von StorageGRID
beschrieben.

Denken Sie bei der Planung des Zeitpunkts einer Erweiterung daran, wie lange die Beschaffung und
Installation von zusatzlichem Storage dauern konnte.

Verwandte Informationen
"Objektmanagement mit ILM"

"Monitor Fehlerbehebung"

Hinzufiigen von Storage-Kapazitat fiir Objekte mit Erasure-Coding-Verfahren

Wenn lhre ILM-Richtlinie eine Regel zur Erstellung von Kopien zur Fehlerkorrektur
enthalt, missen Sie planen, wo neuer Storage hinzugefligt werden muss und wann neuer
Storage hinzugefugt werden muss. Die Menge des Hinzufligen von Speicherplatz und
der Zeitpunkt der Hinzufligung kénnen die nutzbare Speicherkapazitat des Grid
beeinflussen.

Der erste Schritt bei der Planung einer Storage-Erweiterung ist das untersuchen der Regeln in Ihrer ILM-
Richtlinie, die Objekte mit Erasure-Coding-Verfahren erstellt. Da StorageGRID fir jedes Objekt, das mit
Erasure-Coding-Verfahren codiert wurde, k+m Fragmente erstellt und jedes Fragment auf einem anderen
Storage-Node speichert, missen Sie sicherstellen, dass mindestens k+m Storage-Nodes nach der
Erweiterung Uber Platz fir neue Daten mit Erasure-Code verfigen. Wenn das Erasure Coding-Profil einen
Site-Loss-Schutz bietet, missen Sie jedem Standort Storage hinzufligen.

Die Anzahl der Nodes, die Sie hinzufliigen missen, hangt auch davon ab, wie voll die vorhandenen Nodes
sind, wenn Sie die Erweiterung durchfihren.

Allgemeine Empfehlung fiir die Erweiterung der Storage-Kapazitat fiir Objekte mit Erasure-Coding-
Verfahren

Wenn detaillierte Berechnungen vermieden werden sollen, kbnnen Sie zwei Storage-Nodes pro Standort
hinzufigen, wenn vorhandene Storage-Nodes eine Kapazitat von 70 % erreichen.

Diese allgemeine Empfehlung liefert angemessene Ergebnisse flr eine Vielzahl von Erasure Coding-
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Schemata flr Grids an einem Standort und fiir Grids, bei denen ein Erasure Coding-Verfahren einen Site-Loss-
Schutz bietet.

Um die Faktoren, die zu dieser Empfehlung fiihren, besser zu verstehen oder einen genaueren Plan fir lhren
Standort zu entwickeln, Uberprifen Sie den nachsten Abschnitt. Wenden Sie sich an Ihren NetApp
Ansprechpartner, um eine fur Ihre Situation optimierte Empfehlung zu erhalten.

Berechnung der Anzahl der zu addierenden Erweiterungs-Speicherknoten fiir Objekte mit
Loschungscode

Um die Erweiterung einer Implementierung zur Speicherung von Objekten, die mit Erasure-Coding-Verfahren
codiert wurden, zu optimieren, missen Sie viele Faktoren berlcksichtigen:

* Verwendung eines Schemas zur Einhaltung von Datenkonsistenz (Erasure Coding)

* Merkmale des fur das Verfahren zur Einhaltung von Datenkonsistenz verwendeten Storage Pools,
einschlieBlich der Anzahl der Nodes an jedem Standort und der Menge an freiem Speicherplatz auf jedem
Node

» Gibt an, ob das Grid zuvor erweitert wurde (da sich der freie Speicherplatz pro Storage-Node
moglicherweise nicht in etwa auf allen Nodes identisch befindet)

* Die genaue Natur der ILM-Richtlinie, beispielsweise dartber, ob ILM-Regeln replizierte und Erasure-
Coding-Objekte erstellen

Die folgenden Beispiele zeigen, welche Auswirkungen das Erasure Coding-Schema hat, die Anzahl der Nodes
im Storage-Pool und die Menge an freiem Speicherplatz auf jedem Node.

Ahnliche Uberlegungen wirken sich auf die Berechnungen fiir eine ILM-Richtlinie aus, die sowohl replizierte
Daten als auch Daten mit Erasure-Coding-Verfahren speichert und die Berechnungen flr ein zuvor erweitertes
Grid enthalt.

Die Beispiele in diesem Abschnitt stellen die Best Practices fir das Hinzufigen von

Speicherkapazitat zu einem StorageGRID System dar. Wenn Sie die empfohlene Anzahl an
@ Nodes nicht hinzufigen kdnnen, missen Sie moglicherweise das EC-Ausgleichverfahren

durchflhren, um zusatzliche, mit Erasure Coding versehenen Objekte zu speichern.

"Uberlegungen zur Lastverteilung bei Daten, die mit Erasure Coding versehen sind"

Beispiel 1: Erweiterung eines Grid mit einem Standort, das 2+1 Erasure Coding verwendet

Dieses Beispiel zeigt, wie ein einfaches Raster erweitert wird, das nur drei Storage-Nodes enthalt.

Dieses Beispiel verwendet nur drei Storage-Nodes zur Vereinfachung. Es wird jedoch nicht

@ empfohlen, nur drei Speicherknoten zu verwenden: Ein tatsachliches Produktionsnetz sollte
mindestens k+m + 1 Speicherknoten verwenden, um Redundanz zu erhalten, was vier
Speicherknoten (2+1+1) entspricht.

Gehen Sie folgendermalen vor:

+ Alle Daten werden mithilfe des 2+1-Schemas zur Einhaltung von Datenkonsistenz gespeichert. Mit dem
Erasure Coding-Schema 2+1 wird jedes Objekt als drei Fragmente gespeichert und jedes Fragment auf
einem anderen Storage Node gespeichert.

* Es gibt einen Standort mit drei Storage-Nodes. Jeder Storage-Node hat eine Gesamtkapazitat von 100 TB.



» Sie mdchten erweitern, indem Sie neue 100-TB-Storage-Nodes hinzufiigen.

* Ziel ist es, mithilfe von Erasure Coding Daten auf die alten und neuen Nodes einen Ausgleich zu finden.

Je nachdem, wie voll die Speicherknoten sind, wenn Sie die Erweiterung durchfiihren, stehen verschiedene
Optionen zur Verfligung.

* Fligen Sie drei 100 TB Storage Nodes hinzu, wenn die vorhandenen Knoten zu 100% voll sind

In diesem Beispiel sind die vorhandenen Nodes zu 100 % ausgelastet. Da keine freie Kapazitat vorhanden
ist, missen Sie sofort drei Nodes hinzufligen, um mit dem Erasure Coding von 2+1 fortzufahren.

Nach Abschluss der Erweiterung werden bei Erasure-Coding von Objekten alle Fragmente auf die neuen
Nodes platziert.

After adding 3 nodes

- Before expansion A

3 nodes are 100% full 3 new nodes can be used for 2+1 EC

Durch diese Erweiterung werden Nodes k+m hinzugefligt. Das Hinzufligen von vier Nodes
wird aus Redundanzgriinden empfohlen. Wenn Sie Storage-Nodes mit k+m-Erweiterung

@ hinzufiigen, wenn vorhandene Nodes zu 100 % voll sind, missen alle neuen Objekte auf
den Erweiterungs-Nodes gespeichert werden. Wenn einer der neuen Nodes nicht verfligbar
ist, kann StorageGRID die ILM-Anforderungen selbst voribergehend nicht erfiillen.

* Fiigen Sie zwei 100 TB Storage-Nodes hinzu, wenn die vorhandenen Storage-Nodes zu 67 % voll
sind

In diesem Beispiel sind die vorhandenen Nodes zu 67 % ausgelastet. Da auf den vorhandenen Nodes 100
TB an freier Kapazitat verfiigbar sind (33 TB pro Node), missen Sie nur noch zwei Nodes hinzufiigen,
wenn Sie die Erweiterung jetzt durchfihren.

Wenn Sie 200 TB zusatzliche Kapazitat hinzufligen, kénnen Sie das 2+1 Erasure Coding fortsetzen und
die Daten, die mit Erasure Coding versehen sind, auf allen Nodes einen Ausgleich finden.

- Before expansion - —— After adding 2 nodes

3 nodes are 67% full All nodes can be usedfor 2+1 EC




* Fligen Sie einen 100 TB Storage Node hinzu, wenn die vorhandenen Speicherknoten zu 33% voll
sind

In diesem Beispiel sind die vorhandenen Nodes zu 33 % ausgelastet. Da auf den vorhandenen Nodes 200
TB an freier Kapazitat verfiigbar sind (67 TB pro Node), missen Sie nur noch einen Node hinzufligen,
wenn Sie die Erweiterung jetzt durchfihren.

Wenn Sie 100 TB zusatzliche Kapazitat hinzufigen, kdnnen Sie das 2+1 Erasure Coding fortsetzen und
die Daten, die mit Erasure Coding versehen sind, auf allen Nodes einen Ausgleich finden.

- Before expansion = —— After adding 1 node —

3 nodes are 33% full All nodes can be used for 2+1 EC

Beispiel 2: Erweiterung eines Grids fiir drei Standorte, das Erasure Coding fiir 6+3 verwendet

Dieses Beispiel zeigt, wie ein Erweiterungsplan fir ein Grid mit mehreren Standorten entwickelt wird, das tber
ein Erasure Coding-Schema mit einer grof3eren Anzahl von Fragmenten verflgt. Trotz der Unterschiede
zwischen diesen Beispielen ist der empfohlene Erweiterungsplan sehr ahnlich.

Gehen Sie folgendermalien vor:

* Alle Daten werden mithilfe des Erasure Coding-Schemas von 6+3 gespeichert. Mit dem Erasure Coding-
Schema 6+3 wird jedes Objekt als 9 Fragmente gespeichert und jedes Fragment wird auf einem anderen
Storage Node gespeichert.

« Sie verflgen Uber drei Standorte und jeder Standort hat vier Storage-Nodes (insgesamt 12 Nodes). Jeder
Node hat eine Gesamtkapazitat von 100 TB.

» Sie mochten erweitern, indem Sie neue 100-TB-Storage-Nodes hinzufligen.
« Ziel ist es, mithilfe von Erasure Coding Daten auf die alten und neuen Nodes einen Ausgleich zu finden.

Je nachdem, wie voll die Speicherknoten sind, wenn Sie die Erweiterung durchflhren, stehen verschiedene
Optionen zur Verfligung.

* Fiigen Sie neun 100 TB Storage-Nodes (drei pro Standort) hinzu, wenn vorhandene Knoten zu 100
% voll sind

In diesem Beispiel sind die 12 vorhandenen Nodes zu 100 % ausgelastet. Da keine freie Kapazitat zur
Verfliigung steht, missen Sie sofort neun Nodes (900 TB zusatzliche Kapazitat) hinzufligen, um mit dem
Erasure Coding fur 6+3 fortzufahren.

Nach Abschluss der Erweiterung werden bei Erasure-Coding von Objekten alle Fragmente auf die neuen
Nodes platziert.



Durch diese Erweiterung werden Nodes k+m hinzugefligt. Das Hinzufligen von 12 Nodes
(vier pro Standort) wird aus Redundanzgriinden empfohlen. Wenn Sie Storage-Nodes mit

@ k+m-Erweiterung hinzufligen, wenn vorhandene Nodes zu 100 % voll sind, missen alle
neuen Objekte auf den Erweiterungs-Nodes gespeichert werden. Wenn einer der neuen
Nodes nicht verfugbar ist, kann StorageGRID die ILM-Anforderungen selbst voriibergehend
nicht erflllen.

* Hinzufiigen von sechs 100 TB Storage-Nodes (zwei pro Standort), wenn vorhandene Knoten zu 75
% voll sind

In diesem Beispiel sind die 12 vorhandenen Nodes zu 75 % ausgelastet. Da 300 TB freie Kapazitat (25 TB
pro Node) zur Verfligung stehen, miissen Sie nur sechs Nodes hinzufligen, wenn Sie die Erweiterung jetzt
durchflihren. Sie wiirden jedem der drei Standorte zwei Nodes hinzufligen.

Wenn Sie 600 TB Storage-Kapazitat hinzufligen, kdnnen Sie das Erasure Coding von 6 und 3 fortsetzen
und einen Ausgleich fiir Daten mit Erasure Coding auf allen Nodes erzielen.

» Fugen Sie drei 100 TB Storage-Nodes (einer pro Standort) hinzu, wenn vorhandene Knoten zu 50 %
voll sind

In diesem Beispiel sind die 12 vorhandenen Nodes zu 50 % ausgelastet. Da 600 TB freie Kapazitat (50 TB
pro Node) zur Verfligung stehen, missen Sie nur drei Nodes hinzufligen, wenn Sie die Erweiterung jetzt
durchflhren. Sie wirden jedem der drei Standorte einen Node hinzuflgen.

Wenn Sie 300 TB Storage-Kapazitat hinzufligen, kdnnen Sie das Erasure Coding von 6 und 3 fortsetzen
und einen Ausgleich fiir Daten mit Erasure Coding auf allen Nodes erzielen.

Verwandte Informationen
"Objektmanagement mit ILM"
"Monitor Fehlerbehebung"

"Uberlegungen zur Lastverteilung bei Daten, die mit Erasure Coding versehen sind"

Uberlegungen zur Lastverteilung bei Daten, die mit Erasure Coding versehen sind

Wenn Sie eine Erweiterung zum Hinzufligen von Storage-Nodes durchfihren und Ihre
ILM-Richtlinie eine oder mehrere ILM-Regeln zum Léschen von Code-Daten enthalt,
mussen Sie nach Abschluss der Erweiterung moglicherweise das EC-Ausgleichverfahren
durchflhren.

Wenn Sie beispielsweise nicht die empfohlene Anzahl von Speicherknoten in einer Erweiterung hinzufligen
kénnen, missen Sie moglicherweise das EC-Ausgleichverfahren ausfiihren, damit zusatzliche Objekte mit
Léschungscode gespeichert werden kénnen.

Was ist die Neuausrichtung der EG?

Bei der EC-Ausbalancierung handelt es sich um ein StorageGRID-Verfahren, das nach einer Erweiterung des
Storage-Nodes erforderlich sein kann. Das Verfahren wird als Kommandozeilenskript vom primaren Admin-
Knoten ausgefiihrt. Bei Ausfiihrung des EC-Ausgleichs verteilt StorageGRID Fragmente, die mit Erasure
Coding codiert wurden, auf die vorhandenen und neu erweiterten Storage-Nodes an einem Standort.
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Wenn das EC-Ausgleichverfahren ausgefiihrt wird:
« Es werden nur Objektdaten verschoben, die mit Erasure-Coding-Verfahren codiert wurden. Es werden
keine replizierten Objektdaten verschoben.

» Die Daten werden an einem Standort neu verteilt. Es werden keine Daten zwischen Standorten
verschoben.

» Die Daten werden auf alle Storage-Nodes an einem Standort verteilt. Daten werden nicht innerhalb von
Storage Volumes neu verteilt.
Wenn das EC-Ausgleichverfahren abgeschlossen ist:
 Die Daten, die mithilfe von Erasure-Coding-Verfahren codiert wurden, werden von Storage-Nodes mit
weniger verfligbarem Speicherplatz zu Storage-Nodes mit mehr verfiigbarem Speicherplatz verschoben.

» Verwendete (%) Werte kénnen sich zwischen Storage Nodes unterscheiden, da der EC-Ausgleichvorgang
keine replizierten Objektkopien verschiebt.

» Die Datensicherung von Objekten, die mit Erasure Coding versehen sind, wird unverandert beibehalten.
Wenn das EC-Ausgleichverfahren ausgefuhrt wird, ist die Performance von ILM-Vorgangen sowie S3- und

Swift-Client-Operationen wahrscheinlich beeintrachtigt. Aus diesem Grund sollten Sie dieses Verfahren nur in
begrenzten Fallen durchfiihren.

Wann solite ein EC-Ausgleich nicht durchgefiihrt werden

Als Beispiel fiir den Fall, dass Sie keinen EC-Ausgleich durchfiihren missen, sollten Sie Folgendes
berucksichtigen:
» StorageGRID wird an einem Standort ausgefiihrt, der drei Storage-Nodes enthalt.

* Die ILM-Richtlinie verwendet eine 2+1-Regel zur Einhaltung von Datenkonsistenz fiir alle Objekte, die
groler als 0.2 MB sind, und eine Replizierungsregel mit 2 Kopien fir kleinere Objekte.

+ Alle Speicherknoten sind voll geworden, und die Warnung Low Object Storage wurde auf dem
Hauptschweregrade ausgelOst. Die empfohlene Aktion ist, eine Erweiterungsmaflnahme zum Hinzufligen
von Speicherknoten durchzufihren.

~ Before expansion =

3 nodes are 100% full

Um den Standort in diesem Beispiel zu erweitern, wird empfohlen, drei oder mehr neue Speicherknoten
hinzuzufiigen. StorageGRID bendétigt drei Storage-Nodes fir das Erasure Coding von 2+1, damit die zwei
Datenfragmente und das ein Paritatsfragment auf verschiedenen Nodes platziert werden kénnen.

Nachdem Sie die drei Storage-Nodes hinzugefiigt haben, bleiben die urspriinglichen Storage-Nodes voll, die
Objekte kénnen jedoch weiterhin in das Erasure Coding-Schema 2+1 auf den neuen Nodes aufgenommen
werden. Das Ausflihren des EC-Ausgleichs-Verfahrens wird in diesem Fall nicht empfohlen: Durch das



Ausflihren des Verfahrens wird die Performance vortibergehend verringert, was sich auf den Client-Betrieb
auswirken konnte.

- Before expansion - ——— After adding 3 nodes

3 nodes are 100% full 3 new nodes can be used for 2+1 EC

Wann muss ein EC-Ausgleich durchgefiihrt werden

Als Beispiel fur den Fall, dass Sie den EC-Ausgleichvorgang durchfiihren sollten, betrachten Sie das gleiche
Beispiel, gehen Sie aber davon aus, dass Sie nur zwei Storage-Nodes hinzufiigen kénnen. Da fiir das
Verfahren zur Einhaltung von Datenkonsistenz (Erasure Coding) 2+1 mindestens drei Storage-Nodes
erforderlich sind, kdnnen die neuen Nodes nicht fur Daten mit Erasure Coding verwendet werden.

- Before expansion - —— After adding 2 nodes

3 nodes are 100% full 2 new nodes cannot be used for EC

Um dieses Problem zu I6sen und die neuen Speicherknoten zu nutzen, kdnnen Sie das EC-
Ausgleichverfahren ausfihren. Im Rahmen dieses Verfahrens StorageGRID werden Daten und
Paritatsfragmente, die mit Datenkonsistenz (Erasure Coding) versehen werden, auf alle Storage-Nodes am
Standort neu verteilt. Wenn in diesem Beispiel der EC-Ausgleichvorgang abgeschlossen ist, sind alle flnf
Nodes nun nur zu 60 % voll und die Objekte kdnnen auf allen Storage-Nodes weiterhin in das Erasure Coding-
Schema 2+1 aufgenommen werden.

- Before expansion A —— After adding 2 nodes —— After EC rebalance

3 nodes are 100% full 2 new nodes cannot be used for EC 5 nodes are 60% full, EC can continue

Uberlegungen zur Neuausrichtung der EG

Im Allgemeinen sollten Sie nur in begrenzten Fallen das EC-Ausgleichverfahren durchfiihren. Insbesondere
sollten Sie eine Neuausrichtung der EG nur durchfiihren, wenn alle folgenden Aussagen wahr sind:
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 Sie verwenden das Erasure Coding fir Ihre Objektdaten.

» Die Warnung Low Object Storage wurde fur einen oder mehrere Storage Nodes an einem Standort
ausgeldst, was darauf hinweist, dass die Knoten zu mindestens 80 % voll sind.

« Sie kénnen die empfohlene Anzahl neuer Speicherknoten flir das verwendete Erasure-Coding-Schema

nicht hinzufigen.

"Hinzufuigen von Storage-Kapazitat fur Objekte mit Erasure-Coding-Verfahren"

» Wahrend das EC-Ausgleichverfahren lauft, tolerieren Ihre S3- und Swift-Clients eine niedrigere
Performance bei Schreib- und Leseoperationen.

Wie das EC-Ausgleichungsverfahren mit anderen Wartungsaufgaben interagiert

Sie kdnnen bestimmte Wartungsverfahren nicht gleichzeitig durchfihren, wahrend Sie das EC-

Ausgleichverfahren ausfiihren.

Verfahren
Weitere EC-Ausgleichverfahren

Verfahren zur Deaktivierung

EC-Datenreparaturauftrag

Expansionsverfahren

Upgrade-Verfahren

Wahrend des EC-Ausgleichs erlaubt?

Nein

Sie kdnnen nur ein EC-Ausgleichverfahren gleichzeitig ausfihren.

Nein

* Wahrend des EC-Ausgleichs werden Sie daran gehindert, eine
Stilllegung oder eine EC-Datenreparatur zu starten.

 Sie kdnnen den EC-Ausgleichvorgang nicht starten, wahrend ein
Ausmustern von Storage Nodes oder eine EC-Datenreparatur
ausgefuhrt wird.

Nein

Wenn Sie neue Storage-Nodes zu einer Erweiterung hinzufligen
mussen, sollten Sie warten, bis Sie alle neuen Nodes hinzugefiigt
haben. Wenn wahrend des Hinzufligens eines neuen Storage-Nodes ein
Verfahren zur Ausgleich der EC ausgeflihrt wird, werden die Daten nicht
zu diesen Nodes verschoben.

Nein

Wenn Sie ein Upgrade der StorageGRID-Software durchfiihren missen,
sollten Sie das Upgrade-Verfahren vor oder nach dem Ausflihren des
EC-Ausgleichs durchfiihren. Bei Bedarf konnen Sie den EC-
Ausgleichvorgang beenden, um ein Software-Upgrade durchzuflhren.
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Verfahren Wahrend des EC-Ausgleichs erlaubt?

Klonvorgang fir Appliance-Node Nein

Wenn Sie einen Appliance-Storage-Node klonen missen, sollten Sie
warten, bis der EC-Ausgleichvorgang ausgefihrt wurde, nachdem Sie
den neuen Node hinzugefligt haben. Wenn wahrend des Hinzufliigens
eines neuen Storage-Nodes ein Verfahren zur Ausgleich der EC
ausgefuhrt wird, werden die Daten nicht zu diesen Nodes verschoben.

Hotfix-Verfahren Ja.

Sie konnen einen StorageGRID-Hotfix anwenden, wahrend der EC-
Ausgleichvorgang ausgefihrt wird.

Andere Wartungsarbeiten Nein

Sie missen das EC-Ausgleichverfahren beenden, bevor Sie andere
Wartungsverfahren durchfiihren.

Wie das EC-Ausgleichverfahren mit ILM interagiert

Wiahrend des EC-Ausgleichs ausgefiihrt wird, vermeiden Sie ILM-Anderungen, die den Standort vorhandener
Objekte, die mit Erasure-Coding-Verfahren codiert wurden, andern kénnten. Beginnen Sie beispielsweise nicht
mit der Verwendung einer ILM-Regel, die ein anderes Erasure Coding-Profil hat. Wenn Sie solche ILM-
Anderungen vornehmen miissen, sollten Sie den EC-Ausgleichvorgang abbrechen.

Verwandte Informationen

"Balancieren Sie Daten aus, die im Erasure-Coding-Verfahren codiert wurden, nach dem Hinzufiigen von
Storage"

Hinzufligen von Metadaten-Kapazitat

Um sicherzustellen, dass ausreichend Speicherplatz fur Objektmetadaten verfugbar ist,
mussen Sie moglicherweise ein Erweiterungsverfahren durchfiihren, um neue Storage-
Nodes an jedem Standort hinzuzufugen.

StorageGRID reserviert Speicherplatz fir Objekt-Metadaten auf Volume 0 jedes Storage-Nodes. An jedem
Standort werden drei Kopien aller Objektmetadaten aufbewahrt und gleichmafig auf alle Storage-Nodes
verteilt.

Mit Grid Manager lasst sich die Metadatenkapazitat von Storage Nodes Uberwachen und schatzen, wie schnell
Metadaten verbraucht werden. Dariber hinaus wird die Warnung Low Metadaten Storage fir einen

Speicherknoten ausgeldst, wenn der verwendete Metadatenspeicherplatz bestimmte Schwellenwerte erreicht.
Weitere Informationen finden Sie in den Anweisungen zum StorageGRID Monitoring und zur Fehlerbehebung.

Beachten Sie, dass die Objekt-Metadatenkapazitat eines Grid je nach Verwendung des Grid moglicherweise
schneller belegt als die Objekt-Storage-Kapazitat. Wenn Sie beispielsweise normalerweise eine grof3e Anzahl
kleiner Objekte aufnehmen oder Objekte mit groRen Mengen von Benutzer-Metadaten oder -Tags versehen,
mussen Sie moglicherweise Storage-Nodes hinzufligen, um die Metadaten-Kapazitat zu erhéhen, obwohl
weiterhin ausreichend Objekt-Storage-Kapazitat vorhanden ist.
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Richtlinien zur Erh6hung der Metadaten-Kapazitat

Bevor Sie Storage-Nodes hinzufiigen, um die Metadatenkapazitat zu steigern, lesen Sie die folgenden
Richtlinien und Einschrankungen:

* Wenn eine ausreichende Objekt-Storage-Kapazitat verflgbar ist, erhoht sich aufgrund der Verfligbarkeit
von mehr Speicherplatz fur Objekt-Metadaten die Anzahl der Objekte, die Sie in lhrem StorageGRID
System speichern kdnnen.

Die Metadatenkapazitat eines Grids lasst sich erhdhen, indem jedem Standort ein oder mehrere Storage-
Nodes hinzugefligt werden.

Der tatsachlich fiir Objektmetadaten auf einem bestimmten Storage-Node reservierte Speicherplatz hangt
von der Option Metadaten reservierter Speicherplatz (systemweite Einstellung), der RAM-Groe des Node
und der Groflde des Volumes 0 des Node ab. Weitere Informationen finden Sie in den Anweisungen zum
Verwalten von StorageGRID.

» Vorhandene Storage-Nodes kdnnen nicht erhdht werden, da Metadaten nur auf Volume 0 gespeichert
werden.

 Sie kdnnen die Metadatenkapazitat nicht erhéhen, indem Sie einen neuen Standort hinzufligen.

« StorageGRID speichert drei Kopien aller Objektmetadaten an jedem Standort. Daher wird die Metadaten-
Kapazitat Ihres Systems durch die Metadaten-Kapazitat Ihres kleinsten Standorts begrenzt.

* Wenn Sie Metadaten hinzufligen, sollten Sie jedem Standort die gleiche Anzahl an Storage-Nodes
hinzufiigen.

Verteilung von Metadaten beim Hinzufiigen von Storage-Nodes

Wenn Sie Storage-Nodes zu einer Erweiterung hinzufligen, verteilt StorageGRID die vorhandenen Objekt-
Metadaten an die neuen Nodes an jedem Standort, wodurch die allgemeine Metadaten des Grid erhdht
werden. Es ist keine Benutzeraktion erforderlich.

Die folgende Abbildung zeigt, wie StorageGRID Objektmetadaten neu verteilt, wenn Sie Storage-Nodes in
einer Erweiterung hinzufiigen. Die linke Seite der Abbildung zeigt das Volumen 0 von drei Storage-Nodes vor
einer Erweiterung. Metadaten verbrauchen einen relativ groRen Teil des verfigbaren Metadaten-
Speicherplatzes jedes Nodes und die Warnung Low Metadaten Storage wurde ausgelost.

Die rechte Seite der Abbildung zeigt, wie die vorhandenen Metadaten nach dem Hinzufligen von zwei Storage-
Nodes zum Standort neu verteilt werden. Die Menge der Metadaten auf jedem Node ist gesunken, die
Warnung * Storage mit niedrigen Metadaten* wird nicht mehr ausgeldst, und der fiir Metadaten verfligbare
Platz hat sich erhdht.
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— Metadata use before expansion — — Metadata use after expansion ——

Three Storage Nodes Five Storage Nodes

Object metadata

Resemved metadata space

Verwandte Informationen
"StorageGRID verwalten"

"Monitor Fehlerbehebung"

Grid-Nodes werden hinzugefiigt, um Funktionen zu lhrem System hinzuzufiigen

Einem StorageGRID-System konnen Sie Redundanz oder zusatzliche Funktionen
hinzufiigen, indem Sie vorhandenen Standorten neue Grid-Nodes hinzuflgen.

Sie kdnnen beispielsweise zusatzliche Gateway-Nodes hinzufligen, um die Erstellung von
Hochverfiigbarkeitsgruppen von Gateway-Nodes zu unterstiitzen, oder Sie kénnen einen Admin-Node an
einem Remote-Standort hinzufiigen, um die Uberwachung (ber einen lokalen Knoten zu ermdglichen.

In einem einzigen Erweiterungsvorgang konnen Sie mindestens einen der folgenden Node-Typen zu einem
oder mehreren bestehenden Standorten hinzufligen:

* Nicht primare Admin-Nodes

» Storage-Nodes

» Gateway-Nodes

 Archiv-Nodes
Beachten Sie bei der Vorbereitung des Hinzufligens von Grid-Knoten die folgenden Einschrankungen:

* Der primare Admin-Node wird wahrend der Erstinstallation bereitgestellt. Sie kdnnen wahrend einer
Erweiterung keinen primaren Admin-Node hinzuflgen.

 Sie kdnnen Storage-Nodes und andere Node-Typen in der gleichen Erweiterung hinzufiigen.

» Beim Hinzufligen von Speicherknoten missen Sie die Anzahl und Position der neuen Knoten sorgfaltig
planen.

"Erweiterung der Storage-Kapazitat"
* Wenn Sie Archiv-Nodes hinzuflgen, beachten Sie, dass jeder Archiv-Node nur Tape Uber die TSM

Middleware (Tivoli Storage Manager) unterstitzt.
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Wenn die Option New Node Client Network Standard auf der Seite nicht vertrauenswurdige
Clientnetzwerke auf nicht vertrauenswiirdig gesetzt ist, missen Client-Anwendungen, die sich mit
Erweiterungs-Nodes Uber das Client-Netzwerk verbinden, tber einen Load Balancer-Endpunkt-Port
(Konfiguration > Netzwerkeinstellungen > nicht vertrauenswiirdiges Client-Netzwerk) eine
Verbindung herstellen. Informationen zum Verwalten von StorageGRID finden Sie in den Anweisungen
zum Andern der Einstellung fiir den neuen Node und zum Konfigurieren von Load Balancer-Endpunkten.

Verwandte Informationen

"StorageGRID verwalten"

Hinzufligen eines neuen Standorts

Sie konnen |hr StorageGRID System durch Hinzufigen eines neuen Standorts erweitern.

Richtlinien zum Hinzufiigen eines Standorts

Uberpriifen Sie vor dem Hinzufiigen eines Standorts die folgenden Anforderungen und Einschrankungen:

Sie kénnen nur einen Standort pro Erweiterungsvorgang hinzufigen.
Grid-Nodes kénnen einem vorhandenen Standort nicht als Teil derselben Erweiterung hinzugefiigt werden.
Alle Standorte miissen mindestens drei Storage-Nodes enthalten.

Das Hinzufligen eines neuen Standorts erhéht nicht automatisch die Anzahl der zu speichernden Objekte.
Die Gesamtkapazitat eines Grids hangt von der Menge des verfiigbaren Storage, der ILM-Richtlinie und
der Metadatenkapazitat an jedem Standort ab.

Bei der Dimensionierung eines neuen Standorts missen Sie sicherstellen, dass dieser genligend
Metadaten enthalt.

Bei StorageGRID werden die Kopien aller Objektmetadaten an jedem Standort gespeichert. Wenn Sie
einen neuen Standort hinzufligen, missen Sie sicherstellen, dass dieser ausreichend Metadaten fir die
vorhandenen Objektmetadaten und genligend Metadaten fir Wachstum enthalt.

Informationen zum Monitoring der Kapazitat von Objektmetadaten finden Sie in den Anweisungen fir das
Monitoring und die Fehlerbehebung von StorageGRID.

Dabei muss die verfligbare Netzwerkbandbreite zwischen Standorten und das Mal} der Netzwerklatenz
bertcksichtigt werden. Metadatenaktualisierungen werden kontinuierlich zwischen Standorten repliziert,
selbst wenn alle Objekte nur am Standort gespeichert werden, an dem sie aufgenommen werden.

Da Ihr StorageGRID System wahrend der Erweiterung betriebsbereit bleibt, missen Sie ILM-Regeln
prifen, bevor Sie mit dem Erweiterungsverfahren beginnen. Sie missen sicherstellen, dass Objektkopien
nicht auf dem neuen Standort gespeichert werden, bis der Erweiterungsvorgang abgeschlossen ist.

Legen Sie z. B. vor Beginn der Erweiterung fest, ob Regeln den Standardspeicherpool (Alle
Speicherknoten) verwenden. In diesem Fall missen Sie einen neuen Speicherpool erstellen, der die
vorhandenen Speicherknoten enthalt, und lhre ILM-Regeln aktualisieren, um den neuen Speicherpool zu
verwenden. Andernfalls werden Objekte auf den neuen Standort kopiert, sobald der erste Node an diesem
Standort aktiv ist.

Weitere Informationen zum Andern des ILM beim Hinzufiigen eines neuen Standorts finden Sie im Beispiel

zum Andern einer ILM-Richtlinie in den Anweisungen zum Managen von Objekten mit Information Lifecycle
Management.
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Verwandte Informationen

"Objektmanagement mit ILM"

Vorbereitung auf eine Erweiterung

Als Vorbereitung auf die StorageGRID-Erweiterung mussen Sie die erforderlichen
Materialien erhalten und neue Hardware und Netzwerke installieren und konfigurieren.

Sammeln der erforderlichen Materialien

Bevor Sie eine Erweiterung durchfihren, missen Sie die in der folgenden Tabelle aufgefiihrten Materialien
erfassen.
Element Hinweise

StorageGRID Installationsarchiv Wenn Sie neue Grid-Nodes oder einen neuen Standort hinzufiigen,
mussen Sie das StorageGRID Installationsarchiv herunterladen und
extrahieren. Sie mussen dieselbe Version verwenden, die derzeit im
Raster ausgefiihrt wird.

Weitere Informationen finden Sie in den Anweisungen zum
Herunterladen und Extrahieren der StorageGRID-Installationsdateien.

Hinweis: Sie mussen keine Dateien herunterladen, wenn Sie
vorhandenen Speicherknoten neue Speichervolumen hinzufligen oder
eine neue StorageGRID Appliance installieren.

Service-Laptop Das Service-Laptop muss die folgenden Anforderungen erfillen:

* Netzwerkport
» SSH-Client (z. B. PuTTY)

e Unterstutzter Browser

Provisioning-Passphrase Die Passphrase wird erstellt und dokumentiert, wenn das StorageGRID-
System zum ersten Mal installiert wird. Die Provisionierungs-Passphrase
befindet sich nicht im Passwords. txt Datei:

StorageGRID-Dokumentation » Verwalten von StorageGRID
» StorageGRID Versionshinweise

* Installationsanweisungen fur Ihre Plattform

Aktuelle Dokumentation fur lhre Informationen zu unterstitzten Versionen finden Sie in der
Plattform Interoperabilitats-Matrix.

Verwandte Informationen

"StorageGRID verwalten"

"Versionshinweise"
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"VMware installieren”

"Installieren Sie Red hat Enterprise Linux oder CentOS"
"Installieren Sie Ubuntu oder Debian"

"NetApp Interoperabilitats-Matrix-Tool"

Anforderungen an einen Webbrowser

Sie mussen einen unterstlitzten Webbrowser verwenden.

Webbrowser Unterstiitzte Mindestversion
Google Chrome 87
Microsoft Edge 87
Mozilla Firefox 84

Sie sollten das Browserfenster auf eine empfohlene Breite einstellen.

Browserbreite Pixel
Minimum 1024
Optimal 1280

Herunterladen und Extrahieren der StorageGRID-Installationsdateien

Bevor Sie neue Grid-Nodes oder einen neuen Standort hinzufligen kdnnen, missen Sie das entsprechende
StorageGRID-Installationsarchiv herunterladen und die Dateien extrahieren.

Uber diese Aufgabe

Sie mussen Erweiterungsvorgange mit der Version von StorageGRID durchfiihren, die derzeit im Grid
ausgefihrt wird.

Schritte
1. StorageGRID finden Sie auf der Seite zu NetApp Downloads.

"NetApp Downloads: StorageGRID"

2. Wahlen Sie die Version von StorageGRID aus, die derzeit im Grid ausgefihrt wird.
3. Melden Sie sich mit lhrem Benutzernamen und Passwort flr Ihr NetApp Konto an.

4. Lesen Sie die Endbenutzer-Lizenzvereinbarung, aktivieren Sie das Kontrollkdstchen und wahlen Sie dann
Akzeptieren und fortfahren.

5. Wahlen Sie in der Spalte Install StorageGRID der Download-Seite die aus .tgz Oder . zip Datei fiir lhre
Plattform.

Die in der Archivdatei der Installation angezeigte Version muss mit der Version der derzeit installierten
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Software Ubereinstimmen.

Verwenden Sie die . zip Datei, wenn Windows auf dem Service-Laptop ausgefiihrt wird.

Plattform

VMware

Red hat Enterprise Linux oder CentOS

Ubuntu oder Debian und Appliance

OpenStack/anderer Hypervisor

Installationsarchiv

StorageGRID-Webscale-version-VMware-
uniquelD.zip StorageGRID-Webscale-Version
-VMware-uniquelD .tgz

StorageGRID-Webscale-version-RPM-uniquelD.zip
StorageGRID-Webscale-Version-RPM-uniquelD.tgz

StorageGRID-Webscale-version-DEB-uniquelD.zip
StorageGRID-Webscale-Version-DEB-uniquelD.tgz

Um eine vorhandene Implementierung auf
OpenStack zu erweitern, missen Sie eine Virtual
Machine mit einer der oben aufgefihrten
unterstitzten Linux-Distributionen implementieren
und die entsprechenden Anweisungen fur Linux
befolgen.

6. Laden Sie die Archivdatei herunter und extrahieren Sie sie.

7. Fuhren Sie den entsprechenden Schritt fur lhre Plattform aus, um die bendtigten Dateien basierend auf
Ihrer Plattform, der geplanten Grid-Topologie und der Erweiterung des StorageGRID Systems

auszuwahlen.

Die im Schritt fur jede Plattform aufgeflhrten Pfade beziehen sich auf das von der Archivdatei installierte

Verzeichnis auf der obersten Ebene.

8. Wenn Sie ein VMware-System erweitern, wahlen Sie die entsprechenden Dateien aus.

Pfad und Dateiname

Ivsphere/NetApp-SG-Version-SHA.vmdk
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Beschreibung

Eine Textdatei, die alle in der StorageGRID-
Download-Datei enthaltenen Dateien beschreibt.

Eine kostenlose Lizenz, die keinen Support-
Anspruch auf das Produkt bietet.

Die Festplattendatei fir Virtual Machines, die als
Vorlage fur die Erstellung von Grid-Node-Virtual
Machines verwendet wird.

Die Vorlagendatei ,,Open Virtualization Format*
(.ovf) Und Manifest-Datei (.mf) Fir die
Bereitstellung des primaren Admin-Knotens.



Pfad und Dateiname Beschreibung

Die Vorlagendatei (. ovf) Und Manifest-Datei (. mf)
Fir die Bereitstellung von nicht-primaren Admin-
Knoten.

Die Vorlagendatei (. ovf) Und Manifest-Datei (. mf)
Fir die Bereitstellung von Archiv-Knoten.

Die Vorlagendatei (. ovf) Und Manifest-Datei (. mf)
Fir die Bereitstellung von Gateway-Knoten.

Die Vorlagendatei (. ovf) Und Manifest-Datei (. mf)
Zur Bereitstellung von virtuellen Maschinen-
basierten Speicherknoten.

Tool zur Implementierung von Skripten Beschreibung

Ein Bash Shell-Skript, das zur Automatisierung der
Implementierung virtueller Grid-Nodes verwendet
wird.

Eine Beispielkonfigurationsdatei fir die Verwendung
mit dem deploy-vsphere-ovftool.sh Skript:

Ein Python-Skript zur Automatisierung der
Konfiguration eines StorageGRID Systems.

Ein Python-Skript zur Automatisierung der
Konfiguration von StorageGRID Appliances

Ein Beispiel-Python-Skript, mit dem Sie sich bei
aktivierter Single-Sign-On-Funktion bei der Grid-
Management-APl anmelden kdnnen.

Eine Beispielkonfigurationsdatei fur die Verwendung
mit dem configure-storagegrid.py Skript:

Eine leere Konfigurationsdatei fur die Verwendung
mit dem configure-storagegrid.py Skript:

9. Wenn Sie ein Red hat Enterprise Linux oder CentOS System erweitern, wahlen Sie die entsprechenden
Dateien aus.
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Pfad und Dateiname Beschreibung

Eine Textdatei, die alle in der StorageGRID-
Download-Datei enthaltenen Dateien beschreibt.

Eine kostenlose Lizenz, die keinen Support-
Anspruch auf das Produkt bietet.

RPM Paket fur die Installation der StorageGRID
Node Images auf lhren RHEL- oder CentOS-Hosts.

RPM Paket fiir die Installation des StorageGRID
Host Service auf lhren RHEL- oder CentOS-Hosts.

Tool zur Implementierung von Skripten Beschreibung

Ein Python-Skript zur Automatisierung der
Konfiguration eines StorageGRID Systems.

Ein Python-Skript zur Automatisierung der
Konfiguration von StorageGRID Appliances

Eine Beispielkonfigurationsdatei fur die Verwendung
mit dem configure-storagegrid.py Skript:

Ein Beispiel-Python-Skript, mit dem Sie sich bei
aktivierter Single-Sign-On-Funktion bei der Grid-
Management-APl anmelden kénnen.

Eine leere Konfigurationsdatei fir die Verwendung
mit dem configure-storagegrid.py Skript:

Beispiel fur die Ansible-Rolle und das Playbook zur
Konfiguration von RHEL- oder CentOS-Hosts fir die
Implementierung von StorageGRID Containern Die
Rolle oder das Playbook kénnen Sie nach Bedarf
anpassen.

10. Wenn Sie ein Ubuntu oder Debian-System erweitern, wahlen Sie die entsprechenden Dateien aus.

Pfad und Dateiname Beschreibung

Eine Textdatei, die alle in der StorageGRID-
Download-Datei enthaltenen Dateien beschreibt.
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Pfad und Dateiname Beschreibung

Eine NetApp Lizenzdatei, die nicht in der
Produktionsumgebung enthalten ist und fiir Tests
und Proof of Concept-Implementierungen genutzt
werden kann

DEB-Paket zum Installieren der StorageGRID-
Knoten-Images auf Ubuntu oder Debian-Hosts.

MD5-Prifsumme fiir die Datei
/debs/storagegrid-webscale-images-
version-SHA.deb.

DEB-Paket zur Installation des StorageGRID-
Hostdienstes auf Ubuntu oder Debian-Hosts.

Tool zur Implementierung von Skripten Beschreibung

Ein Python-Skript zur Automatisierung der
Konfiguration eines StorageGRID Systems.

Ein Python-Skript zur Automatisierung der
Konfiguration von StorageGRID Appliances

Ein Beispiel-Python-Skript, mit dem Sie sich bei
aktivierter Single-Sign-On-Funktion bei der Grid-
Management-AP| anmelden kénnen.

Eine Beispielkonfigurationsdatei fur die Verwendung
mit dem configure-storagegrid.py Skript:

Eine leere Konfigurationsdatei fiir die Verwendung
mit dem configure-storagegrid.py Skript:

Beispiel-Rolle und Playbook fir Ansible zur
Konfiguration von Ubuntu oder Debian-Hosts fur die
Implementierung von StorageGRID-Containern Die
Rolle oder das Playbook kénnen Sie nach Bedarf
anpassen.

11. Wenn Sie ein Appliance-basiertes StorageGRID System erweitern, wahlen Sie die entsprechenden
Dateien aus.

Pfad und Dateiname Beschreibung

DEB-Paket zum Installieren der StorageGRID Node
Images auf den Geraten.

21



Pfad und Dateiname Beschreibung

Prifsumme des DEB-Installationspakets, das vom
Installationsprogramm der StorageGRID-Appliance
verwendet wird, um zu Uberprifen, ob das Paket
nach dem Hochladen intakt ist.

Fur die Installation der Appliance sind diese Dateien nur erforderlich, wenn Sie den
Netzwerkverkehr vermeiden missen. Die Appliance kann die erforderlichen Dateien vom
primaren Admin-Knoten herunterladen.

Uberpriifung der Hardware und des Netzwerks

Bevor Sie mit der Erweiterung lhres StorageGRID-Systems beginnen, missen Sie sicherstellen, dass die
erforderliche Hardware installiert und konfiguriert wurde, um die neuen Grid-Nodes oder den neuen Standort
zu unterstutzen.

Informationen zu unterstitzten Versionen finden Sie in der Interoperabilitats-Matrix.

Sie mussen auch die Netzwerkverbindung zwischen Servern am Standort Gberprifen und bestatigen, dass der
primare Admin-Node mit allen Erweiterungsservern kommunizieren kann, die das StorageGRID-System
hosten sollen.

Wenn Sie eine Erweiterungsaktivitat durchfihren, die das Hinzufligen eines neuen Subnetzes beinhaltet,
mussen Sie das neue Grid-Subnetz hinzufligen, bevor Sie den Erweiterungsvorgang starten.

Verwenden Sie keine NAT (Network Address Translation) im Grid-Netzwerk zwischen Grid-Knoten oder
zwischen StorageGRID-Standorten. Wenn Sie private IPv4-Adressen fur das Grid-Netzwerk verwenden,
mussen diese Adressen von jedem Grid-Knoten an jedem Standort direkt routingfahig sein. Sie kdnnen jedoch
bei Bedarf NAT zwischen externen Clients und Grid-Nodes verwenden, beispielsweise um eine 6ffentliche 1P-
Adresse fir einen Gateway Node bereitzustellen. Die Verwendung von NAT zur Briicke eines offentlichen
Netzwerksegments wird nur unterstitzt, wenn Sie eine Tunneling-Anwendung verwenden, die fir alle Knoten
im Netz transparent ist. Das bedeutet, dass die Grid-Knoten keine Kenntnisse Uber offentliche IP-Adressen
bendtigen.

Verwandte Informationen
"NetApp Interoperabilitats-Matrix-Tool"

"Subnetze fur das Grid-Netzwerk aktualisieren"

Uberblick iiber das Expansionsverfahren

Die grundlegenden Schritte zur Durchfuhrung einer StorageGRID-Erweiterung variieren
fur die verschiedenen Erweiterungstypen: Hinzufligen von Storage-Volumes zu einem
Storage-Node, Hinzufigen neuer Nodes zu einem vorhandenen Standort oder
Hinzuflugen eines neuen Standorts. In allen Fallen konnen Sie eine Erweiterung
durchfihren, ohne den Betrieb des aktuellen Systems zu unterbrechen.

Der Node-Typ, den Sie zum Raster hinzufligen, oder der Grund, warum Sie Nodes hinzufligen, hat keine
Auswirkungen auf das grundlegende Erweiterungsverfahren. Wie in der nachstehenden Workflow-Grafik
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dargestellt, variieren die Schritte beim Hinzufiigen von Nodes in geringem Umfang, je nachdem, ob Sie
StorageGRID Appliances oder Hosts mit VMware oder Linux hinzufliigen.

Festplattendateien und Skripte von NetApp fiir neue Installationen oder Erweiterungen von

@ StorageGRID auf OpenStack werden nicht mehr unterstitzt. Weitere Informationen zum
erweitern einer bestehenden Implementierung auf OpenStack finden Sie in den Schritten fur
Ihre Linux-Distribution.

,Linux" bezieht sich auf eine Red hat® Enterprise Linux®-, Ubuntu®-, CentOS- oder Debian®-
@ Bereitstellung. Mit dem NetApp Interoperabilitdts-Matrix-Tool kbnnen Sie eine Liste der
unterstitzten Versionen abrufen.

Plan and prepare

v v v

Add storage volumes

Add grid nodes or Add a new site

VIMware Linux

v

Update subnets

v

Deploy new grid nodes

VMware | Linux |Appliance

v

Perform the expansion

v

Configure the
expanded system

Verwandte Informationen

"NetApp Interoperabilitats-Matrix-Tool"
"StorageGRID-Erweiterung geplant"
"Vorbereitung auf eine Erweiterung"

"Hinzufligen von Storage-Volumes zu Storage-Nodes"
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"Einem vorhandenen Standort Grid-Nodes hinzufligen oder einen neuen Standort hinzufigen"

Hinzufligen von Storage-Volumes zu Storage-Nodes

Sie konnen die Storage-Kapazitat von Storage-Nodes mit maximal 16 Storage-Volumes
erweitern, indem Sie zusatzliche Storage-Volumes hinzufligen. Mdglicherweise mussen
Sie Storage Volumes zu mehr als einem Storage Node hinzufugen, um ILM-
Anforderungen fur replizierte oder mit Erasure Coding versehenen Kopien zu erflllen.

Was Sie bendtigen

Lesen Sie vor dem Hinzufligen von Speicher-Volumes die Richtlinien zum Hinzufligen von Speicherkapazitat,
um sicherzustellen, dass Sie wissen, wo Volumes hinzugefligt werden miissen, um die Anforderungen lhrer
ILM-Richtlinie zu erfillen.

"Erweiterung der Storage-Kapazitat"

Diese Anweisungen gelten nur fur softwarebasierte Speicherknoten. In der Installations- und
Wartungsanleitung fiir die SG6060 Appliance erfahren Sie, wie Sie Storage-Volumes zum

@ SG6060 durch die Installation von Erweiterungs-Shelfs hinzufligen. Andere Appliance-
Speicherknoten kénnen nicht erweitert werden.

"SG6000 Storage-Appliances"

Uber diese Aufgabe

Der zugrunde liegende Storage eines Storage-Node ist in eine Reihe von Storage-Volumes unterteilt. Storage
Volumes sind blockbasierte Storage-Gerate, die vom StorageGRID System formatiert und zum Speichern von
Objekten gemountet werden. Jeder Storage Node kann bis zu 16 Storage Volumes unterstitzen, die im Grid
Manager als Object Stores bezeichnet werden.

@ Objekt-Metadaten werden immer im Objektspeicher 0 gespeichert.

Jeder Objektspeicher wird auf einem Volume gemountet, das seiner ID entspricht. Das heilf3t, der
Objektspeicher mit einer ID von 0000 entspricht dem /var/local/rangedb/0 Bereitstellungspunkt.

Bevor Sie neue Speicher-Volumes hinzufligen, zeigen Sie mit Grid Manager die aktuellen Objektspeicher flr
jeden Storage-Node sowie die entsprechenden Mount-Punkte an. Diese Informationen kénnen Sie beim
Hinzuflgen von Speicher-Volumes verwenden.

Schritte
1. Wahlen Sie Nodes > site > Storage Node > Storage aus.

2. Blattern Sie nach unten, um die verfiigbaren Speichermengen fir jedes Volume und jeden Objektspeicher
anzuzeigen.

Bei Appliance Storage Nodes entspricht der weltweite Name jedes Laufwerks der weltweiten Kennung
(WWID) des Volumes, die angezeigt wird, wenn Sie die standardmafigen Volume-Eigenschaften in der
SANTtricity Software anzeigen (die mit dem Storage Controller des Gerats verbundene
Managementsoftware).

Um Ihnen bei der Auswertung von Datentrager-Lese- und Schreibstatistiken zu Volume-Mount-Punkten zu

helfen, entspricht der erste Teil des Namens, der in der Spalte Name der Tabelle Disk Devices (d. h. sdc,
sdd, sde usw.) in der Spalte Gerat der Tabelle Volumes angezeigt wird.
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Disk Devices

"Name
croot(8:1.sdal)
cwloc(8:2 sda2)
sdc(8:16,sdb)
sdd(8:32,sdc)

_ sde(8:48.sdd)

Volumes

Mount Point

f

Mvar/local
fvarflocal/rangedbi0
fvarflocal/rangedb/
fvarflocalfrangedb/2

Object Stores

D Size

0000 h3.66 GB
0001 53.66 GB
oooz2 53.66 GB

World Wide Name

MIA
MN/A
MIA
MIA
MNAA

Device

croot

Available
48.21 GB
53.57 GB
53.57 GB

cvloc
sdc
sdd

sde

/O Load
0.03%
0.37%
0.00%
0.00%
0.00%
Status Size
Online 10.50 GB
Online 96.59 GB
Online £3.66 GB
Online 53.66 GB
Online 53.66 GB
Object Data
B | 976.25 KB
9 | 0 bytes
g | 0 bytes

Read Rate Write Rate
B9 | 0 bytes/s B 4 KB/s
9 | 0 bytes/s B9 29 KB/s
B9 0 bytes/s I 0 bytes/s
B | 0 bytesls B 183 bytes/s
g 0 bytes/s g | 12 bytes/s
Available Write Cache Status
346 GB Y Unknown
94 99 GB I Unknown
53.57 GB Y Enabled
53.57 GB F5 Enabled
53.57 GB | Enabled
Object Data (%) Health
B 0.00% Mo Errors
5 0.00% Mo Errors
| 0.00% Mo Errors

3. Befolgen Sie die Anweisungen, mit denen |hre Plattform dem Storage-Node neue Storage Volumes

hinzufiigen kann.

o "VMware: Hinzufligen von Speicher-Volumes zu einem Speicherknoten"

o "Linux: Hinzufligen von Direct-Attached- oder SAN-Volumes zu einem Storage-Node"

VMware: Hinzufiigen von Speicher-Volumes zu einem Speicherknoten

Wenn ein Storage-Node weniger als 16 Storage-Volumes enthalt, kbnnen Sie seine
Kapazitat mithilfe von VMware vSphere erhdhen, um Volumes hinzuzufugen.

Was Sie bendtigen

+ Sie bendtigen Zugriff auf die Anweisungen fiir die Installation von StorageGRID fur VMware-

Bereitstellungen.

* Sie missen die haben Passwords. txt Datei:

» Sie mussen Uber spezifische Zugriffsberechtigungen verfiigen.

BEHEEE

EEEEE
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Versuchen Sie nicht, Speicher-Volumes zu einem Speicherknoten hinzuzufiigen, wahrend ein
@ Software-Upgrade, ein Wiederherstellungsverfahren oder ein anderer Erweiterungsvorgang
aktiv ist.

Uber diese Aufgabe

Der Storage-Node ist flr kurze Zeit nicht verfuigbar, wenn Sie Storage Volumes hinzufliigen. Sie sollten dieses
Verfahren jeweils auf einem Storage-Knoten durchfiihren, um die Grid-Services fir Clients zu beeintrachtigen.

Schritte
1. Installieren Sie bei Bedarf neue Storage Hardware und erstellen Sie neue VMware Datenspeicher.

2. Flgen Sie eine oder mehrere Festplatten zur virtuellen Maschine als Speicher hinzu (Objektspeicher).

a. Offnen Sie den VMware vSphere Client.

b. Bearbeiten Sie die Einstellungen der virtuellen Maschine, um eine oder mehrere zusatzliche
Festplatten hinzuzuftgen.

Die Festplatten werden in der Regel als Virtual Machine Disks (VMDKs) konfiguriert. VMDKs sind haufiger
verwendet und einfacher zu managen. RDMs kénnen zudem eine bessere Performance fir Workloads mit
grolkeren ObjektgroRRen bieten (z. B. mehr als 100 MB). Weitere Informationen Uber das Hinzufligen von
Festplatten zu virtuellen Maschinen finden Sie in der Dokumentation zu VMware vSphere.

3. Starten Sie die virtuelle Maschine neu, indem Sie im VMware vSphere Client die Option
Gastbetriebssystem neu starten verwenden oder den folgenden Befehl in einer ssh-Sitzung zur
virtuellen Maschine eingeben:sudo reboot

@ Verwenden Sie zum Neustart der virtuellen Maschine nicht Power Off oder Reset.

4. Konfigurieren Sie den neuen Speicher fiir die Verwendung durch den Speicherknoten:

a. Melden Sie sich beim Grid-Node an:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
il. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

iv. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei: Wenn Sie als root angemeldet
sind, andert sich die Eingabeaufforderung von s Bis #.

b. Konfiguration der neuen Storage Volumes:
sudo add rangedbs.rb
Dieses Skript sucht neue Speicher-Volumes und fordert Sie zur Formatierung auf.

a. Geben Sie y ein, um die Formatierung zu akzeptieren.

b. Wenn eines der Volumes zuvor formatiert wurde, entscheiden Sie, ob Sie sie neu formatieren mochten.
= Geben Sie * y* ein, um die Formatierung neu zu formatieren.
= Geben Sie n ein, um die Neuformatierung zu tberspringen. Die Speicher-Volumes sind formatiert.

c. Geben Sie auf Nachfrage y ein, um Storage-Services zu beenden.

Die Storage-Services werden angehalten, und das setup rangedbs.sh Skript wird automatisch
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ausgefihrt. Nachdem die Volumes als Rangedbs bereit sind, starten die Dienste erneut.

5. Uberpriifen Sie, ob die Dienste richtig starten:

a.

Anzeigen einer Liste des Status aller Dienste auf dem Server:

sudo storagegrid-status

Der Status wird automatisch aktualisiert.

a.
b.

Warten Sie, bis alle Dienste ausgeflihrt oder verifiziert sind.

Statusbildschirm verlassen:

Ctrl+C

6. Vergewissern Sie sich, dass der Speicherknoten online ist:

a.
b.

C.

f.

Melden Sie sich Uber einen unterstitzten Browser beim Grid Manager an.
Wahlen Sie Support > Tools > Grid Topology Aus.
Wahlen Sie site > Storage Node > LDR > Storage aus.

Wahlen Sie die Registerkarte Konfiguration und dann die Registerkarte Main.

Wenn die Dropdown-Liste Speicherstatus - gewiinscht auf schreibgeschiitzt oder offline gesetzt ist,

wahlen Sie Online aus.

Klicken Sie Auf Anderungen Ubernehmen.

7. So sehen Sie die neuen Objektspeicher:

a. Wahlen Sie Nodes > site > Storage Node > Storage aus.
b. Sehen Sie sich die Details in der Tabelle Object Stores an.
Ergebnis

Sie kénnen jetzt die erweiterte Kapazitat der Speicherknoten zum Speichern von Objektdaten verwenden.

Verwandte Informationen

"VMware installieren"

Linux: Hinzufiigen von Direct-Attached- oder SAN-Volumes zu einem Storage-Node

Wenn ein Speicherknoten weniger als 16 Speicher-Volumes umfasst, kdnnen Sie seine
Kapazitat erhdhen, indem Sie neue Block-Speichergerate hinzuflgen, sie fur die Linux-
Hosts sichtbar machen und die neuen Blockgerate-Zuordnungen zur StorageGRID-
Konfigurationsdatei hinzufligen, die fur den Speicherknoten verwendet wurde.

Was Sie bendtigen

+ Sie missen Zugriff auf die Anweisungen fir die Installation von StorageGRID fir lhre Linux-Plattform

haben.

* Sie missen die haben Passwords. txt Datei:

» Sie mussen Uber spezifische Zugriffsberechtigungen verfiigen.
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Versuchen Sie nicht, Speicher-Volumes zu einem Speicherknoten hinzuzufiigen, wahrend ein

@ Software-Upgrade, ein Wiederherstellungsverfahren oder ein anderer Erweiterungsvorgang

aktiv ist.

Uber diese Aufgabe

Der Storage-Node ist flr kurze Zeit nicht verfuigbar, wenn Sie Storage Volumes hinzufliigen. Sie sollten dieses
Verfahren jeweils auf einem Storage-Knoten durchfiihren, um die Grid-Services fir Clients zu beeintrachtigen.

Schritte

1.

2.
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Installieren Sie die neue Speicherhardware.
Weitere Informationen finden Sie in der Dokumentation lhres Hardware-Anbieters.

Erstellung neuer Block-Storage-Volumes der gewiinschten GroRke

o Schliel3en Sie die neuen Festplattenlaufwerke an, und aktualisieren Sie die RAID-Controller-
Konfiguration nach Bedarf, oder weisen Sie die neuen SAN-LUNs auf den gemeinsam genutzten
Speicher-Arrays zu, damit der Linux-Host auf sie zugreifen kann.

> Verwenden Sie dasselbe persistente Benennungsschema, das Sie fir die Storage Volumes auf dem
vorhandenen Storage Node verwendet haben.

> Wenn Sie die Funktion StorageGRID-Node-Migration verwenden, machen Sie die neuen Volumes flr
andere Linux-Hosts sichtbar, die Migrationsziele fir diesen Storage-Node sind. Weitere Informationen
finden Sie in den Anweisungen zum Installieren von StorageGRID fur lhre Linux-Plattform.

Melden Sie sich beim Linux-Host an, der den Storage-Node als Root unterstiitzt, oder mit einem Konto,
das Uber sudo-Berechtigung verfiigt.

Vergewissern Sie sich, dass die neuen Speicher-Volumes auf dem Linux-Host sichtbar sind.

Méglicherweise missen Sie nach Geraten erneut suchen.

. FGhren Sie den folgenden Befehl aus, um den Speicherknoten voribergehend zu deaktivieren:

sudo storagegrid node stop <node-name>

. Bearbeiten Sie mit einem Texteditor wie vim oder pico die Konfigurationsdatei des Knotens fir den

Speicherknoten, der unter gefunden werden kann /etc/storagegrid/nodes/<node-name>.conf.

. Suchen Sie den Abschnitt der Node-Konfigurationsdatei, die die vorhandenen Objekt-Storage-Block-

Geratezuordnungen enthalt.

Im Beispiel BLOCK_DEVICE RANGEDB 00 Bis BLOCK DEVICE RANGEDB 03 Sind die vorhandenen
Gerate-Zuordnungen flr Objekt-Storage-Blocke vorhanden.



NODE TYPE = VM Storage Node

ADMIN IP = 10.1.0.2

BLOCK DEVICE VAR LOCAL = /dev/mapper/sgws-snl-var-local
BLOCK_DEVICE RANGEDB 00 = /dev/mapper/sgws-snl-rangedb-0
BLOCK _DEVICE RANGEDB 01 = /dev/mapper/sgws-snl-rangedb-1
BLOCK _DEVICE RANGEDB 02 = /dev/mapper/sgws-snl-rangedb-2
BLOCK_DEVICE RANGEDB 03 = /dev/mapper/sgws-snl-rangedb-3
GRID NETWORK TARGET = bond0.1001

ADMIN NETWORK TARGET = bond0.1002

CLIENT NETWORK TARGET = bond0.1003

GRID NETWORK IP = 10.1.0.3

GRID NETWORK MASK = 255.255.255.0

GRID NETWORK GATEWAY = 10.1.0.1

8. Fugen Sie neue Objekt-Storage-Block-Geratezuordnungen hinzu, die den Block-Speicher-Volumes
entsprechen, die Sie fir diesen Storage-Node hinzugefiigt haben.

Stellen Sie sicher, dass Sie bei der nachsten beginnen BLOCK_DEVICE RANGEDB nn. Lassen Sie keine
Licke.

° Beginnen Sie anhand des obigen Beispiels mit BLOCK_DEVICE RANGEDB_04.

> Im folgenden Beispiel wurden dem Node vier neue Block-Storage-Volumes hinzugefiigt:
BLOCK DEVICE RANGEDB 04 Bis BLOCK DEVICE RANGEDB 07.

NODE TYPE = VM Storage Node

ADMIN TP = 10.1.0.2

BLOCK DEVICE VAR LOCAL = /dev/mapper/sgws-snl-var-local
BLOCK DEVICE RANGEDB 00 = /dev/mapper/sgws-snl-rangedb-0
BLOCK DEVICE RANGEDB 01 /dev/mapper/sgws-snl-rangedb-1
BLOCK DEVICE RANGEDB 02 = /dev/mapper/sgws-snl-rangedb-2
BLOCK DEVICE RANGEDB 03 /dev/mapper/sgws—-snl-rangedb-3
<strong>BLOCK DEVICE RANGEDB 04
4</strong>
<strong>BLOCK DEVICE RANGEDB 05
5</strong>
<strong>BLOCK DEVICE RANGEDB 06 = /dev/mapper/sgws-snl-rangedb-
6</strong>
<strong>BLOCK DEVICE RANGEDB 07
7</strong>

GRID NETWORK TARGET = bond0.1001
ADMIN NETWORK TARGET = bond0.1002
CLIENT NETWORK TARGET = bond0.1003
GRID NETWORK IP = 10.1.0.3

GRID NETWORK MASK = 255.255.255.0
GRID NETWORK GATEWAY = 10.1.0.1

/dev/mapper/sgws—snl-rangedb-

/dev/mapper/sgws—-snl-rangedb-

/dev/mapper/sgws—-snl-rangedb-
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9. Fuhren Sie den folgenden Befehl aus, um lhre Anderungen an der Node-Konfigurationsdatei fiir den
Storage Node zu validieren:

sudo storagegrid node validate <node-name>

Beheben Sie Fehler oder Warnungen, bevor Sie mit dem nachsten Schritt fortfahren.

Wenn Sie einen ahnlichen Fehler beobachten, bedeutet dies, dass die Knoten-
Konfigurationsdatei versucht, das von verwendete Blockgerat zuzuordnen <node-name>
Flr <PURPOSE> Dem angegebenen <path-name> Im Linux-Dateisystem gibt es jedoch
keine gultige Sonderdatei fir Blockgerate (oder Softlink zu einer Sonderdatei fir
Blockgerate) an diesem Speicherort.

®

Checking configuration file for node <node-name>..
ERROR: BLOCK DEVICE <PURPOSE> = <path-name>
<path-name> is not a valid block device

Uberpriifen Sie, ob Sie die korrekte Eingabe durchgefiinrt haben <path-name>.

10. Fuhren Sie den folgenden Befehl aus, um den Knoten mit den neuen Blockgeratzuordnungen neu zu
starten:

sudo storagegrid node start <node-name>

11. Melden Sie sich mit dem im angegebenen Passwort beim Storage-Node als Administrator an
Passwords. txt Datei:

12. Uberprifen Sie, ob die Dienste richtig starten:

a. Anzeigen einer Liste des Status aller Dienste auf dem Server:
sudo storagegrid-status

Der Status wird automatisch aktualisiert.

b. Warten Sie, bis alle Dienste ausgefiihrt oder verifiziert sind.

c. Statusbildschirm verlassen:
Ctrl+cC
13. Konfigurieren Sie den neuen Speicher flr die Verwendung durch den Speicherknoten:
a. Konfiguration der neuen Storage Volumes:
sudo add rangedbs.rb
Dieses Skript sucht neue Speicher-Volumes und fordert Sie zur Formatierung auf.

a. Geben Sie y ein, um die Speicher-Volumes zu formatieren.
b. Wenn eines der Volumes zuvor formatiert wurde, entscheiden Sie, ob Sie sie neu formatieren mochten.

= Geben Sie * y* ein, um die Formatierung neu zu formatieren.
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= Geben Sie n ein, um die Neuformatierung zu Uberspringen. Die Speicher-Volumes sind formatiert.
c. Geben Sie auf Nachfrage y ein, um Storage-Services zu beenden.

Die Storage-Services werden angehalten, und das setup rangedbs. sh Skript wird automatisch
ausgefuhrt. Nachdem die Volumes als Rangedbs bereit sind, starten die Dienste erneut.

14. Uberprifen Sie, ob die Dienste richtig starten:
a. Anzeigen einer Liste des Status aller Dienste auf dem Server:
sudo storagegrid-status
Der Status wird automatisch aktualisiert.

a. Warten Sie, bis alle Dienste ausgefihrt oder verifiziert sind.

b. Statusbildschirm verlassen:
Ctrl+C

15. Vergewissern Sie sich, dass der Speicherknoten online ist:
a. Melden Sie sich Uber einen unterstiitzten Browser beim Grid Manager an.
b. Wahlen Sie Support > Tools > Grid Topology Aus.
c. Wahlen Sie site > Storage Node > LDR > Storage aus.
d. Wahlen Sie die Registerkarte Konfiguration und dann die Registerkarte Main.

e. Wenn die Dropdown-Liste Speicherstatus - gewiinscht auf schreibgeschitzt oder offline gesetzt ist,
wahlen Sie Online aus.

f. Klicken Sie Auf Anderungen Ubernehmen.
16. So sehen Sie die neuen Objektspeicher:
a. Wahlen Sie Nodes > site > Storage Node > Storage aus.

b. Sehen Sie sich die Details in der Tabelle Object Stores an.

Ergebnis
Sie kdnnen jetzt die erweiterte Kapazitat der Speicherknoten zum Speichern von Objektdaten verwenden.

Verwandte Informationen
"Installieren Sie Red hat Enterprise Linux oder CentOS"

"Installieren Sie Ubuntu oder Debian"

Einem vorhandenen Standort Grid-Nodes hinzufiigen oder einen neuen Standort
hinzufiigen

Gehen Sie folgendermalen vor, um vorhandenen Standorten Grid-Nodes hinzuzufligen
oder einen neuen Standort hinzuzufugen, aber Sie konnen nicht beide Erweiterungstypen
gleichzeitig ausfuhren.

Was Sie bendtigen
+ Sie missen Uber Root- oder Wartungsberechtigungen verfiigen. Weitere Informationen finden Sie unter
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Informationen Uber die Kontrolle des Systemzugriffs mit Administratorkonten und -Gruppen.
+ Alle bestehenden Nodes im Grid missen Uber alle Standorte hinweg betriebsbereit sein.

« Alle vorherigen Erweiterungs-, Upgrade-, Ausmusterungs- oder Recovery-Verfahren mussen
abgeschlossen sein.

Sie kdnnen eine Erweiterung nicht starten, wahrend noch ein weiteres Verfahren zur

@ Erweiterung, Aktualisierung, Wiederherstellung oder aktiven Deaktivierung ausgeftihrt wird.
Sie konnen jedoch bei Bedarf eine Deaktivierung unterbrechen, um eine Erweiterung zu
starten.

Schritte
1. "Subnetze fir das Grid-Netzwerk aktualisieren"

2. "Neue Grid-Nodes implementieren”

3. "Durchfiihrung der Erweiterung"

Subnetze fiir das Grid-Netzwerk aktualisieren

Wenn Sie Grid-Nodes oder einen neuen Standort in einer Erweiterung hinzufugen,
mussen Sie mdglicherweise Subnetze zum Grid-Netzwerk aktualisieren oder hinzuftigen.

StorageGRID pflegt eine Liste der fur die Kommunikation zwischen den Grid-Nodes im Grid-Netzwerk (eth0)
verwendeten Subnetze. Zu diesen Eintrdgen gehdren die Subnetze, die von jedem Standort im StorageGRID-
System fiir das Grid-Netzwerk verwendet werden, sowie alle Subnetze, die fir NTP, DNS, LDAP oder andere
externe Server verwendet werden, auf die Uber das Grid-Netzwerk-Gateway zugegriffen wird.

Was Sie benotigen
« Sie missen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

« Sie missen uber die Berechtigung Wartung oder Stammzugriff verfigen.
» Sie miUssen Uber eine Passphrase fir die Bereitstellung verfligen.

» Sie mussen die Netzwerkadressen in CIDR-Notation der Subnetze haben, die Sie konfigurieren mdchten.

Uber diese Aufgabe

Wenn Sie eine Erweiterungsaktivitat durchfihren, die das Hinzufligen eines neuen Subnetzes beinhaltet,
mussen Sie das neue Grid-Subnetz hinzufligen, bevor Sie den Erweiterungsvorgang starten.

Schritte
1. Wahlen Sie Wartung Netzwerk Grid-Netzwerk.
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Grid Network

Configure the subnets that are used on the Grid Network. These entries typically include the subnets for the Grid Metwork (eth0) for each
site in your StorageGRID system as well as any subnets for NTP, DNS, LDAP, or other external servers accessed through the Grid
Network gateway.

Subnets

Subnet 1 10.96.104.0/22 ==

Passphrase

Provisioning
Passphrase

2. Klicken Sie in der Liste Subnetze auf das Pluszeichen, um ein neues Subnetz in CIDR-Notation
hinzuzufiigen.

Geben Sie beispielsweise 10.96.104.0/22 ein.
3. Geben Sie die Provisionierungs-Passphrase ein, und klicken Sie auf Speichern.

Die angegebenen Subnetze werden automatisch fir lhr StorageGRID System konfiguriert.

Neue Grid-Nodes implementieren

Die Schritte zur Implementierung neuer Grid-Nodes in einer Erweiterung entsprechen
den Schritten, die bei der ersten Installation des Grid verwendet wurden. Sie mussen alle
neuen Grid-Nodes implementieren, bevor Sie die Erweiterung durchfuhren kdnnen.

Wenn Sie das Raster erweitern, missen die hinzuzufiigenden Nodes nicht mit den vorhandenen Node-Typen
Ubereinstimmen. VMware Nodes, Linux Container-basierte Nodes oder Appliance-Nodes lassen sich
hinzuflgen.

VMware: Implementieren der Grid-Nodes

Sie mussen flir jeden VMware Node, den Sie der Erweiterung hinzufiigen méchten, eine Virtual Machine in
VMware vSphere implementieren.

Schritte

1. Implementieren Sie den neuen Grid-Node als Virtual Machine und verbinden Sie ihn mit einem oder
mehreren StorageGRID-Netzwerken.

Bei der Implementierung des Node kénnen Sie optional Node-Ports neu zuordnen oder CPU- oder
Speichereinstellungen erhdhen.

"StorageGRID-Knoten als virtuelle Maschine implementieren”

2. Nachdem Sie alle neuen VMware-Knoten bereitgestellt haben, fahren Sie mit diesen Anweisungen zum
Erweiterungsvorgang zuriick.
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"Durchflihrung der Erweiterung"

Linux: Grid-Nodes implementieren

Die Grid-Nodes kdnnen auf neuen Linux-Hosts oder auf vorhandenen Linux-Hosts implementiert werden.
Wenn Sie zusatzliche Linux-Hosts bendétigen, um die CPU-, RAM- und Storage-Anforderungen der
StorageGRID-Nodes, die Sie dem Grid hinzufligen méchten, zu unterstiitzen, bereiten Sie sie auf die gleiche
Weise vor, wie Sie die Hosts bei der ersten Installation vorbereitet haben. Anschlieiend implementieren Sie
die Erweiterungs-Nodes auf dieselbe Weise wie bei der Installation die Grid-Nodes.

Was Sie bendtigen

 Sie haben Anweisungen zum Installieren von StorageGRID fir lhre Linux-Version und haben die
Hardware- und Speicheranforderungen geprtift.

* Wenn Sie neue Grid-Nodes auf vorhandenen Hosts implementieren méchten, haben Sie bestatigt, dass
die vorhandenen Hosts Uber gentiigend CPU-, RAM- und Storage-Kapazitat fir die zusatzlichen Nodes
verflgen.

+ Sie verflgen Uber einen Plan, um Ausfall-Domains zu minimieren. Beispielsweise sollten nicht alle
Gateway-Nodes auf einem einzelnen physischen Host bereitgestellt werden.

FUhren Sie in einer Produktionsimplementierung nicht mehr als einen Speicherknoten auf
@ einem einzelnen physischen oder virtuellen Host aus. Die Verwendung eines dedizierten
Hosts fir jeden Speicherknoten stellt eine isolierte Ausfalldoméane zur Verfigung.

* Wenn der StorageGRID-Node Storage verwendet, der einem NetApp AFF System zugewiesen ist,
vergewissern Sie sich, dass auf dem Volume keine FabricPool-Tiering-Richtlinie aktiviert ist. Das
Deaktivieren von FabricPool Tiering fir Volumes, die in Verbindung mit StorageGRID Nodes verwendet
werden, vereinfacht die Fehlerbehebung und Storage-Vorgange.

Verwenden Sie FabricPool niemals, um StorageGRID-bezogene Daten in das Tiering zurlck

@ zu StorageGRID selbst zu verschieben. Das Tiering von StorageGRID-Daten zuriick in die
StorageGRID verbessert die Fehlerbehebung und reduziert die Komplexitat von
betrieblichen Ablaufen.

Schritte

1. Wenn Sie neue Hosts hinzufligen, greifen Sie auf die Installationsanweisungen zur Implementierung von
StorageGRID Nodes zu.

2. Befolgen Sie zum Bereitstellen der neuen Hosts die Anweisungen zur Vorbereitung der Hosts.

3. Befolgen Sie zum Erstellen von Node-Konfigurationsdateien und zum Validieren der StorageGRID-
Konfiguration die Anweisungen fur die Bereitstellung von Grid-Nodes.

4. Wenn Sie einem neuen Linux-Host Nodes hinzufiigen, starten Sie den StorageGRID-Hostdienst.

5. Wenn Sie einem vorhandenen Linux-Host Nodes hinzufiigen, starten Sie die neuen Nodes mithilfe der
StorageGRID Host Service-CLI:sudo storagegrid node start [<node name\>]

Nachdem Sie fertig sind
Nach der Implementierung aller neuen Grid-Nodes kdnnen Sie die Erweiterung durchfihren.

Verwandte Informationen

"Installieren Sie Red hat Enterprise Linux oder CentOS"
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"Durchfuhrung der Erweiterung"

Appliances: Implementierung von Storage-, Gateway- oder nicht-primaren Admin-Nodes

Um die StorageGRID-Software auf einem Appliance-Knoten zu installieren, verwenden Sie das
Installationsprogramm fiir StorageGRID-Appliances, das in der Appliance enthalten ist. Jede Storage-

Appliance arbeitet als einzelner Storage-Node in einer Erweiterung und jede Services-Appliance fungiert als

einzelner Gateway-Node oder als nicht-primarer Admin-Node. Jede Appliance kann eine Verbindung zum
Grid-Netzwerk, dem Admin-Netzwerk und dem Client-Netzwerk herstellen.

Was Sie bendétigen

» Das Gerat wurde in einem Rack oder Schrank installiert, mit Ihren Netzwerken verbunden und
eingeschaltet.

* Sie haben mit dem Installationsprogramm der StorageGRID Appliance alle Schritte ,Configuring the

Hardware"” in der Installations- und Wartungsanleitung fiir die Appliance abgeschlossen.

Das Konfigurieren der Appliance-Hardware umfasst die erforderlichen Schritte zum Konfigurieren von

StorageGRID-Verbindungen (Netzwerkverbindungen und IP-Adressen) sowie die optionalen Schritte zum

Aktivieren der Node-Verschliisselung, zum Andern des RAID-Modus und zum erneuten Zuordnen von
Netzwerkports.

aufgefuhrt sind, wurden in der Netznetzwerksubnetz-Liste auf dem primaren Admin-Node definiert.

Die Installationsversion der StorageGRID Appliance auf der Ersatzanwendung stimmt mit der

Alle Grid-Subnetze, die auf der Seite IP-Konfiguration des Installationsprogramms fir StorageGRID-Gerate

Softwareversion des StorageGRID-Systems Uberein. (Wenn die Versionen nicht Gbereinstimmen, missen

Sie die StorageGRID Appliance Installer-Firmware aktualisieren.)
Anweisungen hierzu finden Sie in der Installations- und Wartungsanleitung des Geréats.

> "SG100 SG1000 Services-Appliances"
o "SG5600 Storage Appliances”
> "SG5700 Storage-Appliances”
> "SG6000 Storage-Appliances"
« Sie verfugen Uber einen Service-Laptop mit einem unterstiitzten Webbrowser.
« Sie kennen eine der IP-Adressen, die dem Computing-Controller der Appliance zugewiesen sind. Sie

kdénnen die IP-Adresse fir jedes angeschlossene StorageGRID-Netzwerk verwenden.

Uber diese Aufgabe
Die Installation von StorageGRID auf einem Appliance-Node erfolgt in folgenden Phasen:

 Sie geben die IP-Adresse des primaren Admin-Knotens und den Namen des Appliance-Nodes an oder
bestatigen sie.

« Sie starten die Installation und warten, bis Volumes konfiguriert und die Software installiert ist.
Die Installation wird durch Installationsaufgaben des Gerats gepartet. Um die Installation fortzusetzen,

melden Sie sich beim Grid Manager an, genehmigen alle Grid-Nodes und schlieRen den StorageGRID-
Installationsprozess ab.
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Wenn Sie mehrere Appliance-Nodes gleichzeitig implementieren miissen, kdnnen Sie den
Installationsprozess mithilfe des automatisieren configure-sga.py Installationsskript Fir
Appliances

Schritte

1. Offnen Sie einen Browser, und geben Sie eine der IP-Adressen fiir den Computing-Controller der
Appliance ein.

https://Controller IP:8443
Die Startseite des StorageGRID-Appliance-Installationsprogramms wird angezeigt.

2. Legen Sie im Abschnitt * Primary Admin Node* Connection fest, ob Sie die IP-Adresse fir den primaren
Admin Node angeben missen.

Wenn Sie zuvor andere Knoten in diesem Rechenzentrum installiert haben, kann der StorageGRID-
Appliance-Installer diese IP-Adresse automatisch erkennen, vorausgesetzt, dass der primare Admin-
Knoten oder mindestens ein anderer Grid-Node mit ADMIN_IP konfiguriert ist, im selben Subnetz
vorhanden ist.

3. Wenn diese IP-Adresse nicht angezeigt wird oder Sie sie andern missen, geben Sie die Adresse an:

Option Beschreibung
Manuelle IP-Eingabe a. Deaktivieren Sie das Kontrollkdstchen Admin Node Discovery
aktivieren.

b. Geben Sie die IP-Adresse manuell ein.
c. Klicken Sie Auf Speichern.

d. Warten Sie, bis der Verbindungsstatus bereit ist, bis die neue IP-
Adresse einsatzbereit ist.

Automatische Erkennung aller a. Aktivieren Sie das Kontrollkastchen Admin Node Discovery
verbundenen primaren Admin- aktivieren.
Nodes

b. Warten Sie, bis die Liste der erkannten IP-Adressen angezeigt
wird.

c. Wahlen Sie den primaren Admin-Node fiir das Grid aus, in dem
dieser Appliance-Speicher-Node bereitgestellt werden soll.

d. Klicken Sie Auf Speichern.

e. Warten Sie, bis der Verbindungsstatus bereit ist, bis die neue IP-
Adresse einsatzbereit ist.

4. Geben Sie im Feld Knotenname den Namen ein, den Sie fir diesen Appliance-Knoten verwenden
mdchten, und klicken Sie auf Speichern.

Der Node-Name wird diesem Appliance-Node im StorageGRID-System zugewiesen. Sie wird im Grid
Manager auf der Seite Nodes (Registerkarte Ubersicht) angezeigt. Bei Bedarf kénnen Sie den Namen
andern, wenn Sie den Knoten genehmigen.

5. Bestatigen Sie im Abschnitt Installation, dass der aktuelle Status ,bereit zum Starten der
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Installation von Node Name in das Grid mit primdrem Admin-Node admin ip“lautet
und dass die Schaltflache Installation starten aktiviert ist.

Wenn die Schaltflache Installation starten nicht aktiviert ist, miissen Sie moglicherweise die
Netzwerkkonfiguration oder die Porteinstellungen andern. Anweisungen hierzu finden Sie in der
Installations- und Wartungsanleitung fur lhr Gerat.

6. Klicken Sie auf der Startseite des StorageGRID-Appliance-Installationsprogramms auf Installation
starten.

NetApp® StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - IMonitor Installation Advanced -

Home

© The installation is ready 1o be started. Review the seftings below, and then click Start Instaliation.

Primary Admin Node connection

Enable Admin Node =
discovery

Primary Admin Node [P 172.16.4.210

Connection state Connection to 172.16.4.210 ready

Mode name

Mode name MNETApP-SGA

Installation

Current state Ready to start installation of NetApp-SGA into grid with Admin Node
172.16.4.210.

Start Installation

Der aktuelle Status andert sichin ,Installation is in progress, “ und die Seite Monitor Installation
wird angezeigt.

7. Wenn lhre Erweiterung mehrere Appliance-Nodes umfasst, wiederholen Sie die vorherigen Schritte fir
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jede Appliance.

Wenn Sie mehrere Appliance Storage Nodes gleichzeitig bereitstellen missen, kénnen Sie
den Installationsprozess mithilfe des Installationsskripts fir die configure-sga.py Appliance
automatisieren.

8. Wenn Sie manuell auf die Seite Monitor-Installation zugreifen missen, klicken Sie in der Mendlleiste auf
Monitor-Installation.

Auf der Seite Monitor-Installation wird der Installationsfortschritt angezeigt.

Monitor Installation

1. Configure slorage Running
Siep Progress Status

Connect to storags controller _ Complete

Clear eisting confgsatin I e

Configure volumes LT?}_ ,_\=_“____="HT Creating volume StorageGRID-ob-00

Configure host seftings Fending

2. Install OS Fending
3 Install StorageGRID Fending
4 Finalze installation Pending

Die blaue Statusleiste zeigt an, welche Aufgabe zurzeit ausgeflhrt wird. Griine Statusleisten zeigen
Aufgaben an, die erfolgreich abgeschlossen wurden.

Das Installationsprogramm stellt sicher, dass Aufgaben, die in einer friiheren Installation
ausgefuhrt wurden, nicht erneut ausgefihrt werden. Wenn Sie eine Installation erneut

@ ausflhren, werden alle Aufgaben, die nicht erneut ausgefihrt werden mussen, mit einer
grunen Statusleiste und dem Status ,Skipped."“ angezeigt.

9. Uberpriifen Sie den Fortschritt der ersten beiden Installationsphasen.
1. Gerat konfigurieren
In dieser Phase tritt eines der folgenden Prozesse auf:

> Bei einer Storage Appliance stellt das Installationsprogramm eine Verbindung zum Storage Controller
her, 16scht jede vorhandene Konfiguration, kommuniziert mit der SANTtricity Software, um Volumes zu
konfigurieren und die Host-Einstellungen zu konfigurieren.

> Bei einer Services-Appliance 16scht das Installationsprogramm alle vorhandenen Konfigurationen von
den Laufwerken im Compute-Controller und konfiguriert die Hosteinstellungen.

2. Installieren Sie das Betriebssystem

In dieser Phase kopiert das Installationsprogramm das Betriebssystem-Image flir StorageGRID auf die
Appliance.

10. Uberwachen Sie den Installationsfortschritt, bis eine Meldung im Konsolenfenster angezeigt wird. Dazu
werden Sie aufgefordert, den Knoten mit dem Grid Manager zu genehmigen.
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Warten Sie, bis alle Knoten, die Sie in dieser Erweiterung hinzugeftigt haben, zur
Genehmigung bereit sind, bevor Sie zum Grid Manager gehen, um die Knoten zu
genehmigen.

Home Configure Networking - Configure Hardware - Monitor Installation Advanced -

Monitor Installation

1. Configure storage Complete
2. Install OS5 Complete
3. Install StorageGRID Running
4. Finalize installation Pending

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy

[Z2017-07-31T22:09:12.3625661 INFO -- [INSG] MOTICE: seeding ~wvar-local with c

ontainer data
-07-31T2Z2:09:12 .3662051] INFO [INSG] Fixing permissions
-07-31T22:09:12.3696331 INFO [INSG] Enabling suyslog
-07-31T22:09:12.5115331 INFO [INSG] Stopping system logging: syslog-n

5700961 INFO [INSG] Starting system logging: syslog-n

109:12.5763601 INFO [INSG] Beginning negotiation for downloa
of node configuration
[2017-07-31T22:09:12.5813631 INFO [INSG]
[Z2017-07-31T22:09:12 .5850661 INFO [INSG]
[Z2017-07-31T22:09:12 .5883141 INFO [INSG]
[Z2017-07-31T2Z2:09:12.5918511 INFO [INSG]
[2017-07-31T22:09:12.5948861 INFO [INSG]
-07-31T22:09:12.5983601 INFO [INSG]
-07-31T22:09:12.6013241] INFO [INSG]
-07-31T22:09:12.6047591] INFO [INSG]
-07-31T22:09:12.607800] INFO [INSG]
-07-31T22:09:12.6109851 INFO [INSG]
-07-31T22:09:12.6145971 INFO [INSG]
-07-31T22:09:12 .6182821 INFO [INSG] Please approve this node on the n
min Mode GMI to proceed...

Verwandte Informationen
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Durchfiihrung der Erweiterung

Wenn die Erweiterung durchgefuhrt wird, werden die neuen Grid-Nodes zu lhrer
bestehenden StorageGRID Implementierung hinzugefugt.

Was Sie bendtigen

Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

Sie mussen Uber die Berechtigung Wartung oder Stammzugriff verfigen.

Sie mussen Uber eine Passphrase flr die Bereitstellung verfligen.

Sie mussen alle Grid-Nodes, die in dieser Erweiterung hinzugefiigt werden, implementiert haben.

Beim Hinzufligen von Speicherknoten miissen Sie bestatigt haben, dass alle Datenreparaturvorgange, die
im Rahmen einer Wiederherstellung durchgeflihrt werden, abgeschlossen sind. Siehe die Schritte zum
Uberpriifen von Datenreparaturjobs in den Anweisungen fir Wiederherstellung und Wartung.

Wenn Sie einen neuen Standort hinzufligen, missen Sie ILM-Regeln prifen und aktualisieren, bevor Sie
die Erweiterung starten, um sicherzustellen, dass Objektkopien erst nach Abschluss der Erweiterung auf
dem neuen Standort gespeichert werden. Wenn eine Regel beispielsweise den Standard-Speicherpool
(Alle Speicherknoten) verwendet, missen Sie einen neuen Speicherpool erstellen, der nur die
vorhandenen Speicherknoten enthalt, und die ILM-Regel aktualisieren, um den neuen Speicherpool zu
verwenden. Andernfalls werden Objekte auf den neuen Standort kopiert, sobald der erste Node an diesem
Standort aktiv ist. Weitere Informationen finden Sie in den Anweisungen zum Verwalten von Objekten mit
Information Lifecycle Management.

Uber diese Aufgabe

Wahrend der Erweiterung umfasst die folgenden Phasen:

1.

Sie konfigurieren die Erweiterung, indem Sie angeben, ob Sie neue Grid-Nodes oder einen neuen Standort
hinzufiigen und die Grid-Nodes genehmigen, die Sie hinzuflgen mdchten.

2. Sie starten die Erweiterung.

3. Wahrend der Erweiterungsprozess ausgeflihrt wird, laden Sie eine neue Wiederherstellungspaket-Datei
herunter.

4. Sie Uberwachen den Status der Grid-Konfigurationsaufgaben, die automatisch ausgefiihrt werden. Die
Aufgabengruppe hangt davon ab, welche Typen von Grid-Nodes hinzugefligt werden und ob ein neuer
Standort hinzugefugt wird.

Bei einigen Aufgaben kann die Ausfiihrung auf einem grof3en Grid sehr viel Zeit in Anspruch
nehmen. Das Streaming von Cassandra auf einen neuen Storage-Node kann beispielsweise
nur wenige Minuten dauern, wenn die Cassandra-Datenbank relativ leer ist. Wenn die
@ Cassandra-Datenbank jedoch eine grofe Menge an Objekt-Metadaten enthalt, kann diese

Phase mehrere Stunden oder langer dauern. Sie kdnnen sich den Prozentsatz ,sTreamed*
ansehen, der wahrend der Phase ,STarting Cassandra and Streaming Data“
angezeigt wird, um festzustellen, wie vollstandig der Cassandra-Streaming-Vorgang ist.

Schritte

1.
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Wahlen Sie Wartung > Wartungsaufgaben > Erweiterung.

Die Seite Rastererweiterung wird angezeigt. Im Abschnitt Ausstehende Knoten werden alle Knoten
aufgefuhrt, die hinzugefigt werden kénnen.



Grid Expansion

Approve and configure grid nodes, so that they are added correctly to your StorageGRID system.

Pending Nodes

Grid nodes are listed as pending until they are assigned to a site, configured, and approved.

%X Remove

Grid Network MAC Address It  Name it Type i
| 00:50:56:67-68:1a DC2-ADM1-184 Admin Mode
) 00:f DC2-51-185 Storage Node
e DC2-52-186 Storage Node
& DC2-53-187 Storage Node
{5 DC2-54-188 Storage Mode
& DC2-ARC1-189 Archive Node

2. Klicken Sie Auf Erweiterung Konfigurieren.

Das Dialogfeld Standortauswahl wird angezeigt.

Site Selection

Platform

ViMware VM
Vhware VM
Vilware VM
Viware VI
VMware VIV
Viware VIV

Search Q

It Grid Network IPv4 Address v

172.17.3.184/21
172.17.3.185/21
172.17.3.186/21
172173187721
172.17.3.188/21
172.17.3.189/21

¥ou can add grid nodes to a new site or to existing sites, but you cannot perform both types of expansion

atthe same time.

Site ¥ MNew " Existing

Site Mame

3. Wahlen Sie den Erweiterungstyp aus, den Sie starten:

Cancel

> Wenn Sie eine neue Site hinzufigen, wahlen Sie Neu, und geben Sie den Namen der neuen Site ein.

> Wenn Sie einem vorhandenen Standort Rasterknoten hinzufligen, wahlen Sie vorhandene.

4. Klicken Sie Auf Speichern.

5. Uberpriifen Sie die Liste Ausstehende Knoten und vergewissern Sie sich, dass alle von lhnen

bereitgestellten Grid-Knoten angezeigt werden.

Bei Bedarf kdnnen Sie den Cursor Uber die Grid Network MAC Address eines Knotens bewegen, um

Details zu diesem Knoten anzuzeigen.
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4 Anpiove || ® Rer

" DC2-S3-187

= Storage Node
Grid Network MA

" 00:50:56:87:68:1a  Network

- | 00-50-5687:64-1e  ©rid Netwark 172.17.2.187121 172.17.0.1
................................................ st

| 00:5(:56:87:6f.0c Client Netwaork 10.224.2.187121 10.224.0.1

" 00:50:56:87:b6-83

O | 0050-56ETE3| TRAWare

........................................ "'.I'IM".I'H'EFE ‘\l‘lr'l" E CPUS E GE R.Ar':"

Disks
1M76B 10vGEB 107V GB 107 GB 107 GB

@ Wenn ein Grid-Node fehlt, bestatigen Sie, dass er erfolgreich bereitgestellt wurde.

6. Genehmigen Sie in der Liste der ausstehenden Knoten die Grid-Knoten flr diese Erweiterung.
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a. Aktivieren Sie das Optionsfeld neben dem ersten ausstehenden Rasterknoten, den Sie genehmigen
mochten.

b. Klicken Sie Auf Genehmigen.

Das Konfigurationsformular fir den Grid-Node wird angezeigt.



Storage Node Configuration

General Settings

Site Site A r
Mams DC2-53-187
MTFP Role Automatic r

ADC Service Automatic r

Select ™Yes" if this node will replace another
node at this site that has the ADC service.

Grid Network

Configuration  STATIC
IPvd Address (CIDR) AT27. 3187121

Gateway 172.17.0.1

Admin Network

Configuration  STATIC
IPvd Address (CIDR)
Gateway

Subnets (CIDR) o

Client Network

Configuration  STATIC
IPvd Address (CIDR)

Gateway

Lcore [ ooe

c. Andern Sie bei Bedarf die allgemeinen Einstellungen:

= Standort: Der Name des Standorts, dem der Grid-Node zugeordnet ist. Wenn Sie mehrere Nodes

hinzufligen, vergewissern Sie sich, dass Sie fir jeden Node den korrekten Standort auswahlen.

Wenn Sie einen neuen Standort hinzufligen, werden alle Nodes zum neuen Standort hinzugefugt.

43



= Name: Der Hostname, der dem Knoten zugewiesen wird, und der Name, der im Grid Manager
angezeigt wird.

= NTP-Rolle: Die NTP-Rolle (Network Time Protocol) des Grid-Knotens. Die Optionen sind
Automatic, Primary und Client. Bei Auswahl von automatisch wird die primare Rolle
Administratorknoten, Speicherknoten mit ADC-Diensten, Gateway-Nodes und beliebigen Grid-
Nodes mit nicht statischen IP-Adressen zugewiesen. Allen anderen Grid-Nodes wird die Client-
Rolle zugewiesen.

@ Weisen Sie die primare NTP-Rolle mindestens zwei Nodes an jedem Standort zu.
Dadurch erhalten Sie redundanten Zugriff auf externe Zeitquellen.

= ADC Service (nur Speicherknoten): Ob dieser Speicherknoten den Dienst Administrative Domain
Controller (ADC) ausfiihren wird. Der ADC-Dienst verfolgt den Standort und die Verfligbarkeit von
Grid-Services. Mindestens drei Storage-Nodes an jedem Standort missen den ADC-Service
enthalten. Der ADC-Dienst kann nicht einem Node hinzugefligt werden, nachdem er bereitgestellt
wurde.

= Wenn Sie diesen Knoten hinzufiigen, um einen Speicherknoten zu ersetzen, wahlen Sie Ja
aus, wenn der Knoten, den Sie ersetzen, den ADC-Dienst enthalt. Da ein Storage-Node nicht
stillgelegt werden kann, wenn zu wenige ADC-Dienste verbleiben, wird sichergestellt, dass ein
neuer ADC-Service verflugbar ist, bevor der alte Service entfernt wird.

= Wahlen Sie andernfalls automatisch aus, damit das System feststellen kann, ob dieser Knoten
den ADC-Dienst erfordert. Erfahren Sie mehr tGber das ADC-Quorum in den Anweisungen zur
Wiederherstellung und Wartung.

d. Andern Sie bei Bedarf die Einstellungen fiir das Grid-Netzwerk, das Admin-Netzwerk und das Client-
Netzwerk.

= |IPv4-Adresse (CIDR): Die CIDR-Netzwerkadresse flr die Netzwerkschnittstelle. Beispiel:
172.16.10.100/24

= Gateway: Das Standard-Gateway des Grid-Knotens. Beispiel: 172.16.10.1
= Subnetze (CIDR): Ein oder mehrere Unternetzwerke fir das Admin-Netzwerk.

e. Klicken Sie Auf Speichern.
Der genehmigte Grid-Node wird in die Liste der genehmigten Nodes verschoben.

Approved Nodes

Grid nodes that have been approved and have been configured for installation. An approved grid node’s configuration can be edited if errors are identified.

Search Q
Grid Network MAC Address It Name It Site Mt Type it Platform It Grid Network IPv4 Address he
DC2-51-185 Site A Storage Node Vilware VM 172.17.3.185/21
DC2-53-187 Site A Storage Node Vilware VM 172.17.3.187/21

Passphrase

Enter the provisioning passphrase to change the grid topology of your StorageGRID system.

Provisioning Passphrase ssssssese

=1



= Um die Eigenschaften eines genehmigten Grid-Knotens zu andern, wahlen Sie das entsprechende
Optionsfeld aus, und klicken Sie auf Bearbeiten.

= Um einen genehmigten Rasterknoten zurlck in die Liste ausstehender Knoten zu verschieben,
wahlen Sie dessen Optionsfeld aus und klicken Sie auf Zuriicksetzen.

= Um einen genehmigten Grid-Node dauerhaft zu entfernen, schalten Sie den Node aus. Wahlen Sie
dann das entsprechende Optionsfeld aus, und klicken Sie auf Entfernen.

f. Wiederholen Sie diese Schritte flr jeden ausstehenden Rasterknoten, den Sie genehmigen mdéchten.

Wenn mdglich, sollten Sie alle ausstehenden Grid-Notizen genehmigen und eine
einzelne Erweiterung durchfihren. Wenn Sie mehrere kleine Erweiterungen
durchfihren, ist mehr Zeit erforderlich.

7. Wenn Sie alle Grid-Nodes genehmigt haben, geben Sie die Provisioning-Passphrase ein, und klicken Sie
auf erweitern.

Nach einigen Minuten wird diese Seite aktualisiert, um den Status des Erweiterungsverfahrens
anzuzeigen. Wenn Aufgaben ausgefihrt werden, die sich auf einzelne Grid-Nodes auswirken, enthalt der
Abschnitt Status des Grid-Knotens den aktuellen Status fir jeden Grid-Node.

Wahrend dieses Prozesses zeigt das Installationsprogramm fir StorageGRID-Gerate, dass
@ die Installation von Phase 3 auf Stufe 4 verschoben wird, und schlieft die Installation ab.
Wenn Phase 4 abgeschlossen ist, wird der Controller neu gestartet.
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Grid Expansion

@ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it

Expansion Progress

Lists the status of grid configuration tasks required to change the grid topology. These grid configuration tasks are run automatically by the StorageGRID system
1. Installing Grid Modes In Progress
Grid Node Status

Lists the installation and configuration status of each grid node included in the expansion.

arch Q

Name It Site It  Grid Network IPvd Address « Progress It Stage it
DC2-ADM1-184 Site A 172.17.3.184/21 l'_.; Waiting for NTP to synchronize

DC2-51-185 Site A 172.17.3.185/1 e N Waiting for Dynamic IP Serice peers
DC2-52-186 Site A 17217318621 L’ Waiting for NTP to synchronize

DC2-53-187 Site A 172.17.3.187/21 [ " Waiting for NTP to synchronize

DC2-54-188 Site A 172.17.3.188/21 N Waiting for Dynamic IP Service peers
DC2-ARC1-189 Site A 172.17.3.189/21 oy Waiting for NTP te synchronize
2. Initial Configuration Pending
3. Distributing the new grid node’s certificates to the StorageGRID system. Pending
4. Starting serices on the new gnd nodes Pending
5. Cleaning up unused Cassandra keys Pending

@ Eine Standorterweiterung umfasst eine zusatzliche Aufgabe zur Konfiguration von
Cassandra fur den neuen Standort.

8. Sobald der Link Download Recovery Package angezeigt wird, laden Sie die Recovery Package Datei
herunter.

Sie mussen eine aktualisierte Kopie der Wiederherstellungspaket-Datei so schnell wie mdglich
herunterladen, nachdem Grid-Topologieanderungen am StorageGRID-System vorgenommen wurden. Die
Recovery Package-Datei ermdglicht es lhnen, das System wiederherzustellen, wenn ein Fehler auftritt.

a. Klicken Sie auf den Download-Link.

b. Geben Sie die Provisionierungs-Passphrase ein, und klicken Sie auf Download starten.

C. Wenn der Download abgeschlossen ist, 6ffnen Sie das . zip Datei und bestatigen Sie, dass es ein
enthéalt gpt-backup Verzeichnis und A_SAID.zip Datei: Dann extrahieren Sie den SAID.zip
Wechseln Sie zur Datei /GID* REV* Telefonbuch und bestéatigen Sie, dass Sie das 6ffnen kbnnen

passwords. txt Datei:

d. Kopieren Sie die heruntergeladene Recovery Package-Datei (.zip) in zwei sichere und separate
Speicherorte.
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Die Recovery Package-Datei muss gesichert sein, weil sie Verschlusselungsschlissel
und Passworter enthalt, die zum Abrufen von Daten vom StorageGRID-System
verwendet werden kénnen.

9. Wenn Sie einen oder mehrere Storage-Nodes hinzufligen, Uberwachen Sie den Fortschritt der Phase
,STarting Cassandra and Streaming Data“ indem Sie den in der Statusmeldung angezeigten
Prozentsatz Uberprufen.

4. Starting services on the new grid nodes In Progress
Grid Node Status

Lists the installation and configuration status of each grid node included in the expansion.

A\ Do not reboot any Storage Nodes during Step 4. The "Starting Cassandra and streaming data” stage might take hours, especially if existing Storage Nodes
contain a large amount of object metadata.

Ses Q
Name It Site it Grid Network IPv4 Address ~ Progress It Stage it
DC1-54 Data Center 1 10.96.99.55/23 Starting Cassandra and streaming data (90.0% streamed)

DC1-S5  Data Center1  10.96.99.56/23 I complete

DC1-S6  Data Center1  10.96.99.57/23 I complete

Dieser Prozentsatz schatzt, wie vollstandig der Cassandra-Streaming-Vorgang ist, basierend auf der
Gesamtmenge der verfligbaren Cassandra-Daten und der bereits auf den neuen Node geschriebenen
Menge.

Starten Sie keine Storage Nodes wahrend Schritt 4 neu (Starting Services on the New Grid

@ Nodes). Die Phase ,STarting Cassandra und Streaming Data“kann fur jeden
neuen Storage Node Stunden dauern, insbesondere wenn vorhandene Storage-Nodes eine
grolRe Anzahl von Objekt-Metadaten enthalten.

10. Fahren Sie mit der Uberwachung der Erweiterung fort, bis alle Aufgaben abgeschlossen sind und die
Schaltflache Erweiterung konfigurieren erneut angezeigt wird.

Nachdem Sie fertig sind

Je nachdem, welche Typen von Grid-Nodes Sie hinzugefiigt haben, missen Sie zusatzliche Integrations- und
Konfigurationsschritte durchfiihren.

Verwandte Informationen
"Objektmanagement mit ILM"

"Verwalten Sie erholen"

"Konfiguration des erweiterten StorageGRID-Systems"

Konfiguration des erweiterten StorageGRID-Systems

Nach Abschluss einer Erweiterung missen Sie weitere Integrations- und
Konfigurationsschritte durchfuhren.
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Uber diese Aufgabe

Sie mussen die unten aufgefihrten Konfigurationsaufgaben fir die Grid-Nodes ausfiihren, die Sie in lhrer
Erweiterung hinzufiigen. Einige Aufgaben kénnen optional sein, je nachdem, welche Optionen bei der
Installation und Verwaltung des Systems ausgewahlt wurden, und wie Sie die wahrend der Erweiterung
hinzugeflgten Grid-Nodes konfigurieren méchten.

Schritte
1. Wenn Sie einen Speicherknoten hinzugefiigt haben, flihren Sie die folgenden Konfigurationsaufgaben aus.

Konfigurationsaufgaben fiir Storage-Nodes Zur Information

Uberpriifen Sie die in Ihren ILM-Regeln verwendeten Speicherpools, "Objektmanagement mit ILM"
um sicherzustellen, dass der neue Speicher verwendet wird.

* Wenn Sie einen Standort hinzufigen, erstellen Sie einen
Speicherpool fir den Standort und aktualisieren Sie ILM-Regeln,
um den neuen Speicherpool zu verwenden.

* Wenn Sie einem vorhandenen Standort einen Speicherknoten
hinzugefligt haben, bestatigen Sie, dass der neue Node die
richtige Speicherklasse verwendet.

Hinweis: standardmaRig wird ein neuer Speicherknoten der
Speicherklasse Alle Speicherknoten zugewiesen und zu
Speicherpools hinzugefligt, die diese Klasse flir den Standort
verwenden. Wenn ein neuer Knoten eine benutzerdefinierte
Speicherklasse verwenden soll, missen Sie ihn der
benutzerdefinierten Klasse manuell zuweisen (ILM > Storage-

Klasse).
Vergewissern Sie sich, dass der Speicherknoten Objekte erfasst. "Uberpriifen, ob der
Speicherknoten aktiv ist"
Ausgleich von Daten mit Verfahren zur Einhaltung von "Balancieren Sie Daten aus, die
Datenkonsistenz (nur wenn die empfohlene Anzahl von Storage- im Erasure-Coding-Verfahren
Nodes nicht hinzugefiigt werden konnte) codiert wurden, nach dem

Hinzufligen von Storage"

2. Wenn Sie einen Gateway-Node hinzugefiigt haben, flihren Sie die folgenden Konfigurationsaufgaben aus.

Konfigurationsaufgaben fiir Gateway Node Zur Information

Wenn Hochverfligbarkeitsgruppen fiir Client-Verbindungen verwendet "StorageGRID verwalten"
werden, fligen Sie die Gateway-Nodes einer HA-Gruppe hinzu.

Wahlen Sie Konfiguration > Netzwerkeinstellungen >

Hochverfiigbarkeitsgruppen aus, um die Liste der vorhandenen

HA-Gruppen zu Uberpriifen und die neuen Nodes hinzuzufiigen.

3. Wenn Sie einen Admin-Node hinzugefligt haben, filhren Sie die folgenden Konfigurationsaufgaben aus.
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Konfigurationsaufgaben fiir Admin-Node

Wenn Single Sign-On fur lhr StorageGRID-System aktiviert ist,
mussen Sie flir den neuen Admin-Knoten ein Vertrauensverhaltnis der
Vertrauensbasis in Active Directory Federation Services (AD FS)
erstellen. Sie konnen sich erst beim Knoten anmelden, wenn Sie
dieses Vertrauen der Vertrauensbasis erstellen.

Wenn Sie den Load Balancer-Service auf Admin-Nodes verwenden
mochten, missen Sie die Admin-Nodes moglicherweise den Gruppen
fur hohe Verfugbarkeit hinzufugen. Wahlen Sie Konfiguration >
Netzwerkeinstellungen > Hochverfiigbarkeitsgruppen aus, um die
Liste der vorhandenen HA-Gruppen zu uberprifen und die neuen
Nodes hinzuzufiigen.

Kopieren Sie optional die Admin-Node-Datenbank vom primaren
Admin-Node zum ErweiterungAdmin-Node, wenn Sie das Attribut und
die Audit-Informationen auf jedem Admin-Knoten konsistent halten
mochten.

Kopieren Sie optional die Prometheus-Datenbank vom primaren
Admin-Node zum ErweiterungAdmin-Node, wenn Sie die historischen
Metriken auf jedem Admin-Knoten konsistent halten mdéchten.

Kopieren Sie optional die vorhandenen Audit-Protokolle vom primaren
Admin-Node zum ErweiterungAdmin-Node, wenn Sie die historischen
Protokollinformationen auf jedem Admin-Knoten konsistent halten
mdchten.

Konfigurieren Sie optional den Zugriff auf das System fir Audit-
Zwecke Uber eine NFS- oder CIFS-Dateifreigabe.

Hinweis: der Audit-Export Gber CIFS/Samba ist veraltet und wird in
einer zukunftigen StorageGRID-Version entfernt.

Andern Sie optional den bevorzugten Absender fiir
Benachrichtigungen. Sie konnen den Erweiterungs-Admin-Knoten
zum bevorzugten Absender machen. Andernfalls sendet ein
vorhandener als bevorzugter Absender konfigurierter Admin-Node
weiterhin Benachrichtigungen, einschliellich AutoSupport-
Nachrichten, SNMP-Benachrichtigungen, Alarm-E-Mails und Alarm-E-
Mails (Legacy-System).

Zur Information

"Konfigurieren der Single Sign-
On-Konfiguration"

"StorageGRID verwalten"

"Die Admin-Knoten-Datenbank
wird kopiert"

"Kopieren von Prometheus-
Kennzahlen"

"Prifprotokolle werden kopiert"

"StorageGRID verwalten

"StorageGRID verwalten

4. Wenn Sie einen Archivknoten hinzugeflgt haben, fihren Sie die folgenden Konfigurationsaufgaben aus.
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5.

7.
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Konfigurationsaufgaben fiir Archivierungs-Knoten Zur Information

Konfigurieren Sie die Verbindung des Archiv-Knotens mit dem "StorageGRID verwalten"
angestrebten externen Archiv-Storage-System. Wenn Sie die

Erweiterung abgeschlossen haben, befinden sich Archiv-Knoten in

einem Alarmzustand, bis Sie die Verbindungsinformationen Uber die

Komponente ARC > Ziel konfigurieren.

Aktualisieren Sie die ILM-Richtlinie, um Objektdaten Gber den neuen  "Objektmanagement mit ILM"
Archivierungs-Node zu archivieren.

Konfigurieren Sie benutzerdefinierte Alarme fur die Attribute, die zur ~ "StorageGRID verwalten"
Uberwachung der Geschwindigkeit und Effizienz des Datenabrufs von
Objektdaten von Archiv-Nodes verwendet werden.

Um zu Uberprifen, ob Erweiterungsknoten mit einem nicht vertrauenswirdigen Client-Netzwerk
hinzugefligt wurden oder um zu andern, ob das Client-Netzwerk eines Knotens nicht vertrauenswuirdig
oder vertrauenswdirdig ist, gehen Sie zu Konfiguration > Netzwerkeinstellungen > nicht
vertrauenswiirdiges Client-Netzwerk.

Wenn das Client-Netzwerk auf dem Erweiterungsknoten nicht vertrauenswirdig ist, miissen Verbindungen
zum Knoten im Client-Netzwerk Uber einen Load Balancer-Endpunkt hergestellt werden. Weitere
Informationen finden Sie in den Anweisungen zum Verwalten von StorageGRID.

. Konfigurieren Sie das Domain Name System (DNS).

Wenn Sie fur jeden Grid-Node DNS-Einstellungen separat angegeben haben, missen Sie fir die neuen
Nodes benutzerdefinierte DNS-Einstellungen pro Node hinzufiigen. Weitere Informationen zum Andern der
DNS-Konfiguration fir einen einzelnen Grid-Node finden Sie in den Anweisungen zur Recovery und
Wartung.

Eine Best Practice besteht in der netzweiten DNS-Server-Liste, die einige DNS-Server enthalt, auf die von
jedem Standort aus lokal zugegriffen werden kann. Wenn Sie gerade einen neuen Standort hinzugefugt
haben, fligen Sie der Grid-weiten DNS-Konfiguration neue DNS-Server fiir den Standort hinzu.

Geben Sie zwei bis sechs IPv4-Adressen flir DNS-Server an. Wahlen Sie DNS-Server aus,
auf die jeder Standort lokal zugreifen kann, wenn das Netzwerk landet. Damit soll
sichergestellt werden, dass ein islanded-Standort weiterhin Zugriff auf den DNS-Dienst hat.

@ Nach der Konfiguration der DNS-Serverliste fir das gesamte Grid kdnnen Sie die DNS-
Serverliste fur jeden Knoten weiter anpassen. Weitere Informationen finden Sie in den
Informationen zum Andern der DNS-Konfiguration in den Wiederherstellungsanleitungen
und Wartungsanweisungen.

Wenn Sie einen neuen Standort hinzugefugt haben, vergewissern Sie sich, dass auf die NTP-Server
(Network Time Protocol) von diesem Standort aus zugegriffen werden kann.

Vergewissern Sie sich, dass mindestens zwei Nodes an jedem Standort auf mindestens vier
externe NTP-Quellen zugreifen kdnnen. Wenn nur ein Node an einem Standort die NTP-

@ Quellen erreichen kann, treten Probleme mit dem Timing auf, wenn dieser Node ausfallt.
Durch die Festlegung von zwei Nodes pro Standort als primare NTP-Quellen ist zudem ein
genaues Timing gewahrleistet, wenn ein Standort vom Rest des Grid isoliert ist.
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Weitere Informationen finden Sie in den Anweisungen zur Wiederherstellung und Wartung.

Verwandte Informationen
"Objektmanagement mit ILM"

"Uberpriifen, ob der Speicherknoten aktiv ist"
"Die Admin-Knoten-Datenbank wird kopiert"
"Kopieren von Prometheus-Kennzahlen"
"Prufprotokolle werden kopiert"
"Software-Upgrade"

"Verwalten Sie erholen"

Uberpriifen, ob der Speicherknoten aktiv ist

Nachdem ein Erweiterungsvorgang abgeschlossen ist, der neue Speicherknoten
hinzugefugt hat, sollte das StorageGRID-System automatisch mit den neuen
Speicherknoten beginnen. Sie missen das StorageGRID-System verwenden, um
sicherzustellen, dass der neue Speicherknoten aktiv ist.

Schritte
1. Melden Sie sich Uber einen unterstiitzten Browser beim Grid Manager an.
2. Wahlen Sie Nodes > Erweiterungs-Speicherknoten > Storage Aus.

3. Bewegen Sie den Cursor Uber das Diagramm verwendete Speicherung - Objektdaten, um den Wert fur
verwendet anzuzeigen. Dies ist die Menge des insgesamt nutzbaren Speicherplatzes, der flr Objektdaten
verwendet wurde.

4. Vergewissern Sie sich, dass der Wert von verwendet erhoht wird, wenn Sie den Cursor nach rechts auf
dem Diagramm bewegen.

Die Admin-Knoten-Datenbank wird kopiert

Beim Hinzufligen von Admin-Nodes durch ein Erweiterungsverfahren kdnnen Sie optional
die Datenbank vom primaren Admin-Node zum neuen Admin-Node kopieren. Durch das
Kopieren der Datenbank konnen Sie historische Informationen Uber Attribute,
Warnmeldungen und Warnmeldungen aufbewahren.

Was Sie bendtigen

» Sie mussen die erforderlichen Erweiterungsschritte abgeschlossen haben, um einen Admin-Node
hinzuzuflgen.

* Sie mussen die haben Passwords. txt Datei:
» Sie mussen Uber eine Passphrase fur die Bereitstellung verfugen.

Uber diese Aufgabe

Der StorageGRID-Softwareaktivierungsprozess erstellt eine leere Datenbank fir den NMS-Dienst auf dem
Erweiterungs-Admin-Knoten. Wenn der NMS-Dienst auf dem Erweiterungs-Admin-Knoten startet, zeichnet er

51


https://docs.netapp.com/de-de/storagegrid-115/ilm/index.html
https://docs.netapp.com/de-de/storagegrid-115/upgrade/index.html

Informationen flr Server und Dienste auf, die derzeit Teil des Systems sind oder spater hinzugefiigt werden.
Diese Admin-Knoten-Datenbank enthalt die folgenden Informationen:

* Meldungsverlauf
» Alarmverlauf

* Historische Attributdaten, die in den Diagrammen und Textberichten verwendet werden, die auf der Seite
Support > Tools > Grid Topology verfligbar sind

Um sicherzustellen, dass die Admin-Node-Datenbank zwischen den Knoten konsistent ist, kdnnen Sie die
Datenbank vom primaren Admin-Node auf den Erweiterungs-Admin-Node kopieren.

Das Kopieren der Datenbank vom primaren Admin-Node (der__Source Admin-Node_) zu einem
@ Erweiterungs-Admin-Node kann bis zu mehrere Stunden dauern. In diesem Zeitraum ist der
Grid Manager nicht zuganglich.

Flhren Sie diese Schritte aus, um den MI-Dienst und den Management-API-Dienst sowohl auf dem priméaren
Admin-Node als auch auf dem Erweiterungs-Admin-Node zu beenden, bevor Sie die Datenbank kopieren.

Schritte
1. FUhren Sie die folgenden Schritte auf dem primaren Admin-Knoten aus:

a. Melden Sie sich beim Admin-Knoten an:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
i. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
Iv. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
b. Fuhren Sie den folgenden Befehl aus: recover-access-points
c. Geben Sie die Provisionierungs-Passphrase ein.
d. Beenden SIE DEN MI-Dienst: service mi stop

€. Beenden Sie den Management Application Program Interface (Management API) Service: service
mgmt-api stop

2. Fihren Sie die folgenden Schritte auf dem Erweiterungs-Admin-Knoten aus:
a. Melden Sie sich beim Erweiterungs-Admin-Knoten an:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
il. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
iv. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
b. Beenden SIE DEN MI-Dienst: service mi stop
C. Beenden Sie den Management API-Service: service mgmt-api stop
d. Fuigen Sie den SSH-privaten Schliissel zum SSH-Agenten hinzu. Geben Sie Ein:ssh-add
€. Geben Sie das SSH-Zugriffspasswort ein, das im aufgefihrt ist Passwords. txt Datei:

f. Kopieren Sie die Datenbank vom Quell-Admin-Knoten auf den Erweiterungs-Admin-Knoten:
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/usr/local/mi/bin/mi-clone-db.sh Source Admin Node IP

g. Wenn Sie dazu aufgefordert werden, bestatigen Sie, dass Sie die MI-Datenbank auf dem
Erweiterungs-Admin-Node tberschreiben mdchten.

Die Datenbank und ihre historischen Daten werden auf den Erweiterungs-Admin-Knoten kopiert. Wenn

der Kopiervorgang abgeschlossen ist, startet das Skript den Erweiterungs-Admin-Knoten.

h. Wenn Sie keinen passwortlosen Zugriff auf andere Server mehr bendtigen, entfernen Sie den privaten

Schlissel vom SSH-Agent. Geben Sie Ein:ssh-add -D

3. Starten Sie die Dienste auf dem primaren Admin-Knoten neu: service servermanager start

Kopieren von Prometheus-Kennzahlen

Nach dem Hinzuflgen eines neuen Admin-Knotens kdnnen Sie optional die historischen
Metriken kopieren, die von Prometheus vom primaren Admin-Node erhalten wurden, zum

neuen Admin-Node. Durch das Kopieren der Metriken wird sichergestellt, dass
historische Metriken zwischen Admin-Nodes konsistent sind.

Was Sie bendtigen
* Der neue Admin-Node muss installiert und ausgefiihrt werden.

* Sie miUssen die haben Passwords. txt Datei:
» Sie mussen Uber eine Passphrase fir die Bereitstellung verfligen.

Uber diese Aufgabe

Wenn Sie einen Admin-Knoten hinzufiigen, erstellt der Software-Installationsprozess eine neue Prometheus-
Datenbank. Sie kdnnen die historischen Kennzahlen zwischen den Knoten konsistent halten, indem Sie die
Prometheus-Datenbank vom primaren Admin-Node (den_Source Admin-Node_) auf den neuen Admin-Node
kopieren.

Das Kopieren der Prometheus-Datenbank dauert méglicherweise ein Stunde oder langer. Einige
@ Grid Manager-Funktionen sind nicht verfligbar, wahrend Dienste auf dem Quell-Admin-Node
angehalten werden.

Schritte
1. Melden Sie sich beim Quell-Admin-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

2. Beenden Sie vom Quell-Admin-Node den Prometheus-Service: service prometheus stop

3. Fuhren Sie auf dem neuen Admin-Knoten die folgenden Schritte aus:

a. Melden Sie sich beim neuen Admin-Knoten an:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP

i. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
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i. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
iv. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
b. Stoppen Sie den Prometheus Service: service prometheus stop
C. Flugen Sie den SSH-privaten Schlissel zum SSH-Agenten hinzu. Geben Sie Ein:ssh-add

d. Geben Sie das SSH-Zugriffspasswort ein, das im aufgefiihrt ist Passwords . txt Datei:

e. Kopieren Sie die Prometheus-Datenbank vom Quell-Admin-Node auf den neuen Admin-Node:
/usr/local/prometheus/bin/prometheus-clone-db.sh Source Admin Node IP

f. Wenn Sie dazu aufgefordert werden, driicken Sie Enter, um zu bestatigen, dass Sie die neue
Prometheus-Datenbank auf dem neuen Admin-Knoten zerstéren mochten.

Die urspriingliche Prometheus-Datenbank und ihre historischen Daten werden auf den neuen Admin-
Knoten kopiert. Wenn der Kopiervorgang abgeschlossen ist, startet das Skript den neuen Admin-
Knoten. Der folgende Status wird angezeigt:

Database cloned, starting services

a. Wenn Sie keinen passwortlosen Zugriff auf andere Server mehr bendtigen, entfernen Sie den privaten
Schlissel vom SSH-Agent. Geben Sie Ein:

ssh-add -D
4. Starten Sie den Prometheus-Service auf dem Quell-Admin-Node neu.

service prometheus start

Priifprotokolle werden kopiert

Wenn Sie einen neuen Admin-Node durch ein Erweiterungsverfahren hinzuftgen,
protokolliert sein AMS-Service nur Ereignisse und Aktionen, die nach dem Beitritt zum
System auftreten. Sie kdnnen Prufprotokolle von einem zuvor installierten Admin-Knoten
auf den neuen ErweiterungAdmin-Knoten kopieren, so dass er mit dem Rest des
StorageGRID-Systems synchronisiert ist.

Was Sie bendtigen

» Sie missen die erforderlichen Erweiterungsschritte abgeschlossen haben, um einen Admin-Node
hinzuzufigen.

* Sie mussen die haben Passwords. txt Datei:

Uber diese Aufgabe

Um die historischen Audit-Meldungen von anderen Admin-Knoten auf dem Erweiterungs-Admin-Knoten
verfugbar zu machen, missen Sie die Audit-Log-Dateien manuell vom primaren Admin-Node oder einem
anderen vorhandenen Admin-Node auf den Erweiterungs-Admin-Node kopieren.

Schritte
1. Melden Sie sich beim primaren Admin-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@ primary Admin Node IP
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10.

1.

b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

Stoppen Sie den AMS-Dienst, um zu verhindern, dass eine neue Datei erstellt wird: service ams stop

Benennen Sie den um audit.log Datei um sicherzustellen, dass die Datei auf dem Erweiterungs-Admin-
Knoten nicht Uiberschrieben wird, in den Sie sie kopieren:

cd /var/local/audit/export

1ls -1

mv audit.log new name.txt

Kopieren Sie alle Audit-Log-Dateien in den Erweiterungs-Admin-Node:

scp -p * IP address:/var/local/audit/export

Wenn Sie zur Eingabe der Passphrase fur aufgefordert werden /root/.ssh/id rsa Geben Sie das

SSH-Zugriffskennwort fir den primdren Admin-Node ein, der im aufgefihrt ist
‘Passwords. txt Datei:

Stellen Sie das Original wieder her audit.log Datei:
mv new name.txt audit.log

AMS-Dienst starten:

service ams start

Melden Sie sich vom Server ab:

exit

Melden Sie sich beim Erweiterungs-Admin-Knoten an:
a. Geben Sie den folgenden Befehl ein: ssh admin@expansion Admin Node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords. txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.
Benutzer- und Gruppeneinstellungen fiir die Audit-Log-Dateien aktualisieren:

cd /var/local/audit/export
chown ams-user:bycast *

Melden Sie sich vom Server ab:

exit
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Balancieren Sie Daten aus, die im Erasure-Coding-Verfahren codiert wurden, nach dem Hinzufiigen von
Storage

In einigen Fallen mussen Sie moglicherweise nach dem Hinzufligen neuer Storage-
Nodes einen Ausgleich fur Daten schaffen, die mit Erasure Coding versehen sind.

Was Sie benotigen
« Sie missen die Erweiterungsschritte abgeschlossen haben, um die neuen Speicherknoten hinzuzufigen.

« Sie missen die Uberlegungen flir eine Ausbalancierung, wenn Daten zur Fehlerkorrektur codiert wurden,
Uberprift haben.

"Uberlegungen zur Lastverteilung bei Daten, die mit Erasure Coding versehen sind"

FUhren Sie diesen Vorgang nur aus, wenn die Warnung Low Object Storage fiir einen oder
@ mehrere Speicherknoten an einem Standort ausgeldst wurde und Sie die empfohlene
Anzahl neuer Speicherknoten nicht hinzufligen konnten.

* Sie missen die haben Passwords. txt Datei:

Uber diese Aufgabe

Wenn das EC-Ausgleichverfahren ausgefiihrt wird, ist die Performance von ILM-Vorgangen sowie S3- und
Swift-Client-Operationen wahrscheinlich beeintrachtigt. Aus diesem Grund sollten Sie dieses Verfahren nur in
begrenzten Fallen durchfiihren.

Das EG-Ausgleichverfahren reserviert voriibergehend einen groflden Speicher. Storage-
Warnmeldungen werden moglicherweise ausgeldst, aber nach Abschluss des Ausgleichs

@ werden sie geldst. Wenn nicht gentigend Speicherplatz fir die Reservierung vorhanden ist,
schlagt das EC-Ausgleichverfahren fehl. Speicherreservierungen werden freigegeben, wenn der
EC-Ausgleichvorgang abgeschlossen ist, unabhangig davon, ob der Vorgang fehlgeschlagen
oder erfolgreich war.

S3- und Swift-API-Operationen zum Hochladen von Objekten (oder Objektteilen) kdnnen
wahrend des EC-Ausgleichs fehlschlagen, wenn sie mehr als 24 Stunden bendtigen.
Langfristige PUT-Vorgange funktionieren nicht, wenn die anwendbare ILM-Regel eine strenge

@ oder ausgewogene Platzierung bei der Aufnahme verwendet. Der folgende Fehler wird
gemeldet:

500 Internal Server Error

Schritte
1. Uberpriifen Sie die aktuellen Objekt-Storage-Details fiir den Standort, den Sie ausgleichen méchten.

. Wahlen Sie Knoten.

a
b. Wahlen Sie den ersten Speicherknoten am Standort aus.

9

Wahlen Sie die Registerkarte Storage aus.

d. Halten Sie den Mauszeiger Uber das Diagramm ,verwendete Daten — Objektdaten®, um die aktuelle
Menge der replizierten Daten und mit Erasure Coding versehenen Daten auf dem Storage-Node
anzuzeigen.

e. Wiederholen Sie diese Schritte, um die anderen Speicherknoten am Standort anzuzeigen.
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2. Melden Sie sich beim primaren Admin-Node an:
a. Geben Sie den folgenden Befehl ein: ssh admin@primary Admin Node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

d. Geben Sie das im aufgefliihrte Passwort ein Passwords. txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.
3. Geben Sie den folgenden Befehl ein:
rebalance-data start --site "site-name"

Flr "site-name" "Geben Sie den ersten Standort an, an dem Sie neue Speicherknoten
oder Knoten hinzugefiigt haben. UmschlieRen "site-name In Angeboten.

Der EC-Ausgleichvorgang startet, und eine Job-ID wird zuriickgegeben.

4. Kopieren Sie die Job-ID.
5. Uberwachen Sie den Status des EC-Ausgleichs.

> So zeigen Sie den Status eines einzelnen EC-Ausgleichs an:
rebalance-data status --job-id job-id
Fir “job-id" Geben Sie die ID an, die beim Start des Verfahrens zurlickgegeben wurde.
> So zeigen Sie den Status des aktuellen EC-Ausgleichs und aller zuvor abgeschlossenen Verfahren an:

rebalance-data status

Hilfe zum Befehl zum Ausgleich von Daten erhalten:

rebalance-data --help

6. Flhren Sie weitere Schritte aus, basierend auf dem zurtickgegebenen Status:

° Wenn der Status lautet In progress, Der EC-Ausgleichsoperation lauft noch. Sie sollten das
Verfahren regelmafig Uberwachen, bis es abgeschlossen ist.

° Wenn der Status lautet Failure, Flhren Sie die Fehlerschritte.
° Wenn der Status lautet Success, Fuhren Sie die Erfolg.

7. Wenn das EC-Ausgleichverfahren zu viel Last generiert (beispielsweise sind Ingest-Operationen betroffen),
unterbrechen Sie den Vorgang.

rebalance-data pause --job-id job-id

8. Wenn Sie das EC-Ausgleichverfahren beenden missen (z. B. um ein StorageGRID-Software-Upgrade
durchzuflihren), geben Sie Folgendes ein:

rebalance-data abort --job-id job-id
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9.

10.

1.

Wenn Sie ein EC-Ausgleichverfahren beenden, verbleiben alle bereits verschobenen
Datenfragmente am neuen Standort. Daten werden nicht zuriick an den urspringlichen
Speicherort verschoben.

Wenn der Status des EC-Ausgleichs lautet Failure, Folgen Sie folgenden Schritten:
a. Vergewissern Sie sich, dass alle Speicherknoten am Standort mit dem Raster verbunden sind.

b. Uberprifen Sie, ob Warnmeldungen vorliegen, die sich auf diese Speicherknoten auswirken kénnten,
und beheben Sie sie.

Informationen zu bestimmten Warnmeldungen finden Sie in den Anweisungen zum Monitoring und zur
Fehlerbehebung.

C. Starten Sie das EC-Ausgleichverfahren neu:
rebalance-data start --job-id job-id

d. Wenn der Status des EC-Ausgleichs noch immer ist Failure, Wenden Sie sich an den technischen
Support.

Wenn der Status des EC-Ausgleichs-Verfahrens lautet Success, Optional Prufen von Objekt-Storage
Um die aktualisierten Details fur die Site anzuzeigen.

Daten mit Erasure-Coding-Verfahren sollten nun besser auf die Storage-Nodes am Standort abgestimmt
sein.

@ Replizierte Objektdaten werden nicht durch das EC-Ausgleichverfahren verschoben.

Wenn Sie Erasure Coding an mehreren Standorten verwenden, flihren Sie dieses Verfahren fir alle
anderen betroffenen Standorte aus.

Verwandte Informationen

"Uberlegungen zur Lastverteilung bei Daten, die mit Erasure Coding versehen sind"

"Monitor Fehlerbehebung"

Kontakt mit dem technischen Support

Wenn wahrend des Grid-Erweiterungsprozesses Fehler auftreten, die nicht behoben
werden konnen, oder wenn eine Grid-Aufgabe fehlschlagt, wenden Sie sich an den
technischen Support.

Uber diese Aufgabe

Wenn Sie sich an den technischen Support wenden, missen Sie die erforderlichen Protokolldateien
bereitstellen, um bei der Fehlerbehebung der Fehler zu helfen, die auftreten.

Schritte

1.
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Stellen Sie eine Verbindung mit dem Erweiterungs-Node her, bei dem es zu Ausfallen kommt:

a. Geben Sie den folgenden Befehl ein:ssh -p 8022 admin@grid node IP

@ Port 8022 ist der SSH-Port des Basis-Betriebssystems, wahrend Port 22 der SSH-Port
des Docker Containers ist, auf dem StorageGRID ausgefuhrt wird.


https://docs.netapp.com/de-de/storagegrid-115/monitor/index.html

b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
d. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:

Sobald Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

2. Je nach der erreichten Stufe der Installation kdnnen Sie eines der folgenden Protokolle abrufen, die auf
dem Grid-Knoten verfiigbar sind:

Plattform Protokolle
VMware * /var/log/daemon.log
* /var/log/storagegrid/daemon. log

* /var/log/storagegrid/nodes/<node-name>.log

Linux * /var/log/storagegrid/daemon. log

* /etc/storagegrid/nodes/<node-name>.conf (Fur jeden
ausgefallenen Node)

* /var/log/storagegrid/nodes/<node-name>.log (Fur
jeden ausgefallenen Node; ist mdglicherweise nicht vorhanden)

Halten Sie Recoverys ein

Erfahren Sie, wie Sie einen Hotfix anwenden, einen ausgefallenen Grid-Node
wiederherstellen, Grid-Nodes und -Standorte ausmustern und Objekte im Falle eines
Systemausfalls wiederherstellen.

» "EinfUhrung in StorageGRID Recovery und Wartung"

+ "StorageGRID Hotfix Verfahren"

« "Verfahren zur Recovery von Grid-Nodes"

* "Durchfihren der Standortwiederherstellung durch den technischen Support"
« "Verfahren zur Deaktivierung"

* "Netzwerkwartungsverfahren"

» "Verfahren auf Host-Ebene und Middleware"

+ "Verfahren fur den Grid-Node"

* "Klonen von Appliance-Nodes"

Einfihrung in StorageGRID Recovery und Wartung

Die Recovery- und Wartungsverfahren fur StorageGRID umfassen die Anwendung eines
Software-Hotfix, die Wiederherstellung von Grid-Nodes, die Wiederherstellung eines
ausgefallenen Standorts, die Stilllegung von Grid-Nodes oder einem gesamten Standort,
die Durchfuhrung von Netzwerkwartung, die Durchfuhrung von Wartungsvorgangen auf
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Host- und Middleware-Ebene sowie die Durchfuhrung von Grid Node-Verfahren.

Alle Recovery- und Wartungsaktivitaten erfordern ein umfassendes Verstéandnis des StorageGRID Systems.
Sie sollten die Topologie lhres StorageGRID Systems Uberprufen, um sicherzustellen, dass Sie die Grid-
Konfiguration kennen.

Sie mussen alle Anweisungen genau befolgen und alle Warnungen beachten.

Nicht beschriebene Wartungsmaflnahmen werden nicht unterstiitzt oder erfordern ein Serviceprojekt.

Hardwareverfahren finden Sie in der Installations- und Wartungsanleitung fur Ihre StorageGRID Appliance.

,Linux" bezieht sich auf eine Red hat® Enterprise Linux®-, Ubuntu®-, CentOS- oder Debian®-
Bereitstellung. Mit dem NetApp Interoperabilitdts-Matrix-Tool kdnnen Sie eine Liste der
unterstitzten Versionen abrufen.

Verwandte Informationen

"Gittergrundierung"
"Netzwerkrichtlinien"

"StorageGRID verwalten"

"SG100 SG1000 Services-Appliances"
"SG6000 Storage-Appliances”
"SG5700 Storage-Appliances"
"SG5600 Storage Appliances"

"NetApp Interoperabilitats-Matrix-Tool"

Anforderungen an einen Webbrowser

Sie mussen einen unterstutzten Webbrowser verwenden.

Webbrowser Unterstiitzte Mindestversion
Google Chrome 87
Microsoft Edge 87
Mozilla Firefox 84

Sie sollten das Browserfenster auf eine empfohlene Breite einstellen.

Browserbreite Pixel

Minimum 1024
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https://docs.netapp.com/de-de/storagegrid-115/primer/index.html
https://docs.netapp.com/de-de/storagegrid-115/network/index.html
https://docs.netapp.com/de-de/storagegrid-115/admin/index.html
https://docs.netapp.com/de-de/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/de-de/storagegrid-115/sg6000/index.html
https://docs.netapp.com/de-de/storagegrid-115/sg5700/index.html
https://docs.netapp.com/de-de/storagegrid-115/sg5600/index.html
https://mysupport.netapp.com/matrix

Browserbreite Pixel

Optimal 1280

Herunterladen des Wiederherstellungspakets

Die Wiederherstellungspakedatei ermoglicht Innen die Wiederherstellung des
StorageGRID-Systems bei einem Fehler.

Was Sie bendtigen
» Sie mussen Uber einen unterstiitzten Browser beim Grid Manager angemeldet sein.
» Sie mussen Uber eine Passphrase fir die Bereitstellung verfligen.

» Sie missen Uber spezifische Zugriffsberechtigungen verfligen.

Laden Sie die aktuelle Recovery Package-Datei herunter, bevor Sie Grid-Topologiednderungen am
StorageGRID-System vornehmen oder bevor Sie Software aktualisieren. Laden Sie anschlielend eine neue
Kopie des Wiederherstellungspakets herunter, nachdem Sie Anderungen an der Grid-Topologie vorgenommen
haben oder nachdem Sie die Software aktualisiert haben.

Schritte
1. Wahlen Sie Wartung > System > Wiederherstellungspaket.

2. Geben Sie die Provisionierungs-Passphrase ein, und wahlen Sie Download starten.
Der Download startet sofort.

3. Wenn der Download abgeschlossen ist:
a. Offnen Sie das . zip Datei:
b. Bestatigen Sie, dass es ein gpt-Backup-Verzeichnis und eine interne enthélt . zip Datei:
C. Entnehmen Sie die Innenseite . zip Datei:
d. Bestatigen Sie, dass Sie den 6ffnen kbnnen Passwords. txt Datei:
4. Kopieren Sie die heruntergeladene Wiederherstellungspaket-Datei (. zip) An zwei sichere und getrennte

Stellen.

Die Recovery Package-Datei muss gesichert sein, weil sie Verschlisselungsschliissel und
Passworter enthalt, die zum Abrufen von Daten vom StorageGRID-System verwendet
werden kdnnen.

Verwandte Informationen
"StorageGRID verwalten"

StorageGRID Hotfix Verfahren

Moglicherweise mussen Sie einen Hotfix auf Ihr StorageGRID-System anwenden, wenn
Probleme mit der Software zwischen Funktionsversionen erkannt und behoben werden.

StorageGRID Hotfixes enthalten Software-Anderungen, die auRerhalb einer Feature- oder Patch-Freigabe
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verfligbar gemacht werden. Die gleichen Anderungen sind in einer zukiinftigen Version enthalten. Dariiber
hinaus enthalt jede Hotfix-Version eine Roll-up aller friheren Hotfixes innerhalb der Funktion oder Patch-
Freigabe.

+ "Uberlegungen fiir die Anwendung eines Hotfix"

« "Auswirkungen auf Ihr System beim Anwenden eines Hotfix"

+ "Beschaffung der erforderlichen Materialien flr einen Hotfix"

* "Hotfix-Datei wird heruntergeladen"

» "Uberpriifen Sie den Zustand des Systems, bevor Sie einen Hotfix anwenden"

* "Anwenden des Hotfix"

Uberlegungen fiir die Anwendung eines Hotfix

Wenn Sie einen Hotfix anwenden, wird eine kumulative Reihe von Softwareupdates auf
die Knoten in Ihrem StorageGRID-System angewendet.

Ein StorageGRID-Hotfix kann nicht angewendet werden, wenn ein anderer Wartungsvorgang ausgeftihrt wird.
Sie kdnnen beispielsweise keinen Hotfix anwenden, wahrend ein Decommission-, Expansions- oder
Wiederherstellungsverfahren ausgefuhrt wird.

Wenn ein Knoten oder ein Standort stillgelegt wird, kdnnen Sie sicher einen Hotfix anwenden.

@ Darlber hinaus kénnen Sie in der Lage sein, einen Hotfix in den letzten Phasen eines
StorageGRID-Upgrade-Verfahrens anzuwenden. Weitere Informationen finden Sie in der
Anleitung zum Aktualisieren der StorageGRID-Software.

Nachdem Sie den Hotfix im Grid Manager hochgeladen haben, wird der Hotfix automatisch auf den primaren
Admin-Knoten angewendet. AnschlielRend kénnen Sie die Anwendung des Hotfix flr die Gbrigen Knoten in
Ihrem StorageGRID-System genehmigen.

Wenn ein Hotfix nicht auf einen oder mehrere Knoten angewendet wird, wird der Grund fiir den Fehler in der
Spalte Details der Hotfix-Fortschrittstabelle angezeigt. Sie missen alle Fehler beheben und den gesamten
Prozess wiederholen. Knoten mit einer zuvor erfolgreichen Anwendung des Hotfix werden in nachfolgenden
Anwendungen Ubersprungen. Sie kdbnnen den Hotfix-Prozess so oft wie erforderlich sicher wiederholen, bis
alle Knoten aktualisiert wurden. Der Hotfix muss erfolgreich auf allen Grid-Knoten installiert werden, damit die
Anwendung abgeschlossen werden kann.

Wahrend die Grid-Knoten mit der neuen Hotfix-Version aktualisiert werden, kdnnen die tatsachlichen
Anderungen in einem Hotfix nur bestimmte Dienste auf bestimmte Node-Typen beeinflussen. Ein Hotfix wirkt
sich beispielsweise nur auf den LDR-Service auf Storage Nodes aus.

Wie Hotfixes fiir die Wiederherstellung und Erweiterung eingesetzt werden

Nachdem ein Hotfix auf das Grid angewendet wurde, installiert der primare Admin-Knoten automatisch die
gleiche Hotfix-Version auf alle Knoten, die durch Wiederherstellungsvorgange wiederhergestellt oder in einer
Erweiterung hinzugefligt werden.

Wenn Sie jedoch den primaren Admin-Knoten wiederherstellen missen, missen Sie manuell die richtige
StorageGRID-Version installieren und dann den Hotfix anwenden. Die endgiltige StorageGRID-Version des
primaren Admin-Knotens muss mit der Version der anderen Nodes im Raster Ubereinstimmen.

Das folgende Beispiel zeigt, wie ein Hotfix bei der Wiederherstellung des primaren Admin-Knotens

angewendet wird:
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1. Angenommen, auf dem Grid wird eine StorageGRID 11.A.B-Version mit dem neuesten Hotfix ausgeflihrt.
Die ,GRID Version®ist 11.A.B.y.

2. Der primare Admin-Node schlagt fehl.

3. Sie stellen den primaren Admin-Node mit StorageGRID 11.A.B neu bereit und fihren das Recovery-
Verfahren durch.

Je nach Bedarf zur Anpassung der Grid-Version kénnen Sie beim Bereitstellen des Node
eine Nebenversion verwenden; es ist nicht erforderlich, das Hauptversion zuerst zu
implementieren.

4. Anschlie3end wenden Sie Hotfix 11.A.B.y auf den primaren Admin-Node an.

Verwandte Informationen

"Konfigurieren des primaren Ersatzadministratorknotens"

Auswirkungen auf Ilhr System beim Anwenden eines Hotfix

Wenn Sie einen Hotfix anwenden, mussen Sie verstehen, wie sich lhr StorageGRID-
System auswirkt.

Bei Client-Applikationen kommt es unter Umsténden zu kurzfristigen Unterbrechungen

Das StorageGRID System kann wahrend des Hotfix-Prozesses Daten von Client-Applikationen aufnehmen
und abrufen. Client-Verbindungen zu einzelnen Gateway-Nodes oder Storage-Nodes kénnen jedoch
vorubergehend unterbrochen werden, wenn der Hotfix Dienste auf diesen Knoten neu starten muss. Die
Verbindung wird wiederhergestellt, sobald der Hotfix-Prozess abgeschlossen ist und die Dienste auf den
einzelnen Knoten wieder aufgenommen werden.

Moglicherweise missen Sie Ausfallzeiten planen, um einen Hotfix anzuwenden, wenn ein kurzfristiger Verlust
der Verbindung nicht akzeptabel ist. Sie kénnen eine selektive Genehmigung verwenden, um die Planung fir
die Aktualisierung bestimmter Knoten zu planen.

Dank mehrerer Gateways und Hochverfligbarkeitsgruppen (HA-Gruppen) lassen sich wahrend

@ des Hotfix-Prozesses automatische Failovers durchflihren. Informationen zum Konfigurieren von
Hochverfiigbarkeitsgruppen finden Sie in den Anweisungen zur Administration von
StorageGRID.

Warnmeldungen und SNMP-Benachrichtigungen kénnen ausgelst werden

Warnmeldungen und SNMP-Benachrichtigungen kénnen ausgelost werden, wenn Dienste neu gestartet
werden und das StorageGRID System als Umgebung mit gemischten Versionen funktioniert (einige Grid-
Nodes mit einer friiheren Version, wahrend andere auf eine neuere Version aktualisiert wurden). Im
Allgemeinen werden diese Warnungen und Benachrichtigungen geldscht, wenn der Hotfix abgeschlossen ist.

Konfigurationsdnderungen sind eingeschrankt
Beim Anwenden eines Hotfix auf StorageGRID:
+ Nehmen Sie keine Anderungen an der Grid-Konfiguration vor (z. B. das Angeben von Grid Network

Subnets oder das Genehmigen ausstehender Grid-Nodes), bis der Hotfix auf alle Nodes angewendet
wurde.
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« Aktualisieren Sie die ILM-Konfiguration erst, wenn der Hotfix auf alle Knoten angewendet wurde.

Beschaffung der erforderlichen Materialien fiir einen Hotfix

Bevor Sie einen Hotfix anwenden, missen Sie alle erforderlichen Materialien erhalten.

Element

StorageGRID-Hotfix-Datei

* Netzwerkport
» Unterstutzter Webbrowser
« SSH-Client (z. B. PuTTY)

Wiederherstellungspaket (. zip)
Datei

Passwords.txt-Datei

Provisioning-Passphrase

Zugehdrige Dokumentation

Verwandte Informationen

"Hotfix-Datei wird heruntergeladen"

Hinweise

Sie mussen die StorageGRID-Hotfix-Datei herunterladen.

Siehe ,Webbrowser-Anforderungen®.

Vor dem Anwenden eines Hotfix, laden Sie die neueste
Wiederherstellungspaket-Datei herunter, falls wahrend des Hotfix
Probleme auftreten.dann, nachdem der Hotfix angewendet wurde, laden
Sie eine neue Kopie der Recovery Package-Datei herunter und
speichern Sie sie an einem sicheren Ort. Mit der aktualisierten
Wiederherstellungspaket-Datei konnen Sie das System
wiederherstellen, wenn ein Fehler auftritt.

Optional und nur verwendet, wenn Sie einen Hotfix manuell mit dem
SSH-Client anwenden. Der Passwords. txt Die Datei istim
GENANNTEN Paket enthalten, das Teil des Wiederherstellungspakets
ist . zip Datei:

Die Passphrase wird erstellt und dokumentiert, wenn das StorageGRID-
System zum ersten Mal installiert wird. Die Provisionierungs-Passphrase
wird im nicht aufgefiihrt Passwords. txt Datei:

readme. txt Datei flr den Hotfix. Diese Datei ist auf der Download-
Seite des Hotfix enthalten. Schauen Sie sich die an readme Vor dem
Anwenden des Hotfix sorgfaltig ablesen.

"Herunterladen des Wiederherstellungspakets"

Hotfix-Datei wird heruntergeladen

Sie mussen die Hotfix-Datei herunterladen, bevor Sie den Hotfix anwenden konnen.

Schritte

1. StorageGRID finden Sie auf der Seite zu NetApp Downloads.

"NetApp Downloads: StorageGRID"
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https://mysupport.netapp.com/site/products/all/details/storagegrid/downloads-tab

2. Wahlen Sie den Pfeil nach unten unter Verfiigbare Software, um eine Liste der Hotfixes anzuzeigen, die

zum Herunterladen verfligbar sind.
@ Hotfix-Dateiversionen haben das Formular: 11.4.x.y.
3. Uberprifen Sie die Anderungen, die im Update enthalten sind.

Wenn Sie gerade den primaren Admin-Knoten wiederhergestellt haben und einen Hotfix
anwenden mussen, wahlen Sie die gleiche Hotfix-Version, die auf den anderen Grid-Knoten
installiert ist.

a. Wahlen Sie die Hotfix-Version, die Sie herunterladen mochten, und wahlen Sie Go.
b. Melden Sie sich mit Ihrem Benutzernamen und Passwort fur Ihr NetApp Konto an.

c. Lesen und akzeptieren Sie die Endnutzer-Lizenzvereinbarung.

Die Download-Seite fir die ausgewahlte Version wird angezeigt.

d. Hotfix herunterladen readme . txt Datei zum Anzeigen einer Zusammenfassung der Anderungen, die

im Hotfix enthalten sind.

4. Wahlen Sie die Download-Schaltflache fiir den Hotfix, und speichern Sie die Datei.

@ Andern Sie den Namen dieser Datei nicht.

Wenn Sie ein macOS-Gerat verwenden, wird die Hotfix-Datei moéglicherweise automatisch
als gespeichert . txt Datei: Wenn dies der Fall ist, missen Sie die Datei ohne umbenennen
. txt Erweiterung.

5. Wahlen Sie einen Speicherort fir den Download aus, und wahlen Sie Speichern.

Verwandte Informationen
"Konfigurieren des primaren Ersatzadministratorknotens"

Uberpriifen Sie den Zustand des Systems, bevor Sie einen Hotfix anwenden
Sie mussen Uberpriufen, ob das System bereit ist, um den Hotfix aufzunehmen.

1. Melden Sie sich Uber einen unterstitzten Browser beim Grid Manager an.

2. Stellen Sie, falls moglich, sicher, dass das System ordnungsgemal ausgefihrt wird und dass alle Grid-
Nodes mit dem Grid verbunden sind.

Verbundene Knoten weisen grine Hakchen auf ++ Auf der Seite Knoten.
3. Uberpriifen Sie, ob und beheben Sie alle aktuellen Warnmeldungen, wenn méglich.

Informationen zu bestimmten Warnmeldungen finden Sie in den Anweisungen zum Monitoring und zur
Fehlerbehebung von StorageGRID.

4. Stellen Sie sicher, dass keine weiteren Wartungsverfahren wie Upgrades, Wiederherstellungen,
Erweiterungen oder Stillstandsmafinahmen ausgefihrt werden.
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Sie sollten warten, bis alle aktiven Wartungsvorgange abgeschlossen sind, bevor Sie einen Hotfix
anwenden.

Ein StorageGRID-Hotfix kann nicht angewendet werden, wenn ein anderer Wartungsvorgang ausgeftihrt
wird. Sie kdnnen beispielsweise keinen Hotfix anwenden, wahrend ein Decommission-, Expansions- oder
Wiederherstellungsverfahren ausgefihrt wird.

Wenn ein Knoten oder ein Standort stillgelegt wird, kbnnen Sie sicher einen Hotfix

@ anwenden. Darliber hinaus kénnen Sie in der Lage sein, einen Hotfix in den letzten Phasen
eines StorageGRID-Upgrade-Verfahrens anzuwenden. Weitere Informationen finden Sie in
der Anleitung zum Aktualisieren der StorageGRID-Software.

Verwandte Informationen
"Monitor Fehlerbehebung"”

"Anhalten und Fortsetzen des Stilllegen-Prozesses fiir Storage Nodes"

Anwenden des Hotfix

Der Hotfix wird zuerst automatisch auf den primaren Admin-Knoten angewendet.
Anschlie3}end missen Sie die Anwendung des Hotfix flr andere Grid-Knoten
genehmigen, bis alle Knoten dieselbe Softwareversion ausfuhren. Sie kdnnen die
Genehmigungssequenz anpassen, indem Sie auswahlen, ob einzelne Grid-Nodes,
Gruppen von Grid-Nodes oder alle Grid-Nodes genehmigt werden sollen.

Was Sie bendtigen

+ Sie haben alle Uberlegungen gepriift und alle Schritte in “Hotfix Planung und Vorbereitung.”
abgeschlossen.

» Sie missen Uber eine Passphrase fir die Bereitstellung verfigen.
» Sie missen Uber Root Access oder die Wartungsberechtigung verfligen.

 Sie kénnen die Anwendung eines Hotfix auf einen Knoten verzégern. Der Hotfix-Prozess ist jedoch erst
abgeschlossen, wenn Sie den Hotfix auf alle Knoten anwenden.

 Sie kénnen erst nach Abschluss des Hotfix-Vorgangs ein StorageGRID Software-Upgrade oder ein
SANTtricity OS-Upgrade durchflhren.

Schritte
1. Melden Sie sich Uber einen unterstiitzten Browser beim Grid Manager an.

2. Wahlen Sie Wartung System Software-Update.

Die Seite Software-Aktualisierung wird angezeigt.
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Software Update

You can upgrade StorageGRID software. apply a hotfix. or upgrade the SANtricity OS software on StorageGRID storage appliances.

« To perform a major version upgrade of StorageGRID, see the instructions for upgrading StorageGRID, and then select StorageGRID Upgrade.

« To apply a hotfix to all nedes in your system, see "Hoffix procedure” in the recovery and maintenance instructions, and then select StorageGRID Hotfix.

« To upgrade SANtricity OS software on a storage controller, see "Upgrading SANtricity OS5 Software on the storage controllers” in the installation and maintenance
instructions for your storage appliance, and then select SANtricity OS:

SGE000 appliance installation and maintenance
SG5700 appliance installation and maintenance

SG5600 appliance installation and maintenance

StorageGRID Upgrade

StorageGRID Hotfix

SANfricity OS

3. Wahlen Sie StorageGRID Hotfix.

Die Seite StorageGRID Hotfix wird angezeigt.

StorageGRID Hotfix

Before starting the hotfix process, you must confirm that there are no active alerts and that all grid nodes are online and available.

When the primary Admin Node is updated, services are stopped and restarted. Connectivity might be interrupted until the services are

back online.

Hotfix file

Hotfixfile @

Browse

Passphrase

Provisioning Passphrase @

4. Wahlen Sie die Hotfix-Datei aus, die Sie von der NetApp Support-Webseite heruntergeladen haben.

a. Wahlen Sie Durchsuchen.

b. Suchen und wahlen Sie die Datei aus.

hotfix-install-version

c. Wahlen Sie Offen.

Die Datei wurde hochgeladen. Nach Abschluss des Uploads wird der Dateiname im Feld Details

angezeigt.
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(D Andern Sie den Dateinamen nicht, da er Teil des Verifizierungsvorgangs ist.

StorageGRID Hotfix

Before starting the hotfix process, you must confirm that there are no active alerts and that all grid nodes are online and available.

When the primary Admin Node is updated, services are stopped and restarted. Conneactivity might be interrupted until the services are

back online.
Hotfix file
Hotfix file @ Brovize
Details @ hotfix-install-11.5.0.1
Passphrase

Provisioning Passphrase @

" hotfix-install-11.5.0 1

5. Geben Sie die Provisionierungs-Passphrase in das Textfeld ein.

Die Schaltflache Start wird aktiviert.

StorageGRID Hotfix

Before starting the hotfix process, you must confirm that there are no active alerts and that all grid nodes are online and available.

When the primary Admin Node is updated, services are stopped and restarted. Connectivity might be interrupted until the services are

" hotfix-install-11.5.0.1

back online.
Hotfix file
Hoffix file @ Browse
Details @ hotfix-install-11.5.0.1
Passphrase
Provisioning Passphrase @ ceraend

6. Wahlen Sie Start.

]

Eine Warnung wird angezeigt, dass die Verbindung lhres Browsers voribergehend unterbrochen wird, da
Dienste auf dem primaren Admin-Knoten neu gestartet werden.

7. Wahlen Sie OK, um mit der Anwendung des Hotfix auf den primaren Admin-Knoten zu beginnen.
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Wenn der Hotfix beginnt:

a. Die Hotfix-Validierungen werden ausgefiihrt.

@ Wenn Fehler gemeldet werden, beheben Sie sie, laden Sie die Hotfix-Datei erneut hoch
und wahlen Sie erneut Start aus.

b. Die Tabelle mit dem Hotfix-Installationsfortschritt wird angezeigt. Diese Tabelle zeigt alle Knoten in
Ihrem Raster und die aktuelle Phase der Hotfix-Installation flir jeden Knoten. Die in der Tabelle
aufgeftihrten Nodes sind nach Typ gruppiert:

= Admin-Nodes
= Gateway-Nodes

= Storage-Nodes

= Archiv-Nodes

@ Der Fortschrittsbalken erreicht den Abschluss, und dann wird der primare Admin-Node
zuerst mit der Phase ,Complete” angezeigt.

Hotfix Installation Progress

A Admin Nodes - 1 out of 1 complated

Q

Site IT Name i1 Progress Ll Swuge 11 Detalls {1 Action

Vancouver VTC-ADM1-101-191 _ Complate

8. Sortieren Sie die Listen der Knoten in jeder Gruppierung in aufsteigender oder absteigender Reihenfolge
nach Site, Name, Progress, Stage oder Details. Oder geben Sie einen Begriff in das Feld Suche ein, um
nach bestimmten Knoten zu suchen.

9. Genehmigen Sie die Grid-Knoten, die aktualisiert werden kdnnen. Genehmigte Nodes desselben Typs
werden nacheinander aktualisiert.

Genehmigen Sie den Hotfix nicht flir einen Knoten, es sei denn, Sie sind sicher, dass der
Knoten bereit ist, aktualisiert zu werden.Wenn das Hotfix auf einen Grid-Knoten angewendet

@ wird, werden einige Dienste auf diesem Knoten mdglicherweise neu gestartet. Diese
Vorgange konnen zu Serviceunterbrechungen fiir Clients fuhren, die mit dem Node
kommunizieren.

o Wahlen Sie eine oder mehrere Genehmigen-Schaltflaichen, um einen oder mehrere einzelne Knoten
zur Hotfix-Warteschlange hinzuzufiigen.

o Wahlen Sie in jeder Gruppierung die Schaltflache Alle genehmigen aus, um alle Knoten desselben
Typs der Hotfix-Warteschlange hinzuzufligen. Wenn Sie Suchkriterien im Feld Suche eingegeben
haben, gilt die Schaltflache Alle genehmigen fir alle durch die Suchkriterien ausgewahlten Knoten.
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®

Die Schaltflache Alle genehmigen oben auf der Seite genehmigt alle Knoten, die auf
der Seite aufgefuhrt sind, wahrend die Schaltflache Alle genehmigen oben in einer
Tabellengruppierung nur alle Knoten in dieser Gruppe genehmigt. Wenn die
Reihenfolge, in der Knoten aktualisiert werden, wichtig ist, genehmigen Sie Knoten oder
Gruppen von Knoten jeweils eins und warten Sie, bis das Upgrade auf jedem Knoten

abgeschlossen ist, bevor Sie den nachsten Knoten genehmigen.

o Wahlen Sie oben auf der Seite die Schaltflache Alle genehmigen aus, um alle Knoten im Raster zur
Hotfix-Warteschlange hinzuzufiigen.

Sie mussen den StorageGRID-Hotfix abschlief3en, bevor Sie ein anderes
Softwareupdate starten konnen. Wenn Sie den Hotfix nicht abschliellen kénnen,
wenden Sie sich an den technischen Support.

10. Wenn Sie einen Knoten oder alle Knoten aus der Hotfix-Warteschlange entfernen miissen, wahlen Sie

1.

12.

Entfernen oder Alle entfernen.

Wie im Beispiel gezeigt, wird die Phase Uber ,Queued® hinaus ausgeblendet und Sie kénnen den Knoten
nicht mehr aus dem Hotfix-Prozess entfernen.

# Slorage Nodes - 1 oul of 9 completed

Site 11 Mame
Raleigh

Raleigh

Ralesgh

Sunnyvala
Sunnyvale
Sunnyvale
Vancouver
Vancouver

Vancouver

Warten Sie, bis der Hotfix auf jeden genehmigten Grid-Knoten angewendet wird.

Il Progress!l Stage 1T petaits

RAL-S1-101-196
RAL-82-101-187
RAL-53-101-188
SVL-51-101-189
SVL-52-101-83
«BVL-83-101-94
VTC-S1-101-183
VTC-52-101-194
VTC-83-101-195

Queusd

Complete

Queued

Queued

Waiting for you o approve
Waiting for you to approve
Walting for you 1o approve
Waiting for you o approve

Waiing for you to approve

Q

i1 Action

fHa0a00 [

Wenn der Hotfix erfolgreich auf allen Knoten installiert wurde, wird die Fortschrittstabelle fiir die Hotfix-
Installation geschlossen. Ein griines Banner zeigt das Datum und die Uhrzeit an, zu der der Hotfix
abgeschlossen wurde.

Wenn der Hotfix nicht auf alle Knoten angewendet werden konnte, Uberprifen Sie den Fehler fir jeden

Knoten, beheben Sie das Problem und wiederholen Sie diese Schritte.

Der Vorgang ist erst abgeschlossen, wenn der Hotfix auf alle Knoten angewendet wurde. Sie kénnen den
Hotfix-Prozess so oft wie nétig wiederholen, bis er abgeschlossen ist.

Verwandte Informationen
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"Hotfix Planung und Vorbereitung"
"StorageGRID verwalten"

"Monitor Fehlerbehebung"

Verfahren zur Recovery von Grid-Nodes

Wenn ein Grid-Node ausfallt, konnen Sie ihn wiederherstellen, indem Sie den
fehlerhaften physischen oder virtuellen Server ersetzen, die StorageGRID Software neu
installieren und wiederherstellbare Daten wiederherstellen.

Grid Nodes kénnen ausfallen, wenn ein Hardware-, Virtualisierungs-, Betriebssystem- oder Softwarefehler den
Node funktionsunfahig oder unzuverlassig macht. Es gibt viele Arten von Fehlern, die die Notwendigkeit zur
Wiederherstellung eines Grid-Node auslésen kénnen.

Die Schritte zur Wiederherstellung eines Grid-Node sind abhangig von der Plattform, auf der der der Grid-
Node gehostet wird, und vom Typ des Grid-Nodes. Jeder Grid-Node-Typ verfiigt tiber eine bestimmte
Recovery-Prozedur, die Sie genau befolgen missen.

Im Allgemeinen versuchen Sie, soweit mdglich Daten vom ausgefallenen Grid Node aufzubewahren,
reparieren oder ersetzen den ausgefallenen Node, verwenden den Grid Manager zum Konfigurieren des
Ersatz-Node und stellen die Daten des Node wieder her.

Wenn eine gesamte StorageGRID Site ausfallt, wenden Sie sich an den technischen Support.

@ Der technische Support arbeitet mit Innen zusammen an der Entwicklung und Umsetzung eines
Site Recovery-Plans, der die wiederherzustellenden Datenmenge maximiert und Ihre
Geschéftsziele erreicht.

Verwandte Informationen

"Durchflhren der Standortwiederherstellung durch den technischen Support"

Warnungen und Uberlegungen fiir die Wiederherstellung von Grid Nodes

Wenn ein Grid-Node ausfallt, missen Sie ihn so schnell wie moglich wiederherstellen.
Bevor Sie beginnen, missen Sie alle Warnungen und Uberlegungen fiir die Node-
Wiederherstellung prufen.

StorageGRID ist ein verteiltes System, das aus mehreren Knoten besteht, die miteinander

@ arbeiten. Verwenden Sie keine Festplattenschnappschiisse, um Grid-Knoten
wiederherzustellen. Beachten Sie stattdessen die Recovery- und Wartungsablaufe fir jeden
Node-Typ.

Einige der Grunde fur die baldige Wiederherstellung eines ausgefallenen Grid-Node sind:
 Ein ausgefallener Grid-Node verringert die Redundanz von System- und Objektdaten, sodass Sie anfallig
fur dauerhaften Datenverlust sind, wenn ein anderer Node ausfallt.
* Ein ausgefallener Grid-Node kann sich auf die Effizienz des taglichen-bis-taglichen Betriebs auswirken.
+ Ein ausgefallener Grid-Node kann die Uberwachung des Systembetriebs verringern.

 Ein ausgefallener Grid-Node kann zu einem internen Serverfehler von 500 fihren, wenn strenge ILM-
Regeln vorhanden sind.
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* Wenn ein Grid-Node nicht sofort wiederhergestellt wird, kann es zu einer Zunahme der Recovery-Zeiten
kommen. So kdnnen sich beispielsweise Warteschlangen entwickeln, die vor Abschluss der
Wiederherstellung geldscht werden mussen.

Befolgen Sie immer das Recovery-Verfahren fiir den spezifischen Typ des Grid-Node, den Sie
wiederherstellen. Die Wiederherstellungsverfahren variieren flr primare oder nicht primare Admin-Nodes,
Gateway-Nodes, Archiv-Nodes, Appliance-Nodes und Storage-Nodes.

Voraussetzungen fiir die Wiederherstellung von Grid-Nodes

Bei der Wiederherstellung der Grid-Nodes werden alle folgenden Bedingungen vorausgesetzt:

* Die fehlerhafte physische oder virtuelle Hardware wurde ersetzt und konfiguriert.

+ Die Version fir das Installationsprogramm der StorageGRID Appliance auf der Ersatz-Appliance entspricht
der Softwareversion Ihres StorageGRID Systems, wie in der Hardwareinstallation und -Wartung zum
Uberpriifen und Aktualisieren der Installationsversion der StorageGRID Appliance beschrieben.

> "SG100 SG1000 Services-Appliances"
> "SG5600 Storage Appliances”
> "SG5700 Storage-Appliances"
> "SG6000 Storage-Appliances"

* Wenn Sie einen anderen Grid-Node als den primaren Admin-Node wiederherstellen, besteht die
Verbindung zwischen dem wiederherzustellenden Grid-Node und dem primaren Admin-Node.

Reihenfolge der Knotenwiederherstellung, wenn ein Server, der mehr als einen Grid-Knoten hostet, ausfallt

Wenn ein Server, der mehr als einen Grid-Node hostet, ausfallt, kénnen Sie die Knoten in beliebiger
Reihenfolge wiederherstellen. Wenn der ausgefallene Server jedoch den primaren Admin-Node hostet,
mussen Sie diesen Knoten zuerst wiederherstellen. Die Wiederherstellung des primaren Admin-Knotens
verhindert, dass andere Knoten-Wiederherstellungen angehalten werden, wahrend sie warten, bis der primare
Admin-Node kontaktiert wird.

IP-Adressen fiir wiederhergestellte Knoten

Versuchen Sie nicht, einen Node mithilfe einer IP-Adresse wiederherzustellen, die derzeit einem anderen Node
zugewiesen ist. Wenn Sie den neuen Node implementieren, verwenden Sie die aktuelle IP-Adresse des
ausgefallenen Nodes oder eine nicht genutzte IP-Adresse.

Sammeln der erforderlichen Materialien fiir die Recovery von Grid Nodes

Bevor Sie WartungsmalRnahmen durchfuhren, mussen Sie sicherstellen, dass die zur
Wiederherstellung eines ausgefallenen Grid-Node erforderlichen Materialien vorhanden
sind.
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Element

StorageGRID Installationsarchiv

Wiederherstellungspaket . zip
Datei

Passwords.txt Datei

Provisioning-Passphrase

Aktuelle Dokumentation fur lhre
Plattform

Verwandte Informationen

Hinweise

Wenn Sie einen Grid-Knoten wiederherstellen missen, benétigen Sie
das StorageGRID Installationsarchiv fir Ihre Plattform.

Hinweis: Sie missen keine Dateien herunterladen, wenn Sie
fehlgeschlagene Speichervolumen auf einem Speicherknoten
wiederherstellen.

Erhalten Sie eine Kopie des aktuellsten Wiederherstellungspakets . zip
Datei: sgws-recovery-package-id-revision.zip

Der Inhalt des . zip Die Datei wird jedes Mal aktualisiert, wenn das
System geandert wird. Sie werden aufgefordert, die aktuellste Version
des Wiederherstellungspakets nach dem Speichern dieser Anderungen
an einem sicheren Ort zu speichern. Verwenden Sie die neueste Kopie,
um nach Grid-Ausfallen eine Wiederherstellung durchzufihren.

Wenn der primare Admin-Node normal funktioniert, kénnen Sie das
Wiederherstellungspaket aus dem Grid Manager herunterladen. Wahlen
Sie Wartung System Wiederherstellungspaket.

Wenn Sie nicht auf den Grid Manager zugreifen kénnen, kdnnen Sie auf
einigen Speicherknoten, die den ADC-Dienst enthalten, verschllsselte
Kopien des Wiederherstellungspakets finden. Untersuchen Sie auf
jedem Speicherknoten diesen Speicherort fir das
Wiederherstellungspaket: /var/local/install/sgws-recovery-
package-grid-id-revision.zip.gpg Verwenden Sie das
Wiederherstellungspaket mit der hochsten Versionsnummer.

Enthalt die Passworter, die fur den Zugriff auf Grid-Nodes in der
Befehlszeile erforderlich sind. Im Wiederherstellungspaket enthalten.

Die Passphrase wird erstellt und dokumentiert, wenn das StorageGRID-
System zum ersten Mal installiert wird. Die Provisionierungs-Passphrase
befindet sich nicht im Passwords. txt Datei:

Die derzeit unterstltzten Versionen lhrer Plattform finden Sie im
Interoperabilitats-Matrix-Tool.

"NetApp Interoperabilitats-Matrix-Tool"

Dokumentation finden Sie auf der Website des Plattformanbieters.

"Herunterladen und Extrahieren der StorageGRID-Installationsdateien”

"Anforderungen an einen Webbrowser"
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Herunterladen und Extrahieren der StorageGRID-Installationsdateien

Bevor Sie StorageGRID Grid-Nodes wiederherstellen konnen, mussen Sie die Software
herunterladen und die Dateien extrahieren.

Sie mussen die Version von StorageGRID verwenden, die derzeit im Raster ausgeflhrt wird.

Schritte

1. Bestimmen Sie, welche Version der Software derzeit installiert ist. Gehen Sie vom Grid Manager zu Hilfe
tiber.

2. StorageGRID finden Sie auf der Seite zu NetApp Downloads.
"NetApp Downloads: StorageGRID"

3. Wahlen Sie die Version von StorageGRID aus, die derzeit im Grid ausgefuhrt wird.
StorageGRID-Software-Versionen haben dieses Format: 11.x.y.

4. Melden Sie sich mit Ihrem Benutzernamen und Passwort fir Ihr NetApp Konto an.

5. Lesen Sie die Endbenutzer-Lizenzvereinbarung, aktivieren Sie das Kontrollkastchen und wahlen Sie dann
Akzeptieren und fortfahren.

6. Wahlen Sie in der Spalte Install StorageGRID der Download-Seite die aus . tgz Oder . zip Datei flr Ihre
Plattform.

Die in der Archivdatei der Installation angezeigte Version muss mit der Version der derzeit installierten
Software Ubereinstimmen.

Verwenden Sie die . zip Datei, wenn Sie Windows ausflihren.

Plattform Installationsarchiv

VMware StorageGRID-Webscale-version-VMware-uniquelD.zip StorageGRID-
Webscale-Version-VMware-uniquelD.tgz

Red hat Enterprise Linux oder StorageGRID-Webscale-version-RPM-uniquelD.zip StorageGRID-
CentOS Webscale-Version-RPM-uniquelD.tgz

Ubuntu oder Debian StorageGRID-Webscale-version-DEB-uniquelD.zip StorageGRID-
Webscale-Version-DEB-uniquelD.tgz
Oder Appliances

OpenStack oder anderen Die von NetApp bereitgestellten Festplattendateien und Skripte fir

Hypervisor Virtual Machines von OpenStack werden fiir Recovery-Vorgange nicht
mehr unterstitzt. Wenn Sie einen Knoten wiederherstellen missen,
der in einer OpenStack-Implementierung ausgefihrt wird, laden Sie
die Dateien fur lhr Linux-Betriebssystem herunter. Befolgen Sie dann
das Verfahren zum Ersetzen eines Linux-Knotens.

7. Laden Sie die Archivdatei herunter und extrahieren Sie sie.

8. Befolgen Sie den entsprechenden Schritt fiir Ihre Plattform und wahlen Sie die Dateien aus, die Sie
bendtigen, basierend auf Ihrer Plattform und den Grid-Nodes, die Sie wiederherstellen missen.
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Die im Schritt fur jede Plattform aufgefiihrten Pfade beziehen sich auf das von der Archivdatei installierte
Verzeichnis auf der obersten Ebene.

9. Wenn Sie ein VMware-System wiederherstellen, wahlen Sie die entsprechenden Dateien aus.

Pfad und Dateiname Beschreibung

Eine Textdatei, die alle in der StorageGRID-
Download-Datei enthaltenen Dateien beschreibt.

Eine kostenlose Lizenz, die keinen Support-
Anspruch auf das Produkt bietet.

Ivsphere/NetApp-SG-Version-SHA.vmdk Die Festplattendatei fur Virtual Machines, die als
Vorlage fur die Erstellung von Grid-Node-Virtual
Machines verwendet wird.

Die Vorlagendatei ,Open Virtualization Format®
(.ovf) Und Manifest-Datei (.mf) Fir die
Bereitstellung des primaren Admin-Knotens.

Die Vorlagendatei (. ovf) Und Manifest-Datei (. mf)
Far die Bereitstellung von nicht-primaren Admin-

Knoten.
Ivsphere/vsphere-Archive.ovf ./vsphere/vsphere- Die Vorlagendatei (. ovf) Und Manifest-Datei (. mf)
Archive.mf Fir die Bereitstellung von Archiv-Knoten.

Die Vorlagendatei (. ovf) Und Manifest-Datei (. mf)
Fir die Bereitstellung von Gateway-Knoten.

Die Vorlagendatei (. ovf) Und Manifest-Datei (. mf)
Zur Bereitstellung von virtuellen Maschinen-
basierten Speicherknoten.

Tool zur Implementierung von Skripten Beschreibung

Ein Bash Shell-Skript, das zur Automatisierung der
Implementierung virtueller Grid-Nodes verwendet
wird.

Eine Beispielkonfigurationsdatei fur die Verwendung
mit dem deploy-vsphere-ovftool.sh Skript:

Ein Python-Skript zur Automatisierung der
Konfiguration eines StorageGRID Systems.
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Pfad und Dateiname

Beschreibung

Ein Python-Skript zur Automatisierung der
Konfiguration von StorageGRID Appliances

Ein Beispiel-Python-Skript, mit dem Sie sich bei
aktivierter Single-Sign-On-Funktion bei der Grid-
Management-AP| anmelden kénnen.

Eine Beispielkonfigurationsdatei fir die Verwendung
mit dem configure-storagegrid.py Skript:

Eine leere Konfigurationsdatei fir die Verwendung
mit dem configure-storagegrid.py Skript:

10. Wenn Sie ein Red hat Enterprise Linux oder CentOS System wiederherstellen, wahlen Sie die

entsprechenden Dateien aus.

Pfad und Dateiname

Tool zur Implementierung von Skripten
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Beschreibung

Eine Textdatei, die alle in der StorageGRID-
Download-Datei enthaltenen Dateien beschreibt.

Eine kostenlose Lizenz, die keinen Support-
Anspruch auf das Produkt bietet.

RPM Paket fur die Installation der StorageGRID
Node Images auf lhren RHEL- oder CentOS-Hosts.

RPM Paket fiir die Installation des StorageGRID
Host Service auf lhren RHEL- oder CentOS-Hosts.

Beschreibung

Ein Python-Skript zur Automatisierung der
Konfiguration eines StorageGRID Systems.

Ein Python-Skript zur Automatisierung der
Konfiguration von StorageGRID Appliances

Eine Beispielkonfigurationsdatei fur die Verwendung
mit dem configure-storagegrid.py Skript:

Ein Beispiel-Python-Skript, mit dem Sie sich bei
aktivierter Single-Sign-On-Funktion bei der Grid-
Management-APl anmelden kénnen.



Pfad und Dateiname

Beschreibung

Eine leere Konfigurationsdatei fur die Verwendung
mit dem configure-storagegrid.py Skript:

Beispiel fur die Ansible-Rolle und das Playbook zur
Konfiguration von RHEL- oder CentOS-Hosts fiir die
Implementierung von StorageGRID Containern Die
Rolle oder das Playbook kénnen Sie nach Bedarf
anpassen.

11. Wenn Sie ein Ubuntu oder Debian-System wiederherstellen, wahlen Sie die entsprechenden Dateien aus.

Pfad und Dateiname

Tool zur Implementierung von Skripten

Beschreibung

Eine Textdatei, die alle in der StorageGRID-
Download-Datei enthaltenen Dateien beschreibt.

Eine NetApp Lizenzdatei, die nicht in der
Produktionsumgebung enthalten ist und fur Tests
und Proof of Concept-Implementierungen genutzt
werden kann

DEB-Paket zum Installieren der StorageGRID-
Knoten-Images auf Ubuntu oder Debian-Hosts.

MD5-Prifsumme flr die Datei
/debs/storagegrid-webscale-images-
version-SHA.deb

DEB-Paket zur Installation des StorageGRID-
Hostdienstes auf Ubuntu oder Debian-Hosts.

Beschreibung

Ein Python-Skript zur Automatisierung der
Konfiguration eines StorageGRID Systems.

Ein Python-Skript zur Automatisierung der
Konfiguration von StorageGRID Appliances

Ein Beispiel-Python-Skript, mit dem Sie sich bei
aktivierter Single-Sign-On-Funktion bei der Grid-
Management-APl anmelden kdnnen.

Eine Beispielkonfigurationsdatei fur die Verwendung
mit dem configure-storagegrid.py Skript:
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Pfad und Dateiname

Beschreibung

Eine leere Konfigurationsdatei fur die Verwendung
mit dem configure-storagegrid.py Skript:

Beispiel-Rolle und Playbook flir Ansible zur
Konfiguration von Ubuntu oder Debian-Hosts fir die
Implementierung von StorageGRID-Containern Die
Rolle oder das Playbook kénnen Sie nach Bedarf
anpassen.

12. Wenn Sie ein Appliance-basiertes StorageGRID-System wiederherstellen, wahlen Sie die entsprechenden

Dateien aus.

Pfad und Dateiname

Beschreibung

DEB-Paket zum Installieren der StorageGRID Node
Images auf den Geraten.

Prifsumme des DEB-Installationspakets, das vom
Installationsprogramm der StorageGRID-Appliance
verwendet wird, um zu Uberprifen, ob das Paket
nach dem Hochladen intakt ist.

Hinweis: fiir die Installation von Geraten sind diese Dateien nur erforderlich, wenn Sie den
Netzwerkverkehr vermeiden missen. Die Appliance kann die erforderlichen Dateien vom primaren Admin-

Knoten herunterladen.

Verwandte Informationen
"VMware installieren"

"Installieren Sie Red hat Enterprise Linux oder CentOS"

"Installieren Sie Ubuntu oder Debian"

Auswihlen eines Wiederherstellungsverfahrens fiir Knoten

Sie mussen den korrekten Wiederherstellungsvorgang fur den Typ des fehlgeschlagenen

Knotens auswahlen.

Grid-Node

Mehr als ein Storage-Node
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Wiederherstellungsvorgang

Wenden Sie sich an den technischen Support. Wenn mehrere Storage-
Nodes ausgefallen sind, muss der technische Support bei der Recovery
Unterstutzung leisten, um Inkonsistenzen zu Datenbanken zu
vermeiden, die zu Datenverlusten fihren kénnen. Moglicherweise ist ein
Wiederherstellungsverfahren fur Standorte erforderlich.

"Durchfihren der Standortwiederherstellung durch den technischen
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Grid-Node

Ein einzelner Storage-Node

Admin-Node

Gateway-Node

Archiv-Node

Wiederherstellungsvorgang

Das Speicherknoten-Wiederherstellungsverfahren hangt vom Typ und
der Dauer des Ausfalls ab.

"Wiederherstellung nach Storage-Node-Ausfallen”

Das Verfahren Admin-Knoten hangt davon ab, ob Sie den primaren
Admin-Knoten oder einen nicht-primaren Admin-Knoten
wiederherstellen missen.

"Wiederherstellung bei Ausfallen von Admin-Nodes"
"Wiederherstellung nach Gateway-Node-Ausfallen".

"Wiederherstellung nach Ausfallen des Archivierungs-Nodes".

Wenn ein Server, der mehr als einen Grid-Node hostet, ausfallt, konnen Sie die Knoten in
beliebiger Reihenfolge wiederherstellen. Wenn der ausgefallene Server jedoch den primaren

@ Admin-Node hostet, missen Sie diesen Knoten zuerst wiederherstellen. Die Wiederherstellung
des primaren Admin-Knotens verhindert, dass andere Knoten-Wiederherstellungen angehalten
werden, wahrend sie warten, bis der primare Admin-Node kontaktiert wird.

Wiederherstellung nach Storage-Node-Ausfillen

Das Verfahren zur Wiederherstellung eines fehlgeschlagenen Speicherknoten hangt von
der Art des Fehlers und dem Typ des fehlgeschlagenen Speicherknoten ab.

Verwenden Sie diese Tabelle, um das Wiederherstellungsverfahren fiir einen fehlgeschlagenen

Speicherknoten auszuwahlen.
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Problem

* Mehr als ein Speicherknoten ist
ausgefallen.

» Ein zweiter Speicherknoten ist
weniger als 15 Tage nach
Ausfall oder Wiederherstellung
eines Speicherknotens
ausgefallen.

Dies schlie3t den Fall ein, dass
ein Speicherknoten wahrend
der Wiederherstellung eines
anderen Speicherknoten noch
in Arbeit ist.

Ein Speicherknoten ist seit mehr
als 15 Tagen offline.

Ein Appliance-Speicherknoten ist
fehlgeschlagen.

Ein oder mehrere Storage-Volumes
sind ausgefallen, das
Systemlaufwerk ist jedoch intakt
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Aktion

Wenden Sie sich an den
technischen Support.

"Wiederherstellen eines
Speicherknoten, der langer als 15
Tage ausgefallen ist"

"Wiederherstellen eines
Speicherknoten fur StorageGRID-
Gerate"

Hinweise

Wenn sich alle ausgefallenen
Speicherknoten am selben
Standort befinden, ist es
maoglicherweise erforderlich, ein
Verfahren zur
Standortwiederherstellung
durchzufiihren.

Der technische Support prift lhre
Situation und erstellt einen
Recovery-Plan.

"Durchflhren der
Standortwiederherstellung durch
den technischen Support"

Die Wiederherstellung von mehr
als einem Storage-Node (oder
mehr als einem Storage-Node
innerhalb von 15 Tagen) kann die
Integritat der Cassandra-
Datenbank beeintrachtigen, was zu
Datenverlust fuhren kann.

Der technische Support kann
bestimmen, wann die
Wiederherstellung eines zweiten
Storage Node sicher gestartet
werden kann.

Hinweis: Wenn mehr als ein
Speicherknoten, der den ADC-
Dienst enthéalt, an einem Standort
ausfallt, verlieren Sie alle
ausstehenden
Plattformdienstanfragen fur diesen
Standort.

Dieses Verfahren ist erforderlich,
um die Integritat der Cassandra-
Datenbank sicherzustellen.

Das Wiederherstellungsverfahren
fur Appliance Storage Nodes ist bei
allen Ausfallen gleich.

"Die Wiederherstellung nach einem Dieses Verfahren wird fir
Ausfall des Storage-Volumes ist bei softwarebasierte Speicherknoten

intaktem Systemlaufwerk moglich"

verwendet.



Problem Aktion Hinweise

Das Systemlaufwerk ist "Wiederherstellung nach einem Das Verfahren zum Austausch der

ausgefallen. Systemausfall" Nodes hangt von der
Implementierungsplattform ab und
ob auch Storage Volumes
ausgefallen sind.

Einige StorageGRID-Wiederherstellungsverfahren verwenden Reaper fir die Bearbeitung von
Cassandra-Reparaturen. Reparaturen werden automatisch ausgefiihrt, sobald die

@ entsprechenden oder erforderlichen Services gestartet wurden. Sie konnen die Skriptausgabe
bemerken, die “reaper” oder “Cassandra Reparatur erwahnt.” Wenn eine Fehlermeldung
angezeigt wird, dass die Reparatur fehlgeschlagen ist, flhren Sie den in der Fehlermeldung
angegebenen Befehl aus.

Wiederherstellen eines Speicherknoten, der langer als 15 Tage ausgefallen ist

Wenn ein einzelner Storage-Node langer als 15 Tage offline war und nicht mit anderen
Storage-Nodes verbunden ist, mussen Sie Cassandra auf dem Node neu aufbauen.

Was Sie benétigen

« Sie haben Uberprift, dass keine Ausmusterung von Storage-Nodes ausgefihrt wird oder Sie den Vorgang
zur Deaktivierung eines Node angehalten haben. (Wahlen Sie im Grid Manager die Option Wartung
Wartungsaufgaben Dekommission.)

« Sie haben Uberprift, dass keine Erweiterung ausgefihrt wird. (Wahlen Sie im Grid Manager die Option
Wartung Wartungsaufgaben Erweiterung.)

Uber diese Aufgabe

Storage-Nodes verfligen Uber eine Cassandra Datenbank mit Objekt-Metadaten. Wenn ein Storage-Node seit

mehr als 15 Tagen nicht mit anderen Storage-Nodes kommunizieren kann, geht StorageGRID davon aus, dass
die Cassandra-Datenbank des Node veraltet ist. Der Storage-Node kann erst wieder dem Grid beitreten, wenn
Cassandra mithilfe von Informationen anderer Storage-Nodes neu erstellt wurde.

Verwenden Sie dieses Verfahren, um Cassandra nur dann neu aufzubauen, wenn ein einzelner Storage-Node
ausfallt. Wenden Sie sich an den technischen Support, wenn weitere Storage-Nodes offline sind oder wenn
Cassandra innerhalb der letzten 15 Tage auf einem anderen Storage-Node neu erstellt wurde. Dazu gehdrt
beispielsweise das Verfahren zur Wiederherstellung ausgefallener Storage-Volumes oder zur
Wiederherstellung eines ausgefallenen Storage-Nodes.

Wenn mehrere Speicherknoten ausgefallen sind (oder offline ist), wenden Sie sich an den
@ technischen Support. Fiihren Sie den folgenden Wiederherstellungsvorgang nicht durch. Es
kann zu Datenverlusten kommen.

Falls dies der zweite Ausfall des Storage-Nodes in weniger als 15 Tagen nach Ausfall oder

@ Wiederherstellung eines Storage-Nodes ist, wenden Sie sich an den technischen Support.
Fihren Sie den folgenden Wiederherstellungsvorgang nicht durch. Es kann zu Datenverlusten
kommen.
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Wenn mehr als ein Speicherknoten an einem Standort ausgefallen ist, ist moglicherweise ein
Verfahren zur Standortwiederherstellung erforderlich. Wenden Sie sich an den technischen
Support.

"Durchflihren der Standortwiederherstellung durch den technischen Support”

Schritte
1. Schalten Sie ggf. den Storage-Node ein, der wiederhergestellt werden muss.

2. Melden Sie sich beim Grid-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
d. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:

Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.+

Wenn Sie sich beim Grid-Node nicht anmelden kdnnen, ist die Systemfestplatte mdglicherweise
@ nicht intakt. Gehen Sie das Verfahren zum Wiederherstellen nach einem Systemausfall durch.
"Wiederherstellung nach einem Systemausfall”

1. FUhren Sie die folgenden Prifungen auf dem Speicherknoten durch:
a. Geben Sie diesen Befehl ein: nodetool status
Die Ausgabe sollte sein Connection refused

b. Wahlen Sie im Grid Manager Support Tools Grid Topology aus.

c. Wahlen Sie site Storage Node SSM Services aus. Vergewissern Sie sich, dass der Cassandra-
Service angezeigt wird Not Running.

d. Wahlen Sie Storage Node SSM Ressourcen. Vergewissern Sie sich, dass im Abschnitt Volumes kein
Fehlerstatus vorhanden ist.

€. Geben Sie diesen Befehl ein: grep -i Cassandra /var/local/log/servermanager.log

Die folgende Meldung sollte in der Ausgabe angezeigt werden:

Cassandra not started because it has been offline for more than 15 day
grace period - rebuild Cassandra

2. Geben Sie diesen Befehl ein, und tiberwachen Sie die Skriptausgabe: check-cassandra-rebuild

o Wenn Speicherservices ausgeflhrt werden, werden Sie aufgefordert, diese zu beenden. Geben Sie
ein:Y

o Uberprifen Sie die Warnungen im Skript. Wenn keine dieser Maglichkeiten gelten, bestatigen Sie, dass
Sie Cassandra neu aufbauen méchten. Geben Sie ein: Y
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Einige StorageGRID-Wiederherstellungsverfahren verwenden Reaper fiir die
Bearbeitung von Cassandra-Reparaturen. Reparaturen werden automatisch ausgefihrt,

@ sobald die entsprechenden oder erforderlichen Services gestartet wurden. Sie kdnnen
die Skriptausgabe bemerken, die “reaper” oder “Cassandra Reparatur erwahnt.” Wenn
eine Fehlermeldung angezeigt wird, dass die Reparatur fehlgeschlagen ist, fuhren Sie
den in der Fehlermeldung angegebenen Befehl aus.

3. Fuhren Sie nach Abschluss der Neuerstellung die folgenden Prifungen durch:
a. Wahlen Sie im Grid Manager Support Tools Grid Topology aus.
b. Wahlen Sie site wiederhergestellten Speicherknoten SSM Services.
c. Vergewissern Sie sich, dass alle Dienste ausgefihrt werden.

. Wahlen Sie DDS Data Store.

o

0]

. Bestatigen Sie, dass der Data Store Status ,up“ und der Data Store State ,normal” lautet.

Verwandte Informationen

"Wiederherstellung nach einem Systemausfall"

Wiederherstellen eines Speicherknoten fiir StorageGRID-Gerate

Das Verfahren zur Wiederherstellung eines fehlerhaften Storage GRID-Appliance-
Speicherknoten ist dieselbe, egal ob Sie eine Wiederherstellung nach dem Verlust des
Systemlaufwerks oder nach dem Verlust von Storage-Volumes durchfuhren.

Uber diese Aufgabe

Sie mussen die Appliance vorbereiten und Software neu installieren, den Node so konfigurieren, dass er
wieder in das Grid eingespeist wird, Speicher neu formatiert und Objektdaten wiederhergestellt werden.

83



Prepare the appliance for reinstallation.

v

Start appliance installation.

v

Monitor appliance installation.

v

Select Start Recovery to configure the
Storage Node.

v

Remount and reformat storage volumes.

v

Restore object data to storage volumes.

v

Check storage state.

Wenn mehrere Speicherknoten ausgefallen sind (oder offline ist), wenden Sie sich an den
@ technischen Support. Fiihren Sie den folgenden Wiederherstellungsvorgang nicht durch. Es

kann zu Datenverlusten kommen.

Falls dies der zweite Ausfall des Storage-Nodes in weniger als 15 Tagen nach Ausfall oder
@ Wiederherstellung eines Storage-Nodes ist, wenden Sie sich an den technischen Support. Die
Neuerstellung von Cassandra auf zwei oder mehr Storage-Nodes innerhalb von 15 Tagen kann

zu Datenverlust fuhren.

Wenn mehr als ein Speicherknoten an einem Standort ausgefallen ist, ist moglicherweise ein
CD Verfahren zur Standortwiederherstellung erforderlich. Wenden Sie sich an den technischen

Support.

"Durchflhren der Standortwiederherstellung durch den technischen Support"

Wenn ILM-Regeln so konfiguriert sind, dass nur eine replizierte Kopie gespeichert wird und sich
die Kopie auf einem ausgefallenen Storage Volume befindet, kbnnen Sie das Objekt nicht

wiederherstellen.
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Wenn wahrend der Wiederherstellung ein Alarm ,Service: Status — Cassandra (SVST)*
(Service: Status — Cassandra) ausgegeben wird, lesen Sie die Uberwachungs- und
@ Fehlerbehebungsanweisungen zur Wiederherstellung des Alarms durch Neuaufbau von

Cassandra. Nach dem Wiederaufbau von Cassandra sollten die Alarme geldscht werden. Wenn

die Alarme nicht geléscht werden, wenden Sie sich an den technischen Support.

Informationen zu Hardware-Wartungsarbeiten, wie z. B. Anweisungen zum Austausch eines
@ Controllers oder zur Neuinstallation von SANTtricity OS, finden Sie in der Installations- und
Wartungsanleitung fir Ihre Storage Appliance.

Verwandte Informationen

“M

onitor Fehlerbehebung"

"SG6000 Storage-Appliances”

"SG5700 Storage-Appliances"

"SG5600 Storage Appliances"

Sc

Vo

hritte
"Vorbereiten eines Appliance-Speicherknotens zur Neuinstallation"
"Starten der Installation der StorageGRID Appliance"
"Uberwachen der Installation der StorageGRID Appliance"
"Wahlen Sie Wiederherstellung starten, um einen Appliance-Speicherknoten zu konfigurieren"
"Erneutes Mounten und Neuformatieren von Appliance-Storage-Volumes (,MAnual Steps“)"
"Wiederherstellung von Objektdaten auf einem Storage Volume flir eine Appliance"

"Uberpriifen des Speicherstatus nach der Wiederherstellung eines Appliance-Speicherknoten"

rbereiten eines Appliance-Speicherknotens zur Neuinstallation

Wenn Sie einen Appliance-Speicherknoten wiederherstellen, missen Sie zuerst die
Appliance fur die Neuinstallation der StorageGRID-Software vorbereiten.

1.

2.

3.

Melden Sie sich beim fehlgeschlagenen Speicherknoten an:

a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

Bereiten Sie den Appliance-Speicherknoten fur die Installation der StorageGRID-Software vor.
sgareinstall

Wenn Sie zum Fortfahren aufgefordert werden, geben Sie Folgendes ein: y

Die Appliance wird neu gestartet, und lhre SSH-Sitzung wird beendet. In der Regel dauert es etwa 5
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Minuten, bis das Installationsprogramm flir StorageGRID-Appliances verfligbar ist, obwohl in einigen Fallen
Sie moglicherweise bis zu 30 Minuten warten missen.

Der Speicherknoten der StorageGRID-Appliance wird zurlickgesetzt, und die Daten auf dem
Speicherknoten sind nicht mehr zuganglich. Die wahrend der urspriinglichen Installation konfigurierten 1P-
Adressen sollten intakt bleiben. Nach Abschluss des Vorgangs wird jedoch empfohlen, dies zu bestatigen.

Nach Ausfiihrung des sgareinstall Der Befehl entfernt alle Gber StorageGRID bereitgestellten Konten,
Passworter und SSH-Schliissel und generiert neue Host-Schlissel.

Starten der Installation der StorageGRID Appliance

Um StorageGRID auf einem Appliance-Speicherknoten zu installieren, verwenden Sie
das StorageGRID-Appliance-Installationsprogramm, das in der Appliance enthalten ist.

Was Sie benétigen
* Die Appliance wurde in einem Rack installiert, mit Inren Netzwerken verbunden und eingeschaltet.

« Mithilfe des StorageGRID Appliance Installer wurden Netzwerkverbindungen und IP-Adressen fur die
Appliance konfiguriert.

 Sie kennen die IP-Adresse des primaren Admin-Knotens fiir das StorageGRID-Raster.

 Alle Grid-Subnetze, die auf der Seite IP-Konfiguration des Installationsprogramms flir StorageGRID-Gerate
aufgefihrt sind, wurden in der Netznetzwerksubnetz-Liste auf dem primaren Admin-Node definiert.

« Sie haben diese erforderlichen Aufgaben gemal} den Installations- und Wartungsanweisungen fur lhre
Storage Appliance ausgefiihrt:

> "SG5600 Storage Appliances”
> "SG5700 Storage-Appliances"
> "SG6000 Storage-Appliances"
» Sie verwenden einen unterstutzten Webbrowser.

 Sie kennen eine der IP-Adressen, die dem Computing-Controller in der Appliance zugewiesen sind. Sie
kénnen die IP-Adresse fir das Admin-Netzwerk (Management-Port 1 auf dem Controller), das Grid-
Netzwerk oder das Client-Netzwerk verwenden.

Uber diese Aufgabe
So installieren Sie StorageGRID auf einem Appliance-Speicherknoten:

» Sie geben die IP-Adresse des primaren Admin-Knotens und den Namen des Knotens an oder bestatigen
sie.
« Sie starten die Installation und warten, bis Volumes konfiguriert und die Software installiert ist.

* Durch den Prozess partway, die Installation pausiert. Um die Installation fortzusetzen, missen Sie sich
beim Grid Manager anmelden und den ausstehenden Speicherknoten als Ersatz fir den ausgefallenen
Node konfigurieren.

* Nachdem Sie den Node konfiguriert haben, wird die Installation der Appliance abgeschlossen und die
Appliance wird neu gestartet.

Schritte

1. Offnen Sie einen Browser, und geben Sie eine der IP-Adressen fiir den Compute-Controller in der
Appliance ein.
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https://Controller IP:8443

Die Startseite des StorageGRID-Appliance-Installationsprogramms wird angezeigt.

2. Legen Sie im Abschnitt primare Administratorknoten-Verbindung fest, ob Sie die IP-Adresse fiir den
primaren Admin-Node angeben mussen.

Das Installationsprogramm der StorageGRID-Appliance kann diese IP-Adresse automatisch erkennen,
wenn der primare Admin-Node oder mindestens ein anderer Grid-Node mit Admin_IP konfiguriert ist, sich

im selben Subnetz befindet.

3. Wenn diese IP-Adresse nicht angezeigt wird oder Sie sie andern missen, geben Sie die Adresse an:

Option
Manuelle IP-Eingabe

Automatische Erkennung aller
verbundenen primaren Admin-
Nodes

Schritte

a.

Deaktivieren Sie das Kontrollkédstchen Admin Node Discovery
aktivieren.

Geben Sie die IP-Adresse manuell ein.
Klicken Sie Auf Speichern.

Warten Sie, wahrend der Verbindungsstatus fur die neue IP-
Adresse in ,ready." lautet.

Aktivieren Sie das Kontrollkdstchen Admin Node Discovery
aktivieren.

Wahlen Sie aus der Liste der ermittelten IP-Adressen den
primaren Admin-Node fir das Grid aus, in dem dieser Appliance-
Speicher-Node bereitgestellt wird.

Klicken Sie Auf Speichern.

Warten Sie, wahrend der Verbindungsstatus fur die neue IP-
Adresse in ,ready." lautet.

4. Geben Sie im Feld Knotenname den gleichen Namen ein, der fir den Knoten verwendet wurde, den Sie
wiederherstellen, und klicken Sie auf Speichern.

5. Bestatigen Sie im Abschnitt Installation, dass der aktuelle Status ,bereit zum Starten der
Installation des Knotennamens in das Grid mit Primary Admin Node admin ip“lautet
und dass die Schaltflache Installation starten aktiviert ist.

Wenn die Schaltflache Installation starten nicht aktiviert ist, miissen Sie moglicherweise die
Netzwerkkonfiguration oder die Porteinstellungen andern. Anweisungen hierzu finden Sie in der
Installations- und Wartungsanleitung fur lhr Gerat.

6. Klicken Sie auf der Startseite des StorageGRID-Appliance-Installationsprogramms auf Installation

starten.
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NetApp® StorageGRID" Appliance Installer

Home Configure Networking « Configure Hardware « Monitor Installation Advanced «
Home

© The installation is ready o be started. Review the seftings below, and then click Start Instaliation.

Primary Admin Node connection

Enable Admin Node =
discovery

Primary Admin Node [P 172.16.4.210

Connection state Connection to 172.16.4.210 ready

Mode name

MNode name MetApp-SGA

Installation

Current state Ready to start installation of NetApp-3GA into grid with Admin Node
172.16.4 210

Start Instaliation

Der aktuelle Status andert sichin ,Installation is in progress,“und die Seite Monitor Installation
wird angezeigt.

@ Wenn Sie manuell auf die Seite Monitor-Installation zugreifen mussen, klicken Sie in der
Menduleiste auf Monitor-Installation.

Verwandte Informationen
"SG100 SG1000 Services-Appliances”
"SG6000 Storage-Appliances"

"SG5700 Storage-Appliances"
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"SG5600 Storage Appliances"

Uberwachen der Installation der StorageGRID Appliance

Das Installationsprogramm der StorageGRID Appliance stellt den Status bereit, bis die
Installation abgeschlossen ist. Nach Abschluss der Softwareinstallation wird die

Appliance neu gestartet.
1. Um den Installationsfortschritt zu Gberwachen, klicken Sie in der MentUleiste auf Installation liberwachen.

Auf der Seite Monitor-Installation wird der Installationsfortschritt angezeigt.

Monitor Installation

1. Configure slorage Runniing
Step Progress Status

Connect to storage controller _ Complete

Clear existing configuation ————— A

Configure volumes LTT}_ ,_\=“____="HT Creating volume StorageGRID-obi-00

Configure host settings Fending

2 |nstall OS Fending

3 Install StorageGRID Pending

4 Finalze installation Pending

Die blaue Statusleiste zeigt an, welche Aufgabe zurzeit ausgefihrt wird. Grine Statusleisten zeigen
Aufgaben an, die erfolgreich abgeschlossen wurden.

Das Installationsprogramm stellt sicher, dass Aufgaben, die in einer friheren Installation
ausgefuhrt wurden, nicht erneut ausgefihrt werden. Wenn Sie eine Installation erneut

@ ausfuhren, werden alle Aufgaben, die nicht erneut ausgefihrt werden mussen, mit einer
grinen Statusleiste und dem Status ,Skipped.“ angezeigt.

2. Uberpriifen Sie den Fortschritt der ersten beiden Installationsphasen.

> 1. Speicher konfigurieren

In dieser Phase stellt das Installationsprogramm eine Verbindung zum Storage Controller her, |6scht
jede vorhandene Konfiguration, kommuniziert mit der SANTtricity Software, um Volumes zu
konfigurieren und die Host-Einstellungen zu konfigurieren.

o 2. Installieren Sie das Betriebssystem

In dieser Phase kopiert das Installationsprogramm das Betriebssystem-Image fur StorageGRID auf die
Appliance.

3. Uberwachen Sie den Installationsfortschritt weiter, bis die Phase StorageGRID installieren angehalten
wird. Auf der eingebetteten Konsole wird eine Meldung angezeigt, in der Sie aufgefordert werden, diesen
Knoten auf dem Admin-Knoten mithilfe des Grid-Managers zu genehmigen.
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Home Configure Networking -

Monitor Installation

1. Configure storage

=

2_Install OS5

3. Install StorageGRID

4. Finalize installation

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy
09:

[Z2017-07-31TZZ:
ontainer data

[Z2017-07-31TZ2Z2:
[Z2017-07-31TZ2Z2:
[Z2017-07-31TZZ:

[2017-07-31T22:

[2017-07-31T22:

09:
09:
09:
09:

09:

12.
12.
12.
12.

12.

12

3625661
3662051
3696331
5115331
5700961

.5763601

of node configuration

[2017-07-31TZ2Z:
[2017-07-31TZ22:
[Z2O17-07-31T2Z:
[Z2O17-07-31T2Z:
-07-31T2Z:
-07-31T22:
-07-31T2Z:
-07-31T2Z:
-07-31T2Z:
-07-31T2Z:
-07-31T22:
-07-31T2Z:

Q9:
09:
09:
09:
09:
09:
09:
09:
09:

09:
min Mode GMI to proceed...

1Z.
12.
12.
12.
12.
12.
12.
12.
12.

12.

h813631
5850661
5883141
5918511
5948861
2983601
6013241
6047591
6078001
.b1609851
.b145971
6182821

Configure Hardware -

INFO —-

INFO
INFO
INFO

INFO

INFO

INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO

[INSG]

[INSG]
[INSG]
[INSG]

[INSG]

[INSG]

[IN3G]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]

IMonitor Installation Advanced -

Complete

Complete

Running

Pending

NOTICE: seeding ~wvar~-local with c
Fixing permissions

Enabling syslog

Stopping system logging: syslog-n
Starting system logging: syslog-n

Beginning negotiation for downloa

Please approve this node on the A

4. Gehen Sie zum Verfahren zum Konfigurieren des Appliance-Speicherknoten.

Wahlen Sie Wiederherstellung starten, um einen Appliance-Speicherknoten zu konfigurieren

Sie mussen im Grid Manager die Option Wiederherstellung starten auswahlen, um einen
Appliance-Speicherknoten als Ersatz fur den ausgefallenen Knoten zu konfigurieren.

Was Sie benotigen

« Sie mlssen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

« Sie mussen uber die Berechtigung Wartung oder Stammzugriff verfugen.

» Sie missen Uber eine Passphrase fiir die Bereitstellung verfigen.
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« Sie mlssen einen Speicher-Node fur die Wiederherstellungsanwendung bereitgestellt haben.

» Sie mussen das Startdatum aller Reparaturauftrage fur Daten mit Léschungscode kennen.

» Sie mussen Uberpruft haben, dass der Speicherknoten innerhalb der letzten 15 Tage nicht neu aufgebaut

wurde.

Schritte

1.
2.

Wahlen Sie im Grid Manager die Option Wartung Wartungsaufgaben Recovery aus.

Wahlen Sie in der Liste Ausstehende Knoten den Rasterknoten aus, den Sie wiederherstellen mochten.

Nodes werden nach ihrem Ausfall in der Liste angezeigt. Sie kdnnen jedoch keinen Node auswahlen, bis
er neu installiert wurde und zur Wiederherstellung bereit ist.

3. Geben Sie die Provisioning-Passphrase ein.

Klicken Sie Auf Wiederherstellung Starten.

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

e Q
Name 11 IPv4 Address I1 State T e I
& 104-217-81 10.96.104.217 Unknown
Passphrase

Provisioning Passphrase | sssses

Start Recovery

. Uberwachen Sie den Fortschritt der Wiederherstellung in der Tabelle ,Netzknoten wiederherstellen.

Wenn der Grid-Knoten die Stufe ,Warten auf manuelle Schritte” erreicht, gehen Sie zum nachsten

Thema und flhren Sie die manuellen Schritte durch, um Appliance-Storage-Volumes neu zu mounten und
neu zu formatieren.

An jedem Punkt wahrend der Wiederherstellung kdnnen Sie auf Zuriicksetzen klicken, um

@ eine neue Wiederherstellung zu starten. Ein Info-Dialogfeld wird angezeigt, das angibt, dass
der Knoten bei einem Zurlicksetzen des Vorgangs in einen unbestimmten Zustand
zuruckgelassen wird.
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€ Info

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For ViMware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.
» For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

oo o

Wenn Sie die Wiederherstellung nach dem Zuriicksetzen des Vorgangs erneut versuchen méchten,
mussen Sie den Appliance-Knoten durch Ausflihren auf einen vorinstallierten Status wiederherstellen
sgareinstall Auf dem Node.

Do you want to reset recovery?

Erneutes Einbinden und Neuformatieren von Speicher-Volumes fiir Gerite (,,Manuelle Schritte®)

Fuhren Sie manuell zwei Skripte aus, um noch intaerte Storage-Volumes neu mounten
und ausgefallene Storage Volumes neu formatieren zu kdnnen. Das erste Skript bindet
Volumes wieder ein, die ordnungsgemal als StorageGRID-Storage-Volumes formatiert
sind. Das zweite Skript formatiert alle nicht abgehangt Volumes neu, stellt die Cassandra-
Datenbank bei Bedarf wieder her und startet Services.

Was Sie bendétigen

 Sie haben bereits die Hardware fiir alle ausgefallenen Storage Volumes ausgetauscht, die ausgetauscht
werden mussen.

Ausfihren des sn-remount-volumes Skript kann lhnen helfen, zusatzliche ausgefallene Storage-
Volumes zu identifizieren.

« Sie haben Uberprift, dass keine Ausmusterung von Storage-Nodes ausgefuhrt wird oder Sie den Vorgang
zur Deaktivierung eines Node angehalten haben. (Wahlen Sie im Grid Manager die Option Wartung
Wartungsaufgaben Dekommission.)

 Sie haben Uberprift, dass keine Erweiterung ausgefihrt wird. (Wahlen Sie im Grid Manager die Option
Wartung Wartungsaufgaben Erweiterung.)

Wenden Sie sich an den technischen Support, wenn mehr als ein Speicherknoten offline ist oder
wenn ein Speicherknoten in diesem Grid in den letzten 15 Tagen neu aufgebaut wurde. Fiihren

@ Sie das nicht aus sn-recovery-postinstall.sh Skript: Die Neuerstellung von Cassandra
auf zwei oder mehr Storage-Nodes innerhalb von 15 Tagen voneinander kann zu Datenverlust
fUhren.

Uber diese Aufgabe
Zum Abschluss dieses Vorgangs fuhren Sie die folgenden grundlegenden Aufgaben aus:
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* Melden Sie sich beim wiederhergestellten Speicherknoten an.

* Fuhren Sie die aus sn-remount-volumes Skript zum Neumounten ordnungsgemaf formatierter
Speicher-Volumes. Wenn dieses Skript ausgefihrt wird, fihrt es Folgendes aus:

o Hangt jedes Storage-Volume an und ab, um das XFS-Journal wiederzugeben.
o FUhrt eine Konsistenzprifung der XFS-Datei durch.

o Wenn das Dateisystem konsistent ist, bestimmt, ob das Storage Volume ein ordnungsgemaf
formatiertes StorageGRID Storage Volume ist.

> Wenn das Storage Volume ordnungsgemal formatiert ist, wird das Storage-Volume wieder gemountet.
Alle bestehenden Daten auf dem Volume bleiben erhalten.

 Prufen Sie die Skriptausgabe und beheben Sie etwaige Probleme.
* FUhren Sie die aus sn-recovery-postinstall.sh Skript: Wenn dieses Skript ausgefihrt wird, fihrt es
Folgendes aus.

Starten Sie einen Speicherknoten wahrend der Wiederherstellung nicht neu, bevor Sie
ausflhren sn-recovery-postinstall.sh (Schritt 4) zum Neuformatieren der

@ ausgefallenen Storage Volumes und zum Wiederherstellen von Objekt-Metadaten. Vor dem
Neubooten des Speicherknoten sn-recovery-postinstall.sh Durch das AbschlieRen
werden Fehler bei Diensten verursacht, die zu starten versuchen, und die Knoten der
StorageGRID-Appliance den Wartungsmodus beenden.

° Umformatiert alle Storage-Volumes, die von der sn-remount-volumes Das Skript konnte nicht
gemountet werden oder es wurde festgestellt, dass es nicht ordnungsgemalf’ formatiert wurde.

Wenn ein Speicher-Volume neu formatiert wird, gehen alle Daten auf diesem Volume

@ verloren. Sie mussen ein zusatzliches Verfahren durchfiihren, um Objektdaten von
anderen Standorten im Grid wiederherzustellen, vorausgesetzt, dass ILM-Regeln fir die
Speicherung von mehr als einer Objektkopie konfiguriert wurden.

o Stellt die Cassandra-Datenbank bei Bedarf auf dem Node wieder her.

o Startet die Dienste auf dem Speicherknoten.

Schritte
1. Melden Sie sich beim wiederhergestellten Speicherknoten an:
a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
d. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:

Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

2. Fihren Sie das erste Skript aus, um alle ordnungsgemaf formatierten Speicher-Volumes neu zu mounten.

Wenn alle Speicher-Volumes neu sind und formatiert werden miissen, oder wenn alle
Speicher-Volumes ausgefallen sind, kdnnen Sie diesen Schritt GUberspringen und das zweite
Skript ausfiihren, um alle nicht abgehangt Speicher-Volumes neu zu formatieren.
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a. Fuhren Sie das Skript aus: sn-remount-volumes
Dieses Skript kann Stunden dauern, bis es auf Storage-Volumes ausgefuhrt wird, die Daten enthalten.

b. Uberpriifen Sie die Ausgabe, wahrend das Skript ausgefihrt wird, und beantworten Sie alle
Eingabeaufforderungen.

Nach Bedarf kdnnen Sie die verwenden tail -f Befehl zum Uberwachen des Inhalts

(:) der Protokolldatei des Skripts (/var/local/log/sn-remount-volumes.log). Die
Protokolldatei enthalt ausfiihrlichere Informationen als die Befehlsausgabe der
Befehlszeile.

root@SG:~ # sn-remount-volumes
The configured LDR noid is 12632740

====== Device /dev/sdb ======

Mount and unmount device /dev/sdb and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sdb:

Mount device /dev/sdb to /tmp/sdb-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12632740, volume number 0 in the volID file
Attempting to remount /dev/sdb

Device /dev/sdb remounted successfully

====== Device /dev/sdc ======

Mount and unmount device /dev/sdc and checking file system
consistency:

Error: File system consistency check retry failed on device /dev/sdc.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh, this volume and any data on this volume will be
deleted. If you only had two copies of object data, you will
temporarily have only a single copy.

StorageGRID Webscale will attempt to restore data redundancy by
making additional replicated copies or EC fragments, according to the
rules in the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on this volume cannot be rebuilt from elsewhere in the grid
(for example, if your ILM policy uses a rule that makes only one copy
or if volumes have failed on multiple nodes). Instead, contact
support to determine how to recover your data.



====== Device /dev/sdd ======

Mount and unmount device /dev/sdd and checking file system
consistency:

Failed to mount device /dev/sdd

This device could be an uninitialized disk or has corrupted
superblock.

File system check might take a long time. Do you want to continue? (y
or n) [y/N]? vy

Error: File system consistency check retry failed on device /dev/sdd.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh, this volume and any data on this volume will be
deleted. If you only had two copies of object data, you will
temporarily have only a single copy.

StorageGRID Webscale will attempt to restore data redundancy by
making additional replicated copies or EC fragments, according to the
rules in the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on this volume cannot be rebuilt from elsewhere in the grid
(for example, if your ILM policy uses a rule that makes only one copy
or if volumes have failed on multiple nodes). Instead, contact
support to determine how to recover your data.

====== Device /dev/sde ======

Mount and unmount device /dev/sde and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sde:

Mount device /dev/sde to /tmp/sde-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12000078, volume number 9 in the volID file
Error: This volume does not belong to this node. Fix the attached

volume and re-run this script.

In der Beispielausgabe wurde ein Storage-Volume erfolgreich neu eingebunden und drei Storage-
Volumes wiesen Fehler auf.

* /dev/sdb Die Konsistenzprifung des XFS-Dateisystems wurde bestanden und hatte eine glltige
Volume-Struktur, so dass es erfolgreich neu eingebunden wurde. Daten auf Geraten, die vom
Skript neu eingebunden werden, bleiben erhalten.

* /dev/sdc Die Konsistenzprifung des XFS-Dateisystems ist fehlgeschlagen, da das
Speichervolume neu oder beschadigt war.

95



* /dev/sdd Konnte nicht gemountet werden, da die Festplatte nicht initialisiert wurde oder der
Superblock der Festplatte beschadigt war. Wenn das Skript kein Speicher-Volume mounten kann,
wird gefragt, ob Sie die Konsistenzprifung des Dateisystems ausfiihren mdéchten.

= Wenn das Speichervolumen an eine neue Festplatte angeschlossen ist, beantworten Sie N mit
der Eingabeaufforderung. Sie missen das Dateisystem auf einer neuen Festplatte nicht
Uberprifen.

= Wenn das Speichervolumen an eine vorhandene Festplatte angeschlossen ist, beantworten
Sie Y mit der Eingabeaufforderung. Sie kénnen die Ergebnisse der Dateisystemiberprifung
verwenden, um die Quelle der Beschadigung zu bestimmen. Die Ergebnisse werden im
gespeichert /var/local/log/sn-remount-volumes.log Protokolldatei.

= /dev/sde Die Konsistenzprifung des XFS-Dateisystems wurde bestanden und eine gultige
Volume-Struktur hatte; die LDR-Knoten-ID befindet sich jedoch im vo1 1D Die Datei stimmt nicht
mit der ID fir diesen Speicherknoten tberein (der configured LDR noid Oben angezeigt).
Diese Meldung gibt an, dass dieses Volume zu einem anderen Speicherknoten gehort.

3. Prifen Sie die Skriptausgabe und beheben Sie etwaige Probleme.
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Wenn ein Speichervolume die Konsistenzpriifung des XFS-Dateisystems fehlgeschlagen ist

@ oder nicht gemountet werden konnte, Gberpriifen Sie sorgfaltig die Fehlermeldungen in der

Ausgabe. Sie mussen die Auswirkungen der Ausfihrung des verstehen sn-recovery-
postinstall.sh Skript auf diesen Volumen.

a. Uberpriifen Sie, ob die Ergebnisse einen Eintrag fiir alle Volumes enthalten, die Sie erwartet haben.

Wenn keine Volumes aufgefiihrt sind, flhren Sie das Skript erneut aus.

. Uberpriifen Sie die Meldungen fir alle angeschlossenen Gerate. Stellen Sie sicher, dass keine Fehler

vorliegen, die darauf hinweisen, dass ein Speichervolume nicht zu diesem Speicherknoten gehart.

Im Beispiel enthalt die Ausgabe fiir /dev/sde die folgende Fehlermeldung:

Error: This volume does not belong to this node. Fix the attached
volume and re-run this script.

Wenn ein Storage-Volume gemeldet wird, das zu einem anderen Storage Node gehort,

@ wenden Sie sich an den technischen Support. Wenn Sie den ausfiihren sn-recovery-
postinstall.sh Skript: Das Speichervolumen wird neu formatiert, was zu
Datenverlust flihren kann.

. Wenn keine Speichergerate montiert werden konnten, notieren Sie sich den Geratenamen und

reparieren oder ersetzen Sie das Gerat.
@ Sie missen Speichergerate reparieren oder ersetzen, die nicht montiert werden kénnen.

Sie verwenden den Geratenamen, um die Volume-ID zu suchen. Dies ist erforderlich, wenn Sie den
ausfuhren repair-data Skript zum Wiederherstellen von Objektdaten auf dem Volume (beim
nachsten Verfahren).

. Fuhren Sie nach der Reparatur oder dem Austausch aller nicht montierbaren Gerate den aus sn-

remount-volumes Skript erneut, um zu bestatigen, dass alle Speicher-Volumes, die neu gemountet
werden kdnnen, neu eingebunden wurden.



O

Wenn ein Speicher-Volume nicht angehangt oder nicht ordnungsgemaf formatiert
werden kann, und Sie mit dem nachsten Schritt fortfahren, werden das Volume und alle
Daten auf dem Volume geldscht. Falls Sie zwei Kopien von Objektdaten hatten, ist nur
eine einzige Kopie verfugbar, bis Sie das nachste Verfahren (Wiederherstellen von
Objektdaten) abgeschlossen haben.

Flhren Sie das nicht aus sn-recovery-postinstall.sh Skript, wenn Sie der Meinung
sind, dass die in einem ausgefallenen Storage Volume verbliebenen Daten nicht von einer
anderen Stelle im Grid wiederhergestellt werden kdnnen (falls Ihre ILM-Richtlinie eine Regel
verwendet, die nur eine Kopie macht, oder falls Volumes auf mehreren Nodes ausgefallen
sind). Wenden Sie sich stattdessen an den technischen Support, um zu ermitteln, wie Sie
Ihre Daten wiederherstellen kdnnen.

4. Fuhren Sie die aus sn-recovery-postinstall.sh Skript: sn-recovery-postinstall.sh

Dieses Skript formatiert alle Storage-Volumes, die nicht gemountet werden konnten oder die sich als falsch
formatiert herausfanden. Dariber hinaus wird die Cassandra-Datenbank bei Bedarf auf dem Node
wiederhergestellt und die Services auf dem Storage-Node gestartet.

Beachten Sie Folgendes:

o Das Skript kann Stunden in Anspruch nehmen.

> Im Allgemeinen sollten Sie die SSH-Sitzung allein lassen, wahrend das Skript ausgefiihrt wird.

> Drlcken Sie nicht Strg+C, wenn die SSH-Sitzung aktiv ist.

o Das Skript wird im Hintergrund ausgefihrt, wenn eine Netzwerkunterbrechung auftritt und die SSH-
Sitzung beendet wird. Sie kdnnen jedoch den Fortschritt auf der Seite Wiederherstellung anzeigen.

o Wenn der Storage-Node den RSM-Service verwendet, wird das Skript moglicherweise 5 Minuten lang
blockiert, wahrend die Node-Services neu gestartet werden. Diese 5-minltige Verzégerung wird
erwartet, wenn der RSM-Dienst zum ersten Mal startet.

®

®

5. Als der sn-

Der RSM-Dienst ist auf Speicherknoten vorhanden, die den ADC-Service enthalten.

Einige StorageGRID-Wiederherstellungsverfahren verwenden Reaper fur die Bearbeitung
von Cassandra-Reparaturen. Reparaturen werden automatisch ausgefihrt, sobald die
entsprechenden oder erforderlichen Services gestartet wurden. Sie kénnen die
Skriptausgabe bemerken, die “reaper” oder “Cassandra Reparatur erwahnt.” Wenn eine
Fehlermeldung angezeigt wird, dass die Reparatur fehlgeschlagen ist, flihren Sie den in der
Fehlermeldung angegebenen Befehl aus.

recovery-postinstall.sh Skript wird ausgefihrt, Gberwachen Sie die

Wiederherstellungsseite im Grid Manager.

Die Fortschrittsanzeige und die Spalte Phase auf der Seite Wiederherstellung geben einen allgemeinen
Status des an sn-recovery-postinstall.sh Skript:
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Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Name Il IPv4 Address T state 11 Recoverable i

No results found.

Recovering Grid Node

Name Start Time Progress Stage

DC1-S3 2016-06-02 14:03:35 PDT . O S N Recovering Cassandra

6. Kehren Sie zur Seite ,Installation Uberwachen® des Installationsprogramms fiir StorageGRID-Gerate
zurlck, indem Sie eingeben http://Controller IP:8080, Verwendung der IP-Adresse des Compute-
Controllers.

Auf der Seite ,Installation Uberwachen® wird der Installationsfortschritt angezeigt, wahrend das Skript
ausgefihrt wird.

Nach dem sn-recovery-postinstall.sh Skript hat Dienste auf dem Knoten gestartet. Sie kdnnen
Objektdaten auf allen Speicher-Volumes wiederherstellen, die durch das Skript formatiert wurden, wie im
nachsten Verfahren beschrieben.

Verwandte Informationen
"Uberpriifen von Warnungen fiir die Wiederherstellung von Speicherknoten-Laufwerken"

"Wiederherstellung von Objektdaten auf einem Storage Volume flr eine Appliance"

Wiederherstellung von Objektdaten auf einem Storage Volume fiir eine Appliance

Nach der Wiederherstellung von Storage-Volumes fur den Appliance-Storage-Node
konnen Sie die Objektdaten wiederherstellen, die bei einem Ausfall des Storage-Node
verloren gegangen sind.

Was Sie benétigen

« Sie mUssen bestatigt haben, dass der wiederhergestellte Speicherknoten einen Verbindungsstatus von
verbunden hat.~ Auf der Registerkarte Nodes Ubersicht im Grid Manager.

Uber diese Aufgabe

Objektdaten kdnnen von anderen Storage-Nodes, einem Archiv-Node oder einem Cloud Storage-Pool
wiederhergestellt werden, wenn die ILM-Regeln des Grid so konfiguriert wurden, dass Objektkopien verfugbar
sind.

Wenn eine ILM-Regel so konfiguriert wurde, dass nur eine replizierte Kopie gespeichert wird
und sich diese Kopie auf einem ausgefallenen Storage Volume befand, kdnnen Sie das Objekt
nicht wiederherstellen.
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Wenn sich die einzige verbleibende Kopie eines Objekts in einem Cloud Storage Pool befindet,
muss StorageGRID mehrere Anfragen an den Cloud Storage Pool Endpunkt stellen, um

@ Objektdaten wiederherzustellen. Bevor Sie dieses Verfahren durchfiihren, wenden Sie sich an
den technischen Support, um Hilfe bei der Schatzung des Recovery-Zeitrahmens und der damit
verbundenen Kosten zu erhalten.

Wenn sich die einzige verbleibende Kopie eines Objekts auf einem Archiv-Node befindet,
werden Objektdaten vom Archiv-Node abgerufen. Aufgrund der Latenz beim Abrufen von Daten

(D aus externen Archiv-Storage-Systemen dauert die Wiederherstellung von Objektdaten in einen
Storage Node aus einem Archiv-Node langer als die Wiederherstellung von Kopien aus anderen
Storage-Nodes.

Zum Wiederherstellen von Objektdaten flihren Sie den aus repair-data Skript: Dieses Skript startet den
Prozess der Wiederherstellung von Objektdaten und arbeitet mit ILM-Scans zusammen, um sicherzustellen,
dass ILM-Regeln eingehalten werden. Sie verwenden verschiedene Optionen mit dem repair-data Skript
unabhangig davon, ob Sie replizierte Daten oder Erasure Coding Daten wiederherstellen:

* Replizierte Daten: Fur die Wiederherstellung replizierter Daten stehen zwei Befehle zur Verfligung, je

nachdem, ob Sie den gesamten Knoten oder nur bestimmte Volumes auf dem Knoten reparieren mussen:

repair-data start-replicated-node-repair

repair-data start-replicated-volume-repair

* Erasure Coded (EC) Data: Zwei Befehle stehen zur Wiederherstellung von Erasure-codierten Daten zur
Verfigung. Dabei wird darauf basierend, ob Sie den gesamten Knoten oder nur bestimmte Volumes auf
dem Knoten reparieren missen:

repair-data start-ec-node-repair

repair-data start-ec-volume-repair

Reparaturen an Erasure-codierten Daten kdnnen beginnen, wahrend einige Storage-Nodes offline sind.
Die Reparatur ist abgeschlossen, wenn alle Nodes verfiigbar sind. Sie kénnen Reparaturen von Daten, d
mit Erasure-Coding-Verfahren codiert wurden, mit diesem Befehl verfolgen:

repair-data show-ec-repair-status

ie
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Der EC-Reparaturauftrag reserviert voriibergehend eine grofte Menge an Lagerung. Storage-
Warnmeldungen kdnnen zwar ausgeldst werden, werden aber nach Abschluss der Reparatur

@ behoben. Wenn nicht geniigend Speicherplatz fir die Reservierung vorhanden ist, schlagt der
EC-Reparaturauftrag fehl. Speicherreservierungen werden freigegeben, wenn der EC-
Reparaturauftrag abgeschlossen wurde, unabhangig davon, ob der Job fehlgeschlagen oder
erfolgreich war.

Weitere Informationen zur Verwendung des repair-data Skript, geben Sie ein repair-data —--help
Uber die Befehlszeile des primaren Admin-Knotens.

Schritte
1. Melden Sie sich beim primaren Admin-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@primary Admin Node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

d. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

2. Verwenden Sie die /etc/hosts Datei, um den Hostnamen des Speicher-Knotens fiir die
wiederhergestellten Speicher-Volumes zu finden. Um eine Liste aller Nodes im Raster anzuzeigen, geben
Sie Folgendes ein: cat /etc/hosts

3. Wenn alle Storage-Volumes ausgefallen sind, reparieren Sie den gesamten Node. (Wenn nur einige
Volumes ausgefallen sind, fahren Sie mit dem nachsten Schritt fort.)

Sie kénnen nicht ausgeflihrt werden repair-data Betrieb fir mehr als einen Node
gleichzeitig. Wenden Sie sich an den technischen Support, um mehrere Nodes
wiederherzustellen.

° Wenn in Ihrem Grid replizierte Daten enthalten sind, verwenden Sie das repair-data start-
replicated-node-repair Befehl mit dem —--nodes Option zum Reparieren des gesamten
Speicherknoten.

Mit diesem Befehl werden die replizierten Daten auf einem Storage-Node mit dem Namen SG-DC-SN3
repariert:

repair-data start-replicated-node-repair --nodes SG-DC-SN3

Wahrend Objektdaten wiederhergestellt werden, wird die Warnmeldung Objekte
verloren ausgeldst, wenn das StorageGRID System replizierte Objektdaten nicht finden

@ kann. Auf Storage-Nodes im gesamten System kénnen Warnmeldungen ausgel6st
werden. Sie sollten die Ursache des Schadens bestimmen und feststellen, ob eine
Wiederherstellung moglich ist. Anweisungen zum Monitoring und zur Fehlerbehebung
von StorageGRID finden Sie in der Anleitung.

o Wenn in Ihrem Grid Daten zur Einhaltung von Datenkonsistenz (Erasure Coding) enthalten sind,
verwenden Sie den repair-data start-ec-node-repair Befehl mit dem --nodes Option zum
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Reparieren des gesamten Speicherknoten.

Mit diesem Befehl werden die Erasure Coding-Daten auf einem Storage-Node mit dem Namen SG-DC-
SN3 repariert:

repair-data start-ec-node-repair --nodes SG-DC-SN3

Der Vorgang gibt einen eindeutigen zuriick repair ID Das identifiziert dies repair data Betrieb.
Verwenden Sie diese Option repair ID Den Fortschritt und das Ergebnis des verfolgen

repair data Betrieb. Beim Abschluss des Wiederherstellungsprozesses wird kein weiteres
Feedback zurickgegeben.

(D Reparaturen an Erasure-codierten Daten kdnnen beginnen, wahrend einige Storage-Nodes
offline sind. Die Reparatur ist abgeschlossen, wenn alle Nodes verfiigbar sind.

o Wenn im Grid Daten repliziert und mit Erasure-Coding-Verfahren codiert sind, fihren Sie beide Befehle
aus.

4. Wenn nur einige Volumes ausgefallen sind, die betroffenen Volumes reparieren.
Geben Sie die Volume-IDs in hexadezimal ein. Beispiel: 0000 Ist der erste Band und 000F Ist der

sechzehnte Band. Sie kdnnen ein Volume, einen Bereich von Volumes oder mehrere Volumes angeben,
die sich nicht in einer Sequenz befinden.

Alle Volumes missen sich auf demselben Speicherknoten befinden. Wenn Sie Volumes fliir mehr als einen
Speicherknoten wiederherstellen missen, wenden Sie sich an den technischen Support.

° Wenn |hr Grid replizierte Daten enthalt, verwenden Sie das start-replicated-volume-repair
Befehl mit dem --nodes Option zum Identifizieren des Knotens. Fligen Sie dann entweder die hinzu
--volumes Oder --volume-range Option, wie in den folgenden Beispielen dargestellt.

Einzelnes Volume: Dieser Befehl stellt replizierte Daten auf das Volume wieder her 0002 Auf einem
Storage-Node mit dem Namen SG-DC-SN3:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0002

Bereich von Volumes: Dieser Befehl stellt replizierte Daten auf alle Volumes im Bereich wieder her
0003 Bis 0009 Auf einem Storage-Node mit dem Namen SG-DC-SN3:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3 --volume
-range 0003-0009

Mehrere Volumes nicht in einer Sequenz: Dieser Befehl stellt replizierte Daten in Volumes wieder
her 0001, 0005, und 0008 Auf einem Storage-Node mit dem Namen SG-DC-SN3:
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repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0001,0005,0008

Wahrend Objektdaten wiederhergestellt werden, wird die Warnmeldung Objekte
verloren ausgelost, wenn das StorageGRID System replizierte Objektdaten nicht finden

@ kann. Auf Storage-Nodes im gesamten System konnen Warnmeldungen ausgelost
werden. Sie sollten die Ursache des Schadens bestimmen und feststellen, ob eine
Wiederherstellung méglich ist. Anweisungen zum Monitoring und zur Fehlerbehebung
von StorageGRID finden Sie in der Anleitung.

o Wenn in lhrem Grid Daten zur Einhaltung von Datenkonsistenz (Erasure Coding) enthalten sind,
verwenden Sie den start-ec-volume-repair Befehl mit dem —-nodes Option zum Identifizieren
des Knotens. Flgen Sie dann entweder die hinzu —--volumes Oder --volume-range Option, wie in
den folgenden Beispielen dargestellt.

Einzelnes Volume: Dieser Befehl stellt geléscht codierte Daten auf das Volumen wieder her 0007 Auf
einem Storage-Node mit dem Namen SG-DC-SN3:

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes 0007

Bereich von Volumes: Dieser Befehl stellt geléscht codierte Daten auf alle Volumes im Bereich 0004
Bis 0006 Auf einem Storage-Node mit dem Namen SG-DC-SN3:

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volume-range
0004-0006

Mehrere Volumes nicht in einer Sequenz: Dieser Befehl stellt geléscht codierten Daten auf Volumes
wieder 0004, 000C, und 000E Auf einem Storage-Node mit dem Namen SG-DC-SN3:

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes
000A,000C, 000E

Der repair-data Der Vorgang gibt einen eindeutigen zurlick repair 1D Das identifiziert dies
repair data Betrieb. Verwenden Sie diese Option repair ID Den Fortschritt und das Ergebnis des
verfolgen repair data Betrieb. Beim Abschluss des Wiederherstellungsprozesses wird kein weiteres
Feedback zurtickgegeben.

@ Reparaturen an Erasure-codierten Daten kdnnen beginnen, wahrend einige Storage-Nodes
offline sind. Die Reparatur ist abgeschlossen, wenn alle Nodes verfiigbar sind.

o Wenn im Grid Daten repliziert und mit Erasure-Coding-Verfahren codiert sind, fihren Sie beide Befehle
aus.

5. Monitoring der Reparatur replizierter Daten

a. Wahlen Sie Nodes Storage Node wird repariert ILM.
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b. Verwenden Sie die Attribute im Abschnitt Bewertung, um festzustellen, ob Reparaturen abgeschlossen
sind.

Wenn die Reparaturen abgeschlossen sind, zeigt das Attribut ,wartet — Alle“ 0 Objekte an.

c. Um die Reparatur genauer zu tberwachen, wahlen Sie Support Tools Grid Topology.
d. Wahlen Sie Grid Storage Node wird repariert LDR Data Store.

e. Verwenden Sie eine Kombination der folgenden Attribute, um festzustellen, ob replizierte Reparaturen
abgeschlossen sind.

@ Cassandra ist moglicherweise Inkonsistenzen vorhanden und fehlgeschlagene
Reparaturen werden nicht nachverfolgt.

= Reparted (XRPA): Verwenden Sie dieses Attribut, um den Fortschritt der replizierten Reparaturen
zu verfolgen. Dieses Attribut erhoht sich jedes Mal, wenn ein Storage-Node versucht, ein
risikoreicheres Objekt zu reparieren. Wenn dieses Attribut fiir einen Zeitraum nicht langer als die
aktuelle Scan-Periode (vorgesehen durch das Attribut Scan Period — Estimated) steigt, bedeutet
dies, dass ILM-Scans keine hoch riskant Objekte gefunden haben, die auf allen Knoten repariert
werden mussen.

@ Objekte mit hohem Risiko sind Objekte, die Gefahr laufen, vdllig verloren zu sein.
Dies umfasst keine Objekte, die ihre ILM-Konfiguration nicht erfullen.

= Scan Period — Estimated (XSCM): Verwenden Sie dieses Attribut, um zu schatzen, wann eine
Richtlinienanderung auf zuvor aufgenommene Objekte angewendet wird. Wenn sich das Attribut
Repears versuchte Uber einen Zeitraum nicht Ianger als der aktuelle Scanzeitraum erhoéht, ist es
wahrscheinlich, dass replizierte Reparaturen durchgefiihrt werden. Beachten Sie, dass sich der
Scanzeitraum andern kann. Das Attribut Scan Period — Estimated (XSCM) gilt fir das gesamte
Raster und ist die maximale Anzahl aller Knoten Scan Perioden. Sie kdnnen den Attributverlauf des
Attributs Scanperiode — Estimated fir das Raster abfragen, um einen geeigneten Zeitrahmen zu
ermitteln.

6. Uberwachen Sie die Reparatur von Daten, die mit Erasure Coding codiert wurden, und versuchen Sie alle
fehlgeschlagenen Anfragen erneut.

a. Status von Datenreparaturen mit Léschungscode ermitteln:

* Verwenden Sie diesen Befehl, um den Status eines bestimmten anzuzeigen repair-data
Betriebliche Griinde:

repair-data show-ec-repair-status --repair-id repair ID
= Verwenden Sie diesen Befehl, um alle Reparaturen aufzulisten:
repair-data show-ec-repair-status
Die Ausgabe enthalt Informationen, einschliellich repair ID, Fur alle zuvor und derzeit

laufenden Reparaturen.
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root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time

Affected/Repaired Retry Repair

End Time State Est Bytes

949283 DC1-S-99-10 (Volumes:

17359 No

949292 DC1-S-99-10 (Volumes:

0 Yes

949294 DC1-S-99-10 (Volumes:

0 Yes

949299 DC1-S-99-10 (Volumes:

0 Yes

2016-11-30T15:27:

2016-11-30T15:37:

2016-11-30T15:47:

2016-11-30T15:57:

06.

06.

06.

Success

Failure

Failure

Failure

17359

17359

17359

b. Wenn in der Ausgabe angezeigt wird, dass der Reparaturvorgang fehlgeschlagen ist, verwenden Sie
den --repair-id Option, um die Reparatur erneut zu versuchen.

Mit diesem Befehl wird eine fehlerhafte Node-Reparatur mit der Reparatur-ID erneut versucht

83930030303133434:

repair-data start-ec-node-repair --repair-id 83930030303133434

Dieser Befehl versucht eine fehlerhafte Volume-Reparatur mit der Reparatur-1D

83930030303133434:

repair-data start-ec-volume-repair --repair-id 83930030303133434

Verwandte Informationen

"Monitor Fehlerbehebung"

Uberpriifen des Speicherstatus nach der Wiederherstellung eines Appliance-Speicherknoten

Nach der Wiederherstellung eines Appliance Storage Node mussen Sie Uberprifen, ob
der gewlnschte Status des Appliance Storage Node auf ,Online” gesetzt ist, und
vergewissern Sie sich, dass der Status bei jedem Neustart des Storage Node-Servers

standardmaRig online ist.

Was Sie bendtigen

» Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

» Der Speicherknoten wurde wiederhergestellt und die Datenwiederherstellung ist abgeschlossen.

Schritte

1. Wahlen Sie Support > Tools > Grid Topology Aus.
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2. Uberpriifen Sie die Werte von wiederhergestellten Speicherknoten LDR Storage
Speicherzustand — gewiinscht und Speicherzustand — Strom.

Der Wert beider Attribute sollte Online sein.
3. Wenn der Speicherstatus — gewtinscht auf schreibgeschitzt eingestellt ist, fihren Sie die folgenden
Schritte aus:
a. Klicken Sie auf die Registerkarte Konfiguration.
b. Wahlen Sie aus der Dropdown-Liste Storage State — gewiinschte die Option Online aus.
c. Klicken Sie Auf Anderungen Ubernehmen.

d. Klicken Sie auf die Registerkarte Ubersicht und bestétigen Sie, dass die Werte von
Speicherzustand — gewiinscht und Speicherzustand — Aktuell auf Online aktualisiert werden.

Die Wiederherstellung nach einem Ausfall des Storage-Volumes ist bei intaktem Systemlaufwerk maéglich

Sie mussen eine Reihe von Aufgaben durchfuhren, um einen softwarebasierten Storage
Node wiederherzustellen, bei dem ein oder mehrere Storage-Volumes auf dem Storage-
Node ausgefallen sind, das Systemlaufwerk jedoch intakt ist. Wenn nur Speichervolumen
ausgefallen sind, steht der Speicherknoten dem StorageGRID-System weiterhin zur
Verflgung.

Uber diese Aufgabe

Dieses Wiederherstellungsverfahren gilt nur fir softwarebasierte Speicherknoten. Wenn Speichervolumen auf
einem Appliance-Speicherknoten ausgefallen sind, gehen Sie wie folgt vor: ,Wiederherstellen eines
StorageGRID-Appliance-Speicherknoten®.

Review warnings about storage volume recovery.

v

Identify and unmount failed storage volumes.

v

Recover failed storage volumes and rebuild the
Cassandra database.

v

Restore object data to a storage volume.

v

Check storage state.
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Verwandte Informationen
"Wiederherstellen eines Speicherknoten fur StorageGRID-Gerate"

Schritte
» "Uberpriifen von Warnungen zur Wiederherstellung von Speichervolumen"

+ "ldentifizierung und Aufheben von fehlgeschlagenen Storage-Volumes"
+ "Wiederherstellung ausgefallener Storage-Volumes und Wiederherstellung der Cassandra-Datenbank"
» "Wiederherstellung von Objektdaten auf einem Storage-Volume, auf dem das Systemlaufwerk intakt ist"

« "Uberpriifung des Storage-Status nach der Wiederherstellung von Storage Volumes"

Uberpriifen von Warnungen zur Wiederherstellung von Speichervolumen

Bevor Sie fehlgeschlagene Speicher-Volumes fur einen Speicherknoten wiederherstellen,
mussen Sie die folgenden Warnungen tberprifen.

Die Storage-Volumes (oder Rangedbs) in einem Storage-Node werden durch eine hexadezimale Zahl
identifiziert, die als Volume-ID bezeichnet wird. Zum Beispiel ist 0000 das erste Volumen und 000F das
sechzehnte Volumen. Der erste Objektspeicher (Volume 0) auf jedem Storage-Node belegt bis zu 4 TB
Speicherplatz fir Objekt-Metadaten und Cassandra-Datenbankvorgénge. Fiir Objektdaten werden der
verbleibende Speicherplatz auf diesem Volume verwendet. Alle anderen Storage Volumes werden
ausschlieflich fur Objektdaten verwendet.

Falls Volume 0 ausfallt und wiederhergestellt werden muss, kann die Cassandra-Datenbank im Rahmen des
Volume-Recovery-Verfahrens neu erstellt werden. Cassandra kann unter folgenden Umstanden auch wieder
aufgebaut werden:

« Ein Storage-Node wird nach mehr als 15 Tagen offline wieder online geschaltet.

» Das Systemlaufwerk und ein oder mehrere Storage-Volumes ausfallen und werden wiederhergestellit.

Nach dem Rebuilt von Cassandra verwendet das System Informationen von anderen Speicherknoten. Wenn
zu viele Storage-Nodes offline sind, sind einige Cassandra-Daten mdglicherweise nicht verfugbar. Falls
Cassandra vor Kurzem neu aufgebaut wurde, sind Cassandra-Daten moglicherweise noch nicht konsistent im
gesamten Grid. Datenverluste konnen auftreten, wenn Cassandra neu aufgebaut wird, wenn zu viele Storage-
Nodes offline sind oder wenn zwei oder mehr Storage-Nodes innerhalb von 15 Tagen neu erstellt werden.

Wenn mehrere Speicherknoten ausgefallen sind (oder offline ist), wenden Sie sich an den
@ technischen Support. Fiihren Sie den folgenden Wiederherstellungsvorgang nicht durch. Es
kann zu Datenverlusten kommen.

Falls dies der zweite Ausfall des Storage-Nodes in weniger als 15 Tagen nach Ausfall oder

@ Wiederherstellung eines Storage-Nodes ist, wenden Sie sich an den technischen Support. Die
Neuerstellung von Cassandra auf zwei oder mehr Storage-Nodes innerhalb von 15 Tagen kann
zu Datenverlust fuhren.

Wenn mehr als ein Speicherknoten an einem Standort ausgefallen ist, ist moglicherweise ein
Verfahren zur Standortwiederherstellung erforderlich. Wenden Sie sich an den technischen
Support.

"Durchflhren der Standortwiederherstellung durch den technischen Support"

106



Wenn ILM-Regeln so konfiguriert sind, dass nur eine replizierte Kopie gespeichert wird und sich
@ die Kopie auf einem ausgefallenen Storage Volume befindet, kbnnen Sie das Objekt nicht
wiederherstellen.

Wenn wahrend der Wiederherstellung ein Alarm ,Service: Status — Cassandra (SVST)*
(Service: Status — Cassandra) ausgegeben wird, lesen Sie die Uberwachungs- und

@ Fehlerbehebungsanweisungen zur Wiederherstellung des Alarms durch Neuaufbau von
Cassandra. Nach dem Wiederaufbau von Cassandra sollten die Alarme geléscht werden. Wenn
die Alarme nicht geléscht werden, wenden Sie sich an den technischen Support.

Verwandte Informationen
"Monitor Fehlerbehebung"

"Warnungen und Uberlegungen fiir die Wiederherstellung von Grid Nodes"

Identifizierung und Aufheben von fehlgeschlagenen Storage-Volumes

Bei der Wiederherstellung eines Storage-Nodes mit ausgefallenen Storage-Volumes
mussen Sie die ausgefallenen Volumes identifizieren und deren Bereitstellung aufheben.
Sie mussen Uberprufen, ob nur die fehlgeschlagenen Speicher-Volumes im Rahmen der
Wiederherstellungsverfahren neu formatiert werden.

Was Sie benétigen

Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

Uber diese Aufgabe
Sie sollten ausgefallene Storage Volumes so bald wie mdglich wiederherstellen.

Der erste Schritt des Wiederherstellungsprozesses besteht darin, Volumes zu erkennen, die entfernt wurden,
abgehéangt werden missen oder I/O-Fehler haben. Wenn weiterhin fehlgeschlagene Volumes angehéangt sind,
aber ein zufallig beschadigtes Dateisystem vorhanden ist, erkennt das System mdglicherweise keine
Beschadigung in nicht verwendeten oder nicht zugewiesenen Teilen der Festplatte.

Sie mussen dieses Verfahren abschliefen, bevor Sie manuelle Schritte zur Wiederherstellung
von Volumes durchfiihren, z. B. das Hinzufiigen oder erneutes Anschlie3en von Festplatten, das

@ Anhalten des Node, Starten des Node oder Neustarten. Andernfalls, wenn Sie den ausfuhren
reformat storage block devices.rb Skript, moglicherweise tritt ein Dateisystemfehler
auf, der zum Aufhangen oder Fehlschlagen des Skripts fihrt.

@ Reparieren Sie die Hardware und schliel3en Sie die Festplatten ordnungsgemaf an, bevor Sie
den ausflihren reboot Befehl.

Fehlerhafte Storage-Volumes sorgfaltig ermitteln Anhand dieser Informationen kénnen Sie
@ Uberprifen, welche Volumes neu formatiert werden missen. Sobald ein Volume neu formatiert
wurde, kénnen die Daten auf dem Volume nicht mehr wiederhergestellt werden.

Um fehlgeschlagene Speicher-Volumes korrekt wiederherzustellen, miissen Sie sowohl die Geratenamen der
ausgefallenen Speicher-Volumes als auch die zugehdrigen Volume-IDs kennen.

Bei der Installation wird jedem Storage-Gerat eine UUID (Universal Unique Identifier) des Filesystems
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zugewiesen und Uber die zugewiesene Filesystem-UUID in ein rangedb-Verzeichnis auf dem Storage Node
gemountet. Die UUID des Dateisystems und das Verzeichnis ,rangedb” sind im aufgefiihrt /etc/fstab Datei:
Der Geratename, das rankgedb-Verzeichnis und die Grolke des gemounteten Volumes werden im Grid
Manager angezeigt.

Im folgenden Beispiel ist das Gerat /dev/sdc Hat eine Volume-Grofe von 4 TB, wird angehangt auf
/var/local/rangedb/0, Verwenden des Geratenamens /dev/disk/by-uuid/822b0547-3b2b-472e-
adb5e-elcfl809faba Im/etc/fstab Datei:

I Jieyiade Selcislab (e F'S Errorasceamount-ro, barey
-war - fdevy/add fuar/local BXL3 EECOES*EENOUNT-Ed barrl:
fdev/ade KWAQ o L1 defanulca n

7 local idevisde — pEaE fpEos pEos degaulies 0
! rangedb m ayatla feys =ysla noAlito fi

5 s D_.-"",:-’ debugta foys/kcenel fdzbug debugta NOELTO o

~ fdevisdd | deupts Fdeu/pts devpta mode=0520, gid=5 o

1 | Fdew S EdD fredia/Eloppy 5T ! ROBUTO, WIS, STRD il

Sdev/cdrom sodoom 1309860 o, mosuts 0 0

fdev/3Lak by-uald/ e 4eET -3 11 -47aT-9700- b3 1bA55albd Svar/local/oysql_ibda
Sdev/zappersfegug-Lagly flzg xfs dwepl mipre/f2g,noalign,nobarcier  dieep 0 2
[Fdcvidias oy uaid/Beabi 5] - doan-41ec-ndbe-c Lol La0atabn /var, local/ rangedb /o]

) z'ﬁ\\‘- idevisde 1
[asscs]

Volumes
Ioir Piind Do Stohm Sz Sjece Avsisbly  Totel Ervies  Erires Avadeble  Wie Cachs
i croct  Ondine B9 @) 104GB 453GE &) 655360 £E3 E43 58 Unknown 5
Hymfigeal i g METR MHAE  BE Uieown 5
fafocaliangedbi sdc  Onboe @) 476 6B A3TSGB WM PSAWOA0E BOSETESS N D Unavalsble 3
Tendlccalmngedy 1 sdd | Onbne S by £ 60 GB 2 W0 GO ) fy G54003 400 SSHSTYEN) Ay Unavailskie 55
Fymfictalimngedlyl sce  Onne B @) 42965 GE 4370GE 9 658 590408 5891 X5 14§ Unavalstls B
Schritte
1. FUhren Sie die folgenden Schritte durch, um die fehlgeschlagenen Speicher-Volumes und deren
Geratenamen aufzunehmen:
a. Wahlen Sie Support > Tools > Grid Topology Aus.
b. Wahlen Sie Standort fehlgeschlagener Speicherknoten LDR Storage Ubersicht Haupt, und
suchen Sie nach Objektspeichern mit Alarmen.
Object Stores
D Total Available Stored Data Stored (%) Health
0000 96.6 GB 56.6 GB i 823 KB 5 0.001 % Errar = B
0004 107 GB 107 GB 0B 0% No Errors =y
0002 107 GB 107 GB MoB 0 % No Errors =HYy

c. Auswahlen Standort fehlgeschlagener Speicherknoten SSM Ressourcen Ubersicht Haupt.
Ermitteln Sie den Mount-Punkt und die Volume-GroR3e jedes im vorherigen Schritt identifizierten
ausgefallenen Storage-Volumes.

Objektspeichern werden in Hex-Notation nummeriert. Zum Beispiel ist 0000 das erste Volumen und
000F das sechzehnte Volumen. Im Beispiel entspricht der Objektspeicher mit der ID 0000
/var/local/rangedb/0 Mit dem Geratenamen sdc und einer Gréf3e von 107 GB.
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Volumes

Mount Point Device Status Size Space Available Total Entries  Entries Available Write Cache

I croot Online EJ& 104GB 417 GB [ & 655.360 554 806 5 & Unknown E
Ivar/lecal cvioe Online =& 966GB 961 GB &y 94369792 94369423 T &) Unknown =
fvarflocalirangedh/0  sdc Online =&y 107 GB 107 GE T & 104657600 104856202 E4&) Enabled =
lvarflocalirangedb/1  sdd Online EJ&) 107 GB 107.GB  [E5%) 104,857,600 104856536 [H&) Enabled =
fvarflocalrangedb/2  sde Online =&y 167 GB 107 GB 5 & 104857600 104856536 HE&) Enabled =

2. Melden Sie sich beim fehlgeschlagenen Speicherknoten an:

a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

3. Fuhren Sie das folgende Skript aus, um die Speicherdienste zu stoppen und die Bereitstellung eines
fehlerhaften Speicher-Volumes aufzuheben:

sn-unmount-volume object store ID

Der object store ID Istdie ID des ausgefallenen Speicher-Volumes. Geben Sie beispielsweise an 0
Im Befehl fiir einen Objektspeicher mit der ID 0000.

4. Wenn Sie dazu aufgefordert werden, driicken Sie y, um die Speicherdienste auf dem Speicherknoten zu
stoppen.

@ Wenn die Storage-Services bereits angehalten wurden, werden Sie nicht aufgefordert. Der
Cassandra-Service wird nur fir Volume 0 angehalten.

sn-unmount-volume 0
Storage services (ldr, chunk, dds, cassandra) are not down.
Storage services must be stopped before running this script.
Stop storage services [y/N]? y
Shutting down storage services.
Storage services stopped.

Unmounting /var/local/rangedb/0

In wenigen Sekunden werden die Speicherservices angehalten und das Volume wird abgehangt. Die
Meldungen werden angezeigt, die jeden Schritt des Prozesses angeben. Die letzte Meldung gibt an, dass
das Volume abgehangt wurde.
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Wiederherstellung ausgefallener Storage-Volumes und Wiederherstellung der Cassandra-Datenbank

Sie mUssen ein Skript ausflihren, das den Speicher auf ausgefallenen Storage-Volumes
neu formatiert und neu einbindet, und die Cassandra-Datenbank auf dem Storage-Node
neu erstellen, falls das System den Bedarf ermittelt.

* Sie missen die haben Passwords. txt Datei:
» Die Systemlaufwerke auf dem Server miissen intakt sein.

* Die Fehlerursache muss ermittelt worden sein und bei Bedarf muss bereits Ersatz-Storage-Hardware
angeschafft worden sein.

* Die Gesamtgrole des Ersatzspeichers muss mit dem Original Gbereinstimmen.

« Sie haben Uberprift, dass keine Ausmusterung von Storage-Nodes ausgefuhrt wird oder Sie den Vorgang
zur Deaktivierung eines Node angehalten haben. (Wahlen Sie im Grid Manager die Option Wartung
Wartungsaufgaben Dekommission.)

« Sie haben Uberprift, dass keine Erweiterung ausgefihrt wird. (Wahlen Sie im Grid Manager die Option
Wartung Wartungsaufgaben Erweiterung.)

 Sie haben die Warnungen zur Wiederherstellung von Speichervolumen gepruift.
"Uberpriifen von Warnungen zur Wiederherstellung von Speichervolumen"

a. Ersetzen Sie bei Bedarf den fehlerhaften physischen oder virtuellen Speicher, der mit den fehlerhaften
Speicher-Volumes verbunden ist, die Sie zuvor ermittelt und abgehangt haben.

Stellen Sie nach dem Ersetzen des Speichers sicher, dass Sie ihn erneut scannen oder neu booten,
um sicherzustellen, dass er vom Betriebssystem erkannt wird, die Volumes jedoch nicht neu mounten.
Der Speicher wird neu eingebunden und hinzugefligt /etc/fstab In einem spateren Schritt.

b. Melden Sie sich beim fehlgeschlagenen Speicherknoten an:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
il. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

iv. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

c. Verwenden Sie einen Texteditor (vi oder vim), um fehlgeschlagene Volumes aus dem zu I6schen
/etc/fstab Datei und dann speichern Sie die Datei.

Kommentieren eines ausgefallenen Volumes in /etc/fstab Datei reicht nicht aus. Das

@ Volume muss aus geldscht werden fstab Wahrend der Wiederherstellungsvorgang
Uberprift, ob alle Leitungen im vorhanden sind fstab Die Datei stimmt mit den
gemounteten Dateisystemen Uberein.

d. Formatieren Sie alle ausgefallenen Storage-Volumes neu und stellen Sie ggf. die Cassandra-
Datenbank wieder her. Geben Sie Ein: reformat storage block devices.rb

= Wenn Speicherservices ausgeflihrt werden, werden Sie aufgefordert, diese zu beenden. Geben
Sieein: Y
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= Sie werden aufgefordert, die Cassandra-Datenbank bei Bedarf neu aufzubauen.

= Uberpriifen Sie die Warnungen. Falls keines dieser Beispiele zutreffend ist, bauen Sie die
Cassandra-Datenbank neu aus. Geben Sie ein: Y

= Wenn mehr als ein Speicherknoten offline ist oder wenn ein anderer Speicherknoten in den
letzten 15 Tagen wieder aufgebaut wurde. Geben Sie: N ein

Das Skript wird beendet, ohne dass Cassandra neu aufgebaut werden muss. Wenden Sie sich
an den technischen Support.

= Wenn Sie nach jedem Rangedb-Laufwerk auf dem Storage-Node gefragt werden: Reformat the
rangedb drive <name> (device <major number>:<minor number>)? [y/n]?, Geben
Sie eine der folgenden Antworten ein:

= Y um ein Laufwerk neu zu formatieren, das Fehler hatte. Dadurch wird das Speichervolumen
neu formatiert und das neu formatierte Speichervolume wird hinzugefiigt /etc/fstab Datei:

= N wenn das Laufwerk keine Fehler enthalt und Sie es nicht neu formatieren wollen.

Durch Auswahl von n wird das Skript beendet. Entweder montieren Sie das
Laufwerk (wenn Sie denken, dass die Daten auf dem Laufwerk beibehalten
@ werden sollten und das Laufwerk fehlerhaft abgehangt wurde) oder entfernen
Sie das Laufwerk. FUhren Sie dann die aus
reformat storage block devices.rb Befehl erneut.

Einige StorageGRID-Wiederherstellungsverfahren verwenden Reaper fir die
Bearbeitung von Cassandra-Reparaturen. Reparaturen werden automatisch

@ ausgefihrt, sobald die entsprechenden oder erforderlichen Services gestartet
wurden. Sie kénnen die Skriptausgabe bemerken, die “reaper” oder “Cassandra
Reparatur erwahnt.” Wenn eine Fehlermeldung angezeigt wird, dass die Reparatur
fehlgeschlagen ist, fihren Sie den in der Fehlermeldung angegebenen Befehl aus.

Im folgenden Beispiel wird das Laufwerk ausgegeben /dev/sdf Muss neu formatiert werden, und
Cassandra musste nicht neu aufgebaut werden:
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root@DC1l-Sl:~ # reformat storage block devices.rb

Storage services must be stopped before running this script.
Stop storage services [y/N]? **y**

Shutting down storage services.

Storage services stopped.

Formatting devices that are not in use...

Skipping in use device /dev/sdc

Skipping in use device /dev/sdd

Skipping in use device /dev/sde

Reformat the rangedb drive /dev/sdf (device 8:64)7? [Y/n]? **y**
Successfully formatted /dev/sdf with UUID c817f87f-f989-4a21-8f03-
b6£42180063f

Skipping in use device /dev/sdg

All devices processed

Running: /usr/local/ldr/setup rangedb.sh 12075630

Cassandra does not need rebuilding.

Starting services.

Reformatting done. Now do manual steps to
restore copies of data.

Verwandte Informationen

"Uberprifen von Warnungen zur Wiederherstellung von Speichervolumen"

Wiederherstellung von Objektdaten auf einem Storage-Volume, auf dem das Systemlaufwerk intakt ist

Nach der Wiederherstellung eines Storage-Volumes auf einem Storage-Node, auf dem
das Systemlaufwerk intakt ist, konnen Sie die Objektdaten wiederherstellen, die bei
einem Ausfall des Storage-Volume verloren gegangen sind.

Was Sie bendtigen

+ Sie missen bestatigt haben, dass der wiederhergestellte Speicherknoten einen Verbindungsstatus von
verbunden hat.~ Auf der Registerkarte Nodes Ubersicht im Grid Manager.

Uber diese Aufgabe

Objektdaten kdnnen von anderen Storage-Nodes, einem Archiv-Node oder einem Cloud Storage-Pool
wiederhergestellt werden, wenn die ILM-Regeln des Grid so konfiguriert wurden, dass Objektkopien verfiigbar
sind.

Wenn eine ILM-Regel so konfiguriert wurde, dass nur eine replizierte Kopie gespeichert wird
und sich diese Kopie auf einem ausgefallenen Storage Volume befand, kdnnen Sie das Objekt
nicht wiederherstellen.
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Wenn sich die einzige verbleibende Kopie eines Objekts in einem Cloud Storage Pool befindet,
muss StorageGRID mehrere Anfragen an den Cloud Storage Pool Endpunkt stellen, um

@ Objektdaten wiederherzustellen. Bevor Sie dieses Verfahren durchfiihren, wenden Sie sich an
den technischen Support, um Hilfe bei der Schatzung des Recovery-Zeitrahmens und der damit
verbundenen Kosten zu erhalten.

Wenn sich die einzige verbleibende Kopie eines Objekts auf einem Archiv-Node befindet,
werden Objektdaten vom Archiv-Node abgerufen. Aufgrund der Latenz beim Abrufen von Daten

(D aus externen Archiv-Storage-Systemen dauert die Wiederherstellung von Objektdaten in einen
Storage Node aus einem Archiv-Node langer als die Wiederherstellung von Kopien aus anderen
Storage-Nodes.

Zum Wiederherstellen von Objektdaten flihren Sie den aus repair-data Skript: Dieses Skript startet den
Prozess der Wiederherstellung von Objektdaten und arbeitet mit ILM-Scans zusammen, um sicherzustellen,
dass ILM-Regeln eingehalten werden. Sie verwenden verschiedene Optionen mit dem repair-data Skript,
unabhangig davon, ob Sie replizierte Daten oder Erasure Coding Daten wiederherstellen:

* Replizierte Daten: Fur die Wiederherstellung replizierter Daten stehen zwei Befehle zur Verfligung, je

nachdem, ob Sie den gesamten Knoten oder nur bestimmte Volumes auf dem Knoten reparieren mussen:

repair-data start-replicated-node-repair

repair-data start-replicated-volume-repair

* Erasure Coded (EC) Data: Zwei Befehle stehen zur Wiederherstellung von Erasure-codierten Daten zur
Verfigung. Dabei wird darauf basierend, ob Sie den gesamten Knoten oder nur bestimmte Volumes auf
dem Knoten reparieren missen:

repair-data start-ec-node-repair

repair-data start-ec-volume-repair

Reparaturen an Erasure-codierten Daten kdnnen beginnen, wahrend einige Storage-Nodes offline sind.
Die Reparatur ist abgeschlossen, wenn alle Nodes verfligbar sind. Sie kdnnen Reparaturen von Daten, die
mit Erasure-Coding-Verfahren codiert wurden, mit diesem Befehl verfolgen:

repair-data show-ec-repair-status
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Der EC-Reparaturauftrag reserviert voriibergehend eine grofte Menge an Lagerung. Storage-
Warnmeldungen kdnnen zwar ausgeldst werden, werden aber nach Abschluss der Reparatur

@ behoben. Wenn nicht geniigend Speicherplatz fir die Reservierung vorhanden ist, schlagt der
EC-Reparaturauftrag fehl. Speicherreservierungen werden freigegeben, wenn der EC-
Reparaturauftrag abgeschlossen wurde, unabhangig davon, ob der Job fehlgeschlagen oder
erfolgreich war.

Weitere Informationen zur Verwendung des repair-data Skript, geben Sie ein repair-data —--help
Uber die Befehlszeile des primaren Admin-Knotens.

Schritte
1. Melden Sie sich beim primaren Admin-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@primary Admin Node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

d. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

2. Verwenden Sie die /etc/hosts Datei, um den Hostnamen des Speicher-Knotens fiir die
wiederhergestellten Speicher-Volumes zu finden. Um eine Liste aller Nodes im Raster anzuzeigen, geben
Sie Folgendes ein: cat /etc/hosts

3. Wenn alle Storage-Volumes ausgefallen sind, reparieren Sie den gesamten Node. (Wenn nur einige
Volumes ausgefallen sind, fahren Sie mit dem nachsten Schritt fort.)

Sie kénnen nicht ausgeflihrt werden repair-data Betrieb fir mehr als einen Node
gleichzeitig. Wenden Sie sich an den technischen Support, um mehrere Nodes
wiederherzustellen.

° Wenn in Ihrem Grid replizierte Daten enthalten sind, verwenden Sie das repair-data start-
replicated-node-repair Befehl mit dem —--nodes Option zum Reparieren des gesamten
Speicherknoten.

Mit diesem Befehl werden die replizierten Daten auf einem Storage-Node mit dem Namen SG-DC-SN3
repariert:

repair-data start-replicated-node-repair --nodes SG-DC-SN3

Wahrend Objektdaten wiederhergestellt werden, wird die Warnmeldung Objekte
verloren ausgeldst, wenn das StorageGRID System replizierte Objektdaten nicht finden

@ kann. Auf Storage-Nodes im gesamten System kénnen Warnmeldungen ausgel6st
werden. Sie sollten die Ursache des Schadens bestimmen und feststellen, ob eine
Wiederherstellung moglich ist. Anweisungen zum Monitoring und zur Fehlerbehebung
von StorageGRID finden Sie in der Anleitung.

o Wenn in Ihrem Grid Daten zur Einhaltung von Datenkonsistenz (Erasure Coding) enthalten sind,
verwenden Sie den repair-data start-ec-node-repair Befehl mit dem --nodes Option zum
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Reparieren des gesamten Speicherknoten.

Mit diesem Befehl werden die Erasure Coding-Daten auf einem Storage-Node mit dem Namen SG-DC-
SN3 repariert:

repair-data start-ec-node-repair --nodes SG-DC-SN3

Der Vorgang gibt einen eindeutigen zuriick repair ID Das identifiziert dies repair data Betrieb.
Verwenden Sie diese Option repair ID Den Fortschritt und das Ergebnis des verfolgen

repair data Betrieb. Beim Abschluss des Wiederherstellungsprozesses wird kein weiteres
Feedback zurickgegeben.

(D Reparaturen an Erasure-codierten Daten kdnnen beginnen, wahrend einige Storage-Nodes
offline sind. Die Reparatur ist abgeschlossen, wenn alle Nodes verfiigbar sind.

o Wenn im Grid Daten repliziert und mit Erasure-Coding-Verfahren codiert sind, fihren Sie beide Befehle
aus.

4. Wenn nur einige Volumes ausgefallen sind, die betroffenen Volumes reparieren.
Geben Sie die Volume-IDs in hexadezimal ein. Beispiel: 0000 Ist der erste Band und 000F Ist der

sechzehnte Band. Sie kdnnen ein Volume, einen Bereich von Volumes oder mehrere Volumes angeben,
die sich nicht in einer Sequenz befinden.

Alle Volumes missen sich auf demselben Speicherknoten befinden. Wenn Sie Volumes fliir mehr als einen
Speicherknoten wiederherstellen missen, wenden Sie sich an den technischen Support.

° Wenn |hr Grid replizierte Daten enthalt, verwenden Sie das start-replicated-volume-repair
Befehl mit dem --nodes Option zum Identifizieren des Knotens. Fligen Sie dann entweder die hinzu
--volumes Oder --volume-range Option, wie in den folgenden Beispielen dargestellt.

Einzelnes Volume: Dieser Befehl stellt replizierte Daten auf das Volume wieder her 0002 Auf einem
Storage-Node mit dem Namen SG-DC-SN3:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0002

Bereich von Volumes: Dieser Befehl stellt replizierte Daten auf alle Volumes im Bereich wieder her
0003 Bis 0009 Auf einem Storage-Node mit dem Namen SG-DC-SN3:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3 --volume
-range 0003-0009

Mehrere Volumes nicht in einer Sequenz: Dieser Befehl stellt replizierte Daten in Volumes wieder
her 0001, 0005, und 0008 Auf einem Storage-Node mit dem Namen SG-DC-SN3:

115



repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0001,0005,0008

Wahrend Objektdaten wiederhergestellt werden, wird die Warnmeldung Objekte
verloren ausgelost, wenn das StorageGRID System replizierte Objektdaten nicht finden

@ kann. Auf Storage-Nodes im gesamten System konnen Warnmeldungen ausgelost
werden. Sie sollten die Ursache des Schadens bestimmen und feststellen, ob eine
Wiederherstellung méglich ist. Anweisungen zum Monitoring und zur Fehlerbehebung
von StorageGRID finden Sie in der Anleitung.

o Wenn in lhrem Grid Daten zur Einhaltung von Datenkonsistenz (Erasure Coding) enthalten sind,
verwenden Sie den start-ec-volume-repair Befehl mit dem —-nodes Option zum Identifizieren
des Knotens. Flgen Sie dann entweder die hinzu —--volumes Oder --volume-range Option, wie in
den folgenden Beispielen dargestellt.

Einzelnes Volume: Dieser Befehl stellt geléscht codierte Daten auf das Volumen wieder her 0007 Auf
einem Storage-Node mit dem Namen SG-DC-SN3:

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes 0007

Bereich von Volumes: Dieser Befehl stellt geléscht codierte Daten auf alle Volumes im Bereich 0004
Bis 0006 Auf einem Storage-Node mit dem Namen SG-DC-SN3:

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volume-range
0004-0006

Mehrere Volumes nicht in einer Sequenz: Dieser Befehl stellt geléscht codierten Daten auf Volumes
wieder 0004, 000C, und 000E Auf einem Storage-Node mit dem Namen SG-DC-SN3:

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes
000A,000C, 000E

Der repair-data Der Vorgang gibt einen eindeutigen zurlick repair 1D Das identifiziert dies
repair data Betrieb. Verwenden Sie diese Option repair ID Den Fortschritt und das Ergebnis des
verfolgen repair data Betrieb. Beim Abschluss des Wiederherstellungsprozesses wird kein weiteres
Feedback zurtickgegeben.

@ Reparaturen an Erasure-codierten Daten kdnnen beginnen, wahrend einige Storage-Nodes
offline sind. Die Reparatur ist abgeschlossen, wenn alle Nodes verfiigbar sind.

o Wenn im Grid Daten repliziert und mit Erasure-Coding-Verfahren codiert sind, fihren Sie beide Befehle
aus.

5. Monitoring der Reparatur replizierter Daten

a. Wahlen Sie Nodes Storage Node wird repariert ILM.
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b. Verwenden Sie die Attribute im Abschnitt Bewertung, um festzustellen, ob Reparaturen abgeschlossen
sind.

Wenn die Reparaturen abgeschlossen sind, zeigt das Attribut ,wartet — Alle“ 0 Objekte an.

c. Um die Reparatur genauer zu tberwachen, wahlen Sie Support Tools Grid Topology.
d. Wahlen Sie Grid Storage Node wird repariert LDR Data Store.

e. Verwenden Sie eine Kombination der folgenden Attribute, um festzustellen, ob replizierte Reparaturen
abgeschlossen sind.

@ Cassandra ist moglicherweise Inkonsistenzen vorhanden und fehlgeschlagene
Reparaturen werden nicht nachverfolgt.

= Reparted (XRPA): Verwenden Sie dieses Attribut, um den Fortschritt der replizierten Reparaturen
zu verfolgen. Dieses Attribut erhoht sich jedes Mal, wenn ein Storage-Node versucht, ein
risikoreicheres Objekt zu reparieren. Wenn dieses Attribut fiir einen Zeitraum nicht langer als die
aktuelle Scan-Periode (vorgesehen durch das Attribut Scan Period — Estimated) steigt, bedeutet
dies, dass ILM-Scans keine hoch riskant Objekte gefunden haben, die auf allen Knoten repariert
werden mussen.

@ Objekte mit hohem Risiko sind Objekte, die Gefahr laufen, vdllig verloren zu sein.
Dies umfasst keine Objekte, die ihre ILM-Konfiguration nicht erfullen.

= Scan Period — Estimated (XSCM): Verwenden Sie dieses Attribut, um zu schatzen, wann eine
Richtlinienanderung auf zuvor aufgenommene Objekte angewendet wird. Wenn sich das Attribut
Repears versuchte Uber einen Zeitraum nicht Ianger als der aktuelle Scanzeitraum erhoéht, ist es
wahrscheinlich, dass replizierte Reparaturen durchgefiihrt werden. Beachten Sie, dass sich der
Scanzeitraum andern kann. Das Attribut Scan Period — Estimated (XSCM) gilt fir das gesamte
Raster und ist die maximale Anzahl aller Knoten Scan Perioden. Sie kdnnen den Attributverlauf des
Attributs Scanperiode — Estimated fir das Raster abfragen, um einen geeigneten Zeitrahmen zu
ermitteln.

6. Uberwachen Sie die Reparatur von Daten, die mit Erasure Coding codiert wurden, und versuchen Sie alle
fehlgeschlagenen Anfragen erneut.

a. Status von Datenreparaturen mit Léschungscode ermitteln:

* Verwenden Sie diesen Befehl, um den Status eines bestimmten anzuzeigen repair-data
Betriebliche Griinde:

repair-data show-ec-repair-status --repair-id repair ID
= Verwenden Sie diesen Befehl, um alle Reparaturen aufzulisten:
repair-data show-ec-repair-status
Die Ausgabe enthalt Informationen, einschliellich repair ID, Fur alle zuvor und derzeit

laufenden Reparaturen.
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root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est Bytes
Affected/Repaired Retry Repair

949283 DC1-5-99-10 (Volumes: 1,2) 2016-11-30T15:27:06.9 Success 17359
17359 No
949292 DC1-5-99-10 (Volumes: 1,2) 2016-11-30T15:37:06.9 Failure 17359
0 Yes
949294 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:47:06.9 Failure 17359
0 Yes
949299 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:57:06.9 Failure 17359
0 Yes

b. Wenn in der Ausgabe angezeigt wird, dass der Reparaturvorgang fehlgeschlagen ist, verwenden Sie
den --repair-id Option, um die Reparatur erneut zu versuchen.
Mit diesem Befehl wird eine fehlerhafte Node-Reparatur mithilfe der Reparatur-ID 83930030303133434
erneut versucht:

repair-data start-ec-node-repair --repair-id 83930030303133434

Mit diesem Befehl wird eine fehlerhafte Volume-Reparatur mithilfe der Reparatur-1D
83930030303133434 wiederholt:

repair-data start-ec-volume-repair —--repair-id 83930030303133434

Verwandte Informationen
"StorageGRID verwalten"

"Monitor Fehlerbehebung"

Uberpriifung des Storage-Status nach der Wiederherstellung von Storage Volumes

Nach der Wiederherstellung von Speichervolumes missen Sie Uberprifen, ob der
gewulnschte Status des Speicherknoten auf ,Online” gesetzt ist, und sicherstellen, dass
der Status beim Neustart des Speicherknotenservers standardmafig online ist.

Was Sie benétigen

« Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

» Der Speicherknoten wurde wiederhergestellt und die Datenwiederherstellung ist abgeschlossen.

Schritte
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1. Wahlen Sie Support > Tools > Grid Topology Aus.
2. Uberprifen Sie die Werte von wiederhergestellten Speicherknoten LDR Storage
Speicherzustand — gewiinscht und Speicherzustand — Strom.
Der Wert beider Attribute sollte Online sein.
3. Wenn der Speicherstatus — gewlinscht auf schreibgeschiitzt eingestellt ist, flihren Sie die folgenden
Schritte aus:
a. Klicken Sie auf die Registerkarte Konfiguration.
b. Wahlen Sie aus der Dropdown-Liste Storage State — gewiinschte die Option Online aus.
c. Klicken Sie Auf Anderungen Ubernehmen.

d. Klicken Sie auf die Registerkarte Ubersicht und bestatigen Sie, dass die Werte von
Speicherzustand — gewiinscht und Speicherzustand — Aktuell auf Online aktualisiert werden.

Wiederherstellung nach einem Systemausfall

Wenn das Systemlaufwerk auf einem softwarebasierten Speicherknoten ausgefallen ist,
steht der Speicherknoten dem StorageGRID-System nicht zur Verfigung. Sie mussen
einen bestimmten Satz von Aufgaben zur Wiederherstellung nach einem Systemausfall
ausfuhren.

Uber diese Aufgabe

Gehen Sie folgendermalen vor, um nach einem Systemlaufwerksausfall auf einem softwarebasierten
Speicherknoten wiederherzustellen. Dieses Verfahren umfasst die folgenden Schritte, wenn auch Storage-
Volumes ausgefallen sind oder nicht neu eingebunden werden kdénnen.

@ Dieses Verfahren gilt nur fir softwarebasierte Speicherknoten. Sie missen ein anderes
Verfahren befolgen, um einen Appliance-Speicherknoten wiederherzustellen.

"Wiederherstellen eines Speicherknoten fir StorageGRID-Gerate"
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Prepare for node
recovery.
Replace node.
VMware Linux
No ) Yes
Linux host?
Corrective No . See the
actions taken when F:Eiﬁ;fgels “What next?”
restoring node? section for details.
Yes
—force flag New or changed
or force-recovery block device
Select Start Recovery to Recwenngf rom

storage volume

configure the Storage Node. failure

v

Remount and reformat
storage volumes.

v

Restore object data to
storage volumes.

v

Check storage state.

Schritte
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"Ersetzen des Speicherknotens"
"Wahlen Sie Wiederherstellung starten, um einen Speicherknoten zu konfigurieren"

"Erneutes Mounten und Neuformatieren von Storage Volumes (,MAnual Steps®)

"Wiederherstellen von Objektdaten in einem Storage Volume, falls erforderlich"



» "Uberpriifen des Speicherstatus nach der Wiederherstellung eines Speicherknoten-Systemlaufwerks"

Uberpriifen von Warnungen fiir die Wiederherstellung von Speicherknoten-Laufwerken

Bevor Sie ein ausgefallenes Systemlaufwerk eines Speicherknoten wiederherstellen,
mussen Sie die folgenden Warnungen uberprufen.

Storage-Nodes verfligen Uber eine Cassandra Datenbank mit Objekt-Metadaten. Unter folgenden Umsténden
kann die Cassandra-Datenbank neu erstellt werden:

 Ein Storage-Node wird nach mehr als 15 Tagen offline wieder online geschaltet.
* Ein Speichervolume ist ausgefallen und wurde wiederhergestellt.

» Das Systemlaufwerk und ein oder mehrere Storage-Volumes ausfallen und werden wiederhergestellt.

Nach dem Rebuilt von Cassandra verwendet das System Informationen von anderen Speicherknoten. Wenn
zu viele Storage-Nodes offline sind, sind einige Cassandra-Daten mdglicherweise nicht verflgbar. Falls
Cassandra vor Kurzem neu aufgebaut wurde, sind Cassandra-Daten méglicherweise noch nicht konsistent im
gesamten Grid. Datenverluste kdnnen auftreten, wenn Cassandra neu aufgebaut wird, wenn zu viele Storage-
Nodes offline sind oder wenn zwei oder mehr Storage-Nodes innerhalb von 15 Tagen neu erstellt werden.

Wenn mehrere Speicherknoten ausgefallen sind (oder offline ist), wenden Sie sich an den
@ technischen Support. Fihren Sie den folgenden Wiederherstellungsvorgang nicht durch. Es
kann zu Datenverlusten kommen.

Falls dies der zweite Ausfall des Storage-Nodes in weniger als 15 Tagen nach Ausfall oder

@ Wiederherstellung eines Storage-Nodes ist, wenden Sie sich an den technischen Support. Die
Neuerstellung von Cassandra auf zwei oder mehr Storage-Nodes innerhalb von 15 Tagen kann
zu Datenverlust flhren.

Wenn mehr als ein Speicherknoten an einem Standort ausgefallen ist, ist moglicherweise ein
Verfahren zur Standortwiederherstellung erforderlich. Wenden Sie sich an den technischen
Support.

"Durchflihren der Standortwiederherstellung durch den technischen Support”

Wenn sich dieser Speicherknoten im schreibgeschitzten Wartungsmodus befindet, um das
Abrufen von Objekten durch einen anderen Speicherknoten mit ausgefallenen Speichervolumes

@ zu ermoglichen, stellen Sie Volumes auf dem Speicherknoten mit fehlerhaften Speicher-
Volumes wieder her, bevor Sie diesen fehlgeschlagenen Speicherknoten wiederherstellen.
Beachten Sie die Anweisungen flr die Wiederherstellung nach einem Verlust von Storage-
Volumes, bei denen das Systemlaufwerk intakt ist.

Wenn ILM-Regeln so konfiguriert sind, dass nur eine replizierte Kopie gespeichert wird und sich
@ die Kopie auf einem ausgefallenen Storage Volume befindet, kbnnen Sie das Objekt nicht
wiederherstellen.

121



Wenn wahrend der Wiederherstellung ein Alarm ,Service: Status — Cassandra (SVST)*
(Service: Status — Cassandra) ausgegeben wird, lesen Sie die Uberwachungs- und

@ Fehlerbehebungsanweisungen zur Wiederherstellung des Alarms durch Neuaufbau von
Cassandra. Nach dem Wiederaufbau von Cassandra sollten die Alarme geldscht werden. Wenn
die Alarme nicht geléscht werden, wenden Sie sich an den technischen Support.

Verwandte Informationen
"Monitor Fehlerbehebung"

"Warnungen und Uberlegungen fiir die Wiederherstellung von Grid Nodes"

"Die Wiederherstellung nach einem Ausfall des Storage-Volumes ist bei intaktem Systemlaufwerk moglich”

Ersetzen des Speicherknotens

Wenn das Systemlaufwerk ausgefallen ist, mlssen Sie zuerst den Speicherknoten
ersetzen.

Sie mussen das Verfahren zum Ersetzen des Node fur Ihre Plattform auswahlen. Die Schritte zum Ersetzen
eines Node sind fur alle Typen von Grid-Nodes identisch.

@ Dieses Verfahren gilt nur fur softwarebasierte Speicherknoten. Sie miissen ein anderes
Verfahren befolgen, um einen Appliance-Speicherknoten wiederherzustellen.

"Wiederherstellen eines Speicherknoten fur StorageGRID-Gerate"

Linux: Wenn Sie sich nicht sicher sind, ob Ihr Systemlaufwerk ausgefallen ist, befolgen Sie die Anweisungen,
um den Knoten zu ersetzen, um festzustellen, welche Wiederherstellungsschritte erforderlich sind.

Plattform Verfahren

VMware "Austausch eines VMware Node"

Linux "Ersetzen eines Linux-Knotens"

OpenStack Die von NetApp bereitgestellten Festplattendateien und Skripte fir

Virtual Machines von OpenStack werden fiir Recovery-Vorgange nicht
mehr unterstitzt. Wenn Sie einen Knoten wiederherstellen miissen, der
in einer OpenStack-Implementierung ausgefiihrt wird, laden Sie die
Dateien fur lhr Linux-Betriebssystem herunter. Befolgen Sie dann das
Verfahren zum Ersetzen eines Linux-Knotens.

Wahlen Sie Wiederherstellung starten, um einen Speicherknoten zu konfigurieren

Nachdem Sie einen Speicherknoten ersetzt haben, mussen Sie im Grid Manager die
Option Wiederherstellung starten auswahlen, um den neuen Knoten als Ersatz flr den
ausgefallenen Knoten zu konfigurieren.

Was Sie benétigen

« Sie muissen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.
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« Sie mlssen Uber die Berechtigung Wartung oder Stammzugriff verfligen.

» Sie mussen Uber eine Passphrase fur die Bereitstellung verfugen.

Der Ersatz-Node muss bereitgestellt und konfiguriert sein.

Sie mussen das Startdatum aller Reparaturauftrage fir Daten mit Loschungscode kennen.

Sie mussen Uberprift haben, dass der Speicherknoten innerhalb der letzten 15 Tage nicht neu aufgebaut
wurde.

Uber diese Aufgabe
Wenn der Storage-Node als Container auf einem Linux-Host installiert ist, miissen Sie diesen Schritt nur
ausfuhren, wenn einer dieser Schritte zutrifft:

* Man musste das benutzen --force Flag, um den Knoten zu importieren, oder Sie haben ausgegeben

storagegrid node force-recovery node-name

» Sie mussten eine vollstandige Neuinstallation des Knotens durchfiihren oder /var/local wiederherstellen.

Schritte
1. Wahlen Sie im Grid Manager die Option Wartung Wartungsaufgaben Recovery aus.

2. Wahlen Sie in der Liste Ausstehende Knoten den Rasterknoten aus, den Sie wiederherstellen mochten.

Nodes werden nach ihrem Ausfall in der Liste angezeigt. Sie kdnnen jedoch keinen Node auswahlen, bis
er neu installiert wurde und zur Wiederherstellung bereit ist.

3. Geben Sie die Provisioning-Passphrase ein.

4. Klicken Sie Auf Wiederherstellung Starten.

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

& Q
Name 11 IPv4 Address I State T et I
o 104-217-81 10.96.104.217 Unknown
Passphrase

Provisioning Passphrase | sessss

Start Recovery

5. Uberwachen Sie den Fortschritt der Wiederherstellung in der Tabelle ,Netzknoten wiederherstellen.

Wahrend der Wiederherstellungsvorgang lauft, konnen Sie auf Zuriicksetzen klicken, um

@ eine neue Wiederherstellung zu starten. Ein Info-Dialogfeld wird angezeigt, das angibt, dass
der Knoten bei einem Zurlicksetzen des Vorgangs in einen unbestimmten Zustand
zuruckgelassen wird.

123



€ Info

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For ViMware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.
» For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

Do you want to reset recovery?

oo o

Wenn Sie die Recovery nach dem Zurlicksetzen der Prozedur erneut versuchen méchten, missen Sie den
Node in einen vorinstallierten Status wiederherstellen:

o VMware: Den bereitgestellten virtuellen Grid-Knoten I6schen. Wenn Sie bereit sind, die Recovery neu
zu starten, implementieren Sie den Node erneut.

o Linux: Starten Sie den Knoten neu, indem Sie diesen Befehl auf dem Linux-Host ausfiihren:
storagegrid node force-recovery node-name

6. Wenn der Speicherknoten die Stufe ,Warten auf manuelle Schritte” erreicht hat, gehen Sie zur

nachsten Aufgabe im Wiederherstellungsverfahren, um Speicher-Volumes neu zu mounten und neu zu
formatieren.

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Recovering Grid Node

Name Start Time Progress Stage

de2-s3 2016-09-12 16:12:40 PDT h WY Waiting For Manual Steps

Verwandte Informationen

"Vorbereiten eines Gerats fir die Neuinstallation (nur Plattformaustausch)”

Erneutes Mounten und Neuformatieren von Speicher-Volumes (,,Manuelle Schritte®)

Sie mussen zwei Skripte manuell ausfuhren, um die erhaltenen Storage Volumes neu
einzubinden und ausgefallene Storage Volumes neu zu formatieren. Das erste Skript
bindet Volumes wieder ein, die ordnungsgemaf als StorageGRID-Storage-Volumes
formatiert sind. Das zweite Skript formatiert alle nicht abgehangt Volumes neu, stellt
Cassandra bei Bedarf wieder her und startet Services.

Was Sie bendtigen

+ Sie haben bereits die Hardware fir alle ausgefallenen Storage Volumes ausgetauscht, die ausgetauscht
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werden missen.

Ausflihren des sn-remount-volumes Skript kann lhnen helfen, zusatzliche ausgefallene Storage-
Volumes zu identifizieren.

« Sie haben Uberprift, dass keine Ausmusterung von Storage-Nodes ausgefihrt wird oder Sie den Vorgang
zur Deaktivierung eines Node angehalten haben. (Wahlen Sie im Grid Manager die Option Wartung
Wartungsaufgaben Dekommission.)

+ Sie haben Uberprift, dass keine Erweiterung ausgefihrt wird. (Wahlen Sie im Grid Manager die Option
Wartung Wartungsaufgaben Erweiterung.)

« Sie haben die Warnungen flr die Wiederherstellung des Speicherknoten-Systemlaufwerks Uberpruft.

"Uberpriifen von Warnungen fiir die Wiederherstellung von Speicherknoten-Laufwerken"

Wenden Sie sich an den technischen Support, wenn mehr als ein Speicherknoten offline ist
oder wenn ein Speicherknoten in diesem Grid in den letzten 15 Tagen neu aufgebaut wurde.

@ FUhren Sie das nicht aus sn-recovery-postinstall.sh Skript: Die Neuerstellung von
Cassandra auf zwei oder mehr Storage-Nodes innerhalb von 15 Tagen voneinander kann zu
Datenverlust flihren.

Uber diese Aufgabe
Zum Abschluss dieses Vorgangs fuhren Sie die folgenden grundlegenden Aufgaben aus:

» Melden Sie sich beim wiederhergestellten Speicherknoten an.

* Fuhren Sie die aus sn-remount-volumes Skript zum Neumounten ordnungsgemaf formatierter
Speicher-Volumes. Wenn dieses Skript ausgeflhrt wird, fihrt es Folgendes aus:

o Hangt jedes Storage-Volume an und ab, um das XFS-Journal wiederzugeben.
o Fuhrt eine Konsistenzprifung der XFS-Datei durch.

> Wenn das Dateisystem konsistent ist, bestimmt, ob das Storage Volume ein ordnungsgemaf
formatiertes StorageGRID Storage Volume ist.

> Wenn das Storage Volume ordnungsgemal formatiert ist, wird das Storage-Volume wieder gemountet.
Alle bestehenden Daten auf dem Volume bleiben erhalten.

 Prifen Sie die Skriptausgabe und beheben Sie etwaige Probleme.

* FUhren Sie die aus sn-recovery-postinstall.sh Skript: Wenn dieses Skript ausgefihrt wird, fihrt es
Folgendes aus.

Starten Sie einen Speicherknoten wahrend der Wiederherstellung nicht neu, bevor Sie
ausflihren sn-recovery-postinstall.sh (Siehe Schritt flir Skript nach der Installation)

@ Zum Neuformatieren ausgefallener Storage Volumes und Wiederherstellen von Objekt-
Metadaten. Vor dem Neubooten des Speicherknoten sn-recovery-postinstall.sh
Durch das AbschlieRen werden Fehler bei Diensten verursacht, die zu starten versuchen,
und die Knoten der StorageGRID-Appliance den Wartungsmodus beenden.

° Umformatiert alle Storage-Volumes, die von der sn-remount-volumes Das Skript konnte nicht
gemountet werden oder es wurde festgestellt, dass es nicht ordnungsgemal’ formatiert wurde.

125



Sch
1.

2.

126

Wenn ein Speicher-Volume neu formatiert wird, gehen alle Daten auf diesem Volume

@ verloren. Sie mussen ein zusatzliches Verfahren durchfiihren, um Objektdaten von
anderen Standorten im Grid wiederherzustellen, vorausgesetzt, dass ILM-Regeln fir die
Speicherung von mehr als einer Objektkopie konfiguriert wurden.

o Stellt die Cassandra-Datenbank bei Bedarf auf dem Node wieder her.

o Startet die Dienste auf dem Speicherknoten.

ritte
Melden Sie sich beim wiederhergestellten Speicherknoten an:

a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

Flhren Sie das erste Skript aus, um alle ordnungsgemaf formatierten Speicher-Volumes neu zu mounten.

Wenn alle Speicher-Volumes neu sind und formatiert werden miissen, oder wenn alle
Speicher-Volumes ausgefallen sind, kdnnen Sie diesen Schritt GUberspringen und das zweite
Skript ausfiihren, um alle nicht abgehangt Speicher-Volumes neu zu formatieren.

a. Fuhren Sie das Skript aus: sn-remount-volumes
Dieses Skript kann Stunden dauern, bis es auf Storage-Volumes ausgefuhrt wird, die Daten enthalten.

b. Uberprifen Sie die Ausgabe, wahrend das Skript ausgefihrt wird, und beantworten Sie alle
Eingabeaufforderungen.

Nach Bedarf kdnnen Sie die verwenden tail -f Befehl zum Uberwachen des Inhalts

@ der Protokolldatei des Skripts (/var/local/log/sn-remount-volumes.log). Die
Protokolldatei enthalt ausfiihrlichere Informationen als die Befehlsausgabe der
Befehlszeile.

root@SG:~ # sn-remount-volumes
The configured LDR noid is 12632740

====== Device /dev/sdb ======

Mount and unmount device /dev/sdb and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sdb:

Mount device /dev/sdb to /tmp/sdb-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12632740, volume number 0 in the volID file
Attempting to remount /dev/sdb



Device /dev/sdb remounted successfully

====== Device /dev/sdc ======

Mount and unmount device /dev/sdc and checking file system
consistency:

Error: File system consistency check retry failed on device /dev/sdc.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh,

this volume and any data on this volume will be deleted. If you only
had two

copies of object data, you will temporarily have only a single copy.
StorageGRID Webscale will attempt to restore data redundancy by
making

additional replicated copies or EC fragments, according to the rules
in

the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on

this volume cannot be rebuilt from elsewhere in the grid (for
example, if

your ILM policy uses a rule that makes only one copy or if volumes
have

failed on multiple nodes). Instead, contact support to determine how
to

recover your data.

====== Device /dev/sdd ======

Mount and unmount device /dev/sdd and checking file system
consistency:

Failed to mount device /dev/sdd

This device could be an uninitialized disk or has corrupted
superblock.

File system check might take a long time. Do you want to continue? (y
or n) [y/N]? vy

Error: File system consistency check retry failed on device /dev/sdd.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.
This volume could be new or damaged. If you run sn-recovery-

postinstall.sh,
this volume and any data on this volume will be deleted. If you only
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had two

copies of object data, you will temporarily have only a single copy.
StorageGRID Webscale will attempt to restore data redundancy by
making

additional replicated copies or EC fragments, according to the rules
in

the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on

this volume cannot be rebuilt from elsewhere in the grid (for
example, if

your ILM policy uses a rule that makes only one copy or if volumes
have

failed on multiple nodes). Instead, contact support to determine how
to

recover your data.

====== Device /dev/sde ======

Mount and unmount device /dev/sde and checking file system
consistency:

The device 1s consistent.

Check rangedb structure on device /dev/sde:

Mount device /dev/sde to /tmp/sde-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12000078, volume number 9 in the volID file
Error: This volume does not belong to this node. Fix the attached
volume and re-run this script.

In der Beispielausgabe wurde ein Storage-Volume erfolgreich neu eingebunden und drei Storage-
Volumes wiesen Fehler auf.

* /dev/sdb Die Konsistenzprifung des XFS-Dateisystems wurde bestanden und hatte eine gultige

Volume-Struktur, so dass es erfolgreich neu eingebunden wurde. Daten auf Geraten, die vom
Skript neu eingebunden werden, bleiben erhalten.

* /dev/sdc Die Konsistenzprifung des XFS-Dateisystems ist fehlgeschlagen, da das
Speichervolume neu oder beschadigt war.

* /dev/sdd Konnte nicht gemountet werden, da die Festplatte nicht initialisiert wurde oder der
Superblock der Festplatte beschadigt war. Wenn das Skript kein Speicher-Volume mounten kann,
wird gefragt, ob Sie die Konsistenzprifung des Dateisystems ausfiihren mdchten.

= Wenn das Speichervolumen an eine neue Festplatte angeschlossen ist, beantworten Sie N mit

der Eingabeaufforderung. Sie miissen das Dateisystem auf einer neuen Festplatte nicht
Uberprifen.

= Wenn das Speichervolumen an eine vorhandene Festplatte angeschlossen ist, beantworten
Sie Y mit der Eingabeaufforderung. Sie kdnnen die Ergebnisse der Dateisystemuberprifung
verwenden, um die Quelle der Beschadigung zu bestimmen. Die Ergebnisse werden im
gespeichert /var/local/log/sn-remount-volumes.log Protokolldatei.



* /dev/sde Die Konsistenzprifung des XFS-Dateisystems wurde bestanden und eine giiltige
Volume-Struktur hatte. Die LDR-Knoten-ID in der vollD-Datei stimmt jedoch nicht mit der ID fiir
diesen Storage-Node Uberein (die configured LDR noid Oben angezeigt). Diese Meldung gibt
an, dass dieses Volume zu einem anderen Speicherknoten gehort.

3. Priifen Sie die Skriptausgabe und beheben Sie etwaige Probleme.

Wenn ein Speichervolume die Konsistenzpriifung des XFS-Dateisystems fehlgeschlagen ist

@ oder nicht gemountet werden konnte, GUberprifen Sie sorgfaltig die Fehlermeldungen in der
Ausgabe. Sie miussen die Auswirkungen der Ausfihrung des verstehen sn-recovery-
postinstall. sh Skript auf diesen Volumen.

a. Uberprifen Sie, ob die Ergebnisse einen Eintrag fiir alle Volumes enthalten, die Sie erwartet haben.
Wenn keine Volumes aufgefihrt sind, fihren Sie das Skript erneut aus.

b. Uberpriifen Sie die Meldungen fiir alle angeschlossenen Gerate. Stellen Sie sicher, dass keine Fehler
vorliegen, die darauf hinweisen, dass ein Speichervolume nicht zu diesem Speicherknoten gehort.

Im Beispiel die Ausgabe flr /dev/sde Enthélt die folgende Fehlermeldung:

Error: This volume does not belong to this node. Fix the attached

volume and re-run this script.

Wenn ein Storage-Volume gemeldet wird, das zu einem anderen Storage Node gehort,

@ wenden Sie sich an den technischen Support. Wenn Sie den ausfiihren sn-recovery-
postinstall.sh Skript: Das Speichervolumen wird neu formatiert, was zu
Datenverlust flihren kann.

c. Wenn keine Speichergerate montiert werden konnten, notieren Sie sich den Geratenamen und
reparieren oder ersetzen Sie das Gerat.

@ Sie missen Speichergerate reparieren oder ersetzen, die nicht montiert werden kénnen.

Sie verwenden den Geratenamen, um die Volume-ID zu suchen. Dies ist erforderlich, wenn Sie den
ausfuhren repair-data Skript zum Wiederherstellen von Objektdaten auf dem Volume (beim
nachsten Verfahren).

d. Fihren Sie nach der Reparatur oder dem Austausch aller nicht montierbaren Gerate den aus sn-
remount-volumes Skript erneut, um zu bestatigen, dass alle Speicher-Volumes, die neu gemountet
werden kdnnen, neu eingebunden wurden.

Wenn ein Speicher-Volume nicht angehangt oder nicht ordnungsgemaf formatiert
werden kann, und Sie mit dem nachsten Schritt fortfahren, werden das Volume und alle

@ Daten auf dem Volume geldscht. Falls Sie zwei Kopien von Objektdaten hatten, ist nur
eine einzige Kopie verfligbar, bis Sie das nachste Verfahren (Wiederherstellen von
Objektdaten) abgeschlossen haben.
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Flhren Sie das nicht aus sn-recovery-postinstall.sh Skript, wenn Sie der Meinung
sind, dass die in einem ausgefallenen Storage Volume verbliebenen Daten nicht von einer
anderen Stelle im Grid wiederhergestellt werden kdnnen (falls Ihre ILM-Richtlinie eine Regel
verwendet, die nur eine Kopie macht, oder falls Volumes auf mehreren Nodes ausgefallen
sind). Wenden Sie sich stattdessen an den technischen Support, um zu ermitteln, wie Sie
Ihre Daten wiederherstellen kdnnen.

4. Fuhren Sie die aus sn-recovery-postinstall.sh Skript: sn-recovery-postinstall.sh

Dieses Skript formatiert alle Storage-Volumes, die nicht gemountet werden konnten oder die sich als falsch
formatiert herausfanden. Dariber hinaus wird die Cassandra-Datenbank bei Bedarf auf dem Node
wiederhergestellt und die Services auf dem Storage-Node gestartet.

Beachten Sie Folgendes:

5.
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o Das Skript kann Stunden in Anspruch nehmen.

> Im Allgemeinen sollten Sie die SSH-Sitzung allein lassen, wahrend das Skript ausgefthrt wird.

o Drlicken Sie nicht Strg+C, wenn die SSH-Sitzung aktiv ist.

o Das Skript wird im Hintergrund ausgefiihrt, wenn eine Netzwerkunterbrechung auftritt und die SSH-
Sitzung beendet wird. Sie kdnnen jedoch den Fortschritt auf der Seite Wiederherstellung anzeigen.

o Wenn der Storage-Node den RSM-Service verwendet, wird das Skript moglicherweise 5 Minuten lang
blockiert, wahrend die Node-Services neu gestartet werden. Diese 5-minutige Verzégerung wird
erwartet, wenn der RSM-Dienst zum ersten Mal startet.

®

®

Der RSM-Dienst ist auf Speicherknoten vorhanden, die den ADC-Service enthalten.

Einige StorageGRID-Wiederherstellungsverfahren verwenden Reaper fiir die Bearbeitung
von Cassandra-Reparaturen. Reparaturen werden automatisch ausgefihrt, sobald die
entsprechenden oder erforderlichen Services gestartet wurden. Sie kénnen die
Skriptausgabe bemerken, die “reaper” oder “Cassandra Reparatur erwahnt.” Wenn eine
Fehlermeldung angezeigt wird, dass die Reparatur fehlgeschlagen ist, fiihren Sie den in der
Fehlermeldung angegebenen Befehl aus.

als sn-recovery-postinstall.sh Skript wird ausgefliihrt, Gberwachen Sie die
Wiederherstellungsseite im Grid Manager.

Die Fortschrittsanzeige und die Spalte Phase auf der Seite Wiederherstellung geben einen allgemeinen
Status des an sn-recovery-postinstall.sh Skript:



Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Name Il IPv4 Address T state 11 Recoverable i

No results found.

Recovering Grid Node

Name Start Time Progress Stage

DC1-S3 2016-06-02 14:03:35 PDT . O S N Recovering Cassandra

Nach dem sn-recovery-postinstall.sh Skript hat Dienste auf dem Knoten gestartet. Sie kdnnen
Objektdaten auf allen Speicher-Volumes wiederherstellen, die durch das Skript formatiert wurden, wie in
diesem Verfahren beschrieben.

Verwandte Informationen
"Uberpriifen von Warnungen fiir die Wiederherstellung von Speicherknoten-Laufwerken"

"Wiederherstellen von Objektdaten in einem Storage Volume, falls erforderlich"

Wiederherstellen von Objektdaten in einem Storage Volume, falls erforderlich

Wenn der sn-recovery-postinstall.sh Skriptist erforderlich, um ein oder mehrere
fehlgeschlagene Speicher-Volumes neu zu formatieren, mussen Sie Objektdaten auf dem
neu formatierten Speicher-Volume von anderen Speicherknoten und Archiv-Nodes
wiederherstellen. Diese Schritte sind erst dann erforderlich, wenn ein oder mehrere
Storage Volumes neu formatiert wurden.

Was Sie bendtigen

« Sie mUssen bestatigt haben, dass der wiederhergestellte Speicherknoten einen Verbindungsstatus von
verbunden hat.~ Auf der Registerkarte Nodes Ubersicht im Grid Manager.

Uber diese Aufgabe

Objektdaten kdnnen von anderen Storage-Nodes, einem Archiv-Node oder einem Cloud Storage-Pool
wiederhergestellt werden, wenn die ILM-Regeln des Grid so konfiguriert wurden, dass Objektkopien verfigbar
sind.

Wenn eine ILM-Regel so konfiguriert wurde, dass nur eine replizierte Kopie gespeichert wird
@ und sich diese Kopie auf einem ausgefallenen Storage Volume befand, kdnnen Sie das Objekt
nicht wiederherstellen.

Wenn sich die einzige verbleibende Kopie eines Objekts in einem Cloud Storage Pool befindet,
muss StorageGRID mehrere Anfragen an den Cloud Storage Pool Endpunkt stellen, um

@ Objektdaten wiederherzustellen. Bevor Sie dieses Verfahren durchfiihren, wenden Sie sich an
den technischen Support, um Hilfe bei der Schatzung des Recovery-Zeitrahmens und der damit
verbundenen Kosten zu erhalten.
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Wenn sich die einzige verbleibende Kopie eines Objekts auf einem Archiv-Node befindet,
werden Objektdaten vom Archiv-Node abgerufen. Aufgrund der Latenz beim Abrufen von Daten

@ aus externen Archiv-Storage-Systemen dauert die Wiederherstellung von Objektdaten in einen
Storage Node aus einem Archiv-Node langer als die Wiederherstellung von Kopien aus anderen
Storage-Nodes.

Zum Wiederherstellen von Objektdaten flihren Sie den aus repair-data Skript: Dieses Skript startet den
Prozess der Wiederherstellung von Objektdaten und arbeitet mit ILM-Scans zusammen, um sicherzustellen,
dass ILM-Regeln eingehalten werden. Sie verwenden verschiedene Optionen mit dem repair-data Skript,
unabhangig davon, ob Sie replizierte Daten oder Erasure Coding Daten wiederherstellen:

* Replizierte Daten: Fir die Wiederherstellung replizierter Daten stehen zwei Befehle zur Verfigung, je

nachdem, ob Sie den gesamten Knoten oder nur bestimmte Volumes auf dem Knoten reparieren mussen:

repair-data start-replicated-node-repair

repair-data start-replicated-volume-repair

» Erasure Coded (EC) Data: Zwei Befehle stehen zur Wiederherstellung von Erasure-codierten Daten zur
Verfigung. Dabei wird darauf basierend, ob Sie den gesamten Knoten oder nur bestimmte Volumes auf
dem Knoten reparieren missen:

repair-data start-ec-node-repair

repair-data start-ec-volume-repair

Reparaturen an Erasure-codierten Daten kénnen beginnen, wahrend einige Storage-Nodes offline sind.
Die Reparatur ist abgeschlossen, wenn alle Nodes verflgbar sind. Sie kdnnen Reparaturen von Daten, die
mit Erasure-Coding-Verfahren codiert wurden, mit diesem Befehl verfolgen:

repair-data show-ec-repair-status

Der EC-Reparaturauftrag reserviert voriibergehend eine grofte Menge an Lagerung. Storage-
Warnmeldungen kdnnen zwar ausgeldst werden, werden aber nach Abschluss der Reparatur

(D behoben. Wenn nicht genligend Speicherplatz fiir die Reservierung vorhanden ist, schlagt der
EC-Reparaturauftrag fehl. Speicherreservierungen werden freigegeben, wenn der EC-
Reparaturauftrag abgeschlossen wurde, unabhangig davon, ob der Job fehigeschlagen oder
erfolgreich war.

Weitere Informationen zur Verwendung des repair-data Skript, geben Sie ein repair-data —--help
Uber die Befehlszeile des primaren Admin-Knotens.

Schritte
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1. Melden Sie sich beim primaren Admin-Node an:
a. Geben Sie den folgenden Befehl ein: ssh admin@primary Admin Node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

2. Verwenden Sie die /etc/hosts Datei, um den Hostnamen des Speicher-Knotens fiir die
wiederhergestellten Speicher-Volumes zu finden. Um eine Liste aller Nodes im Raster anzuzeigen, geben
Sie Folgendes ein: cat /etc/hosts

3. Wenn alle Storage-Volumes ausgefallen sind, reparieren Sie den gesamten Node. (Wenn nur einige
Volumes ausgefallen sind, fahren Sie mit dem nachsten Schritt fort.)

Sie kdnnen nicht ausgeflihrt werden repair-data Betrieb fir mehr als einen Node
gleichzeitig. Wenden Sie sich an den technischen Support, um mehrere Nodes
wiederherzustellen.

° Wenn in Ihrem Grid replizierte Daten enthalten sind, verwenden Sie das repair-data start-
replicated-node-repair Befehl mit dem --nodes Option zum Reparieren des gesamten
Speicherknoten.

Mit diesem Befehl werden die replizierten Daten auf einem Storage-Node mit dem Namen SG-DC-SN3
repariert:

repair-data start-replicated-node-repair --nodes SG-DC-SN3

Wahrend Objektdaten wiederhergestellt werden, wird die Warnmeldung Objekte
verloren ausgeldst, wenn das StorageGRID System replizierte Objektdaten nicht finden

(D kann. Auf Storage-Nodes im gesamten System kédnnen Warnmeldungen ausgelost
werden. Sie sollten die Ursache des Schadens bestimmen und feststellen, ob eine
Wiederherstellung méglich ist. Anweisungen zum Monitoring und zur Fehlerbehebung
von StorageGRID finden Sie in der Anleitung.

o Wenn in Ihrem Grid Daten zur Einhaltung von Datenkonsistenz (Erasure Coding) enthalten sind,
verwenden Sie den repair-data start-ec-node-repair Befehl mit dem --nodes Option zum
Reparieren des gesamten Speicherknoten.

Mit diesem Befehl werden die Erasure Coding-Daten auf einem Storage-Node mit dem Namen SG-DC-
SN3 repariert:

repair-data start-ec-node-repair --nodes SG-DC-SN3

Der Vorgang gibt einen eindeutigen zuriick repair ID Das identifiziert dies repair data Betrieb.
Verwenden Sie diese Option repair ID Den Fortschritt und das Ergebnis des verfolgen
repair data Betrieb. Beim Abschluss des Wiederherstellungsprozesses wird kein weiteres
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Feedback zurtickgegeben.

(D Reparaturen an Erasure-codierten Daten kdnnen beginnen, wahrend einige Storage-Nodes
offline sind. Die Reparatur ist abgeschlossen, wenn alle Nodes verfligbar sind.

> Wenn im Grid Daten repliziert und mit Erasure-Coding-Verfahren codiert sind, fiilhren Sie beide Befehle
aus.

4. Wenn nur einige Volumes ausgefallen sind, die betroffenen Volumes reparieren.

Geben Sie die Volume-IDs in hexadezimal ein. Beispiel: 0000 Ist der erste Band und 000F Ist der
sechzehnte Band. Sie kénnen ein Volume, einen Bereich von Volumes oder mehrere Volumes angeben,
die sich nicht in einer Sequenz befinden.

Alle Volumes missen sich auf demselben Speicherknoten befinden. Wenn Sie Volumes flir mehr als einen
Speicherknoten wiederherstellen miissen, wenden Sie sich an den technischen Support.

° Wenn |hr Grid replizierte Daten enthalt, verwenden Sie das start-replicated-volume-repair
Befehl mit dem --nodes Option zum Identifizieren des Knotens. Fligen Sie dann entweder die hinzu
--volumes Oder --volume-range Option, wie in den folgenden Beispielen dargestellt.

Einzelnes Volume: Dieser Befehl stellt replizierte Daten auf das Volume wieder her 0002 Auf einem
Storage-Node mit dem Namen SG-DC-SN3:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0002

Bereich von Volumes: Dieser Befehl stellt replizierte Daten auf alle Volumes im Bereich wieder her
0003 Bis 0009 Auf einem Storage-Node mit dem Namen SG-DC-SN3:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3 --volume
-range 0003-0009

Mehrere Volumes nicht in einer Sequenz: Dieser Befehl stellt replizierte Daten in Volumes wieder
her 0001, 0005, und 0008 Auf einem Storage-Node mit dem Namen SG-DC-SN3:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0001,0005,0008

Wahrend Objektdaten wiederhergestellt werden, wird die Warnmeldung Objekte
verloren ausgelost, wenn das StorageGRID System replizierte Objektdaten nicht finden

@ kann. Auf Storage-Nodes im gesamten System kénnen Warnmeldungen ausgelost
werden. Sie sollten die Ursache des Schadens bestimmen und feststellen, ob eine
Wiederherstellung méglich ist. Anweisungen zum Monitoring und zur Fehlerbehebung
von StorageGRID finden Sie in der Anleitung.

o Wenn in lhrem Grid Daten zur Einhaltung von Datenkonsistenz (Erasure Coding) enthalten sind,
verwenden Sie den start-ec-volume-repair Befehl mit dem —--nodes Option zum Identifizieren
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des Knotens. Fligen Sie dann entweder die hinzu --volumes Oder —--volume-range Option, wie in
den folgenden Beispielen dargestellt.

Einzelnes Volume: Dieser Befehl stellt geléscht codierte Daten auf das Volumen wieder her 0007 Auf
einem Storage-Node mit dem Namen SG-DC-SN3:

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes 0007

Bereich von Volumes: Dieser Befehl stellt geldscht codierte Daten auf alle Volumes im Bereich 0004
Bis 0006 Auf einem Storage-Node mit dem Namen SG-DC-SN3:

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volume-range
0004-0006

Mehrere Volumes nicht in einer Sequenz: Dieser Befehl stellt geléscht codierten Daten auf Volumes
wieder 0002, 000C, und 000E Auf einem Storage-Node mit dem Namen SG-DC-SN3:

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes
000A, 000C, 000E

Der repair-data Der Vorgang gibt einen eindeutigen zurlick repair 1D Das identifiziert dies
repair data Betrieb. Verwenden Sie diese Option repair ID Den Fortschritt und das Ergebnis des
verfolgen repair data Betrieb. Beim Abschluss des Wiederherstellungsprozesses wird kein weiteres
Feedback zurickgegeben.

@ Reparaturen an Erasure-codierten Daten kdnnen beginnen, wahrend einige Storage-Nodes
offline sind. Die Reparatur ist abgeschlossen, wenn alle Nodes verfiigbar sind.

o Wenn im Grid Daten repliziert und mit Erasure-Coding-Verfahren codiert sind, fihren Sie beide Befehle

aus.

5. Monitoring der Reparatur replizierter Daten

a.

Wahlen Sie Nodes Storage Node wird repariert ILM.

b. Verwenden Sie die Attribute im Abschnitt Bewertung, um festzustellen, ob Reparaturen abgeschlossen

sind.
Wenn die Reparaturen abgeschlossen sind, zeigt das Attribut ,wartet — Alle“ 0 Objekte an.

Um die Reparatur genauer zu Uberwachen, wahlen Sie Support Tools Grid Topology.
Wahlen Sie Grid Storage Node wird repariert LDR Data Store.

Verwenden Sie eine Kombination der folgenden Attribute, um festzustellen, ob replizierte Reparaturen
abgeschlossen sind.

(D Cassandra ist moglicherweise Inkonsistenzen vorhanden und fehlgeschlagene
Reparaturen werden nicht nachverfolgt.
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= Reparted (XRPA): Verwenden Sie dieses Attribut, um den Fortschritt der replizierten Reparaturen

zu verfolgen. Dieses Attribut erhdht sich jedes Mal, wenn ein Storage-Node versucht, ein
risikoreicheres Objekt zu reparieren. Wenn dieses Attribut fir einen Zeitraum nicht langer als die
aktuelle Scan-Periode (vorgesehen durch das Attribut Scan Period — Estimated) steigt, bedeutet
dies, dass ILM-Scans keine hoch riskant Objekte gefunden haben, die auf allen Knoten repariert
werden mussen.

@ Objekte mit hohem Risiko sind Objekte, die Gefahr laufen, vollig verloren zu sein.
Dies umfasst keine Objekte, die ihre ILM-Konfiguration nicht erftillen.

Scan Period — Estimated (XSCM): Verwenden Sie dieses Attribut, um zu schatzen, wann eine
Richtliniendnderung auf zuvor aufgenommene Objekte angewendet wird. Wenn sich das Attribut
Repears versuchte Uber einen Zeitraum nicht langer als der aktuelle Scanzeitraum erhoéht, ist es
wahrscheinlich, dass replizierte Reparaturen durchgefiihrt werden. Beachten Sie, dass sich der
Scanzeitraum andern kann. Das Attribut Scan Period — Estimated (XSCM) gilt fir das gesamte
Raster und ist die maximale Anzahl aller Knoten Scan Perioden. Sie kdnnen den Attributverlauf des
Attributs Scanperiode — Estimated fiir das Raster abfragen, um einen geeigneten Zeitrahmen zu
ermitteln.

6. Uberwachen Sie die Reparatur von Daten, die mit Erasure Coding codiert wurden, und versuchen Sie alle
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fehlgeschlagenen Anfragen erneut.
a. Status von Datenreparaturen mit Ldschungscode ermitteln:

* Verwenden Sie diesen Befehl, um den Status eines bestimmten anzuzeigen repair-data

Betriebliche Griinde:

repair-data show-ec-repair-status --repair-id repair ID

= Verwenden Sie diesen Befehl, um alle Reparaturen aufzulisten:

repair-data show-ec-repair-status

Die Ausgabe enthalt Informationen, einschliel3lich repair 1D, Fir alle zuvor und derzeit
laufenden Reparaturen.



root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est Bytes Affected/Repaired
Retry Repair

949283 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:27:06.9 Success 17359

17359 No

949292 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:37:06.9 Failure 17359
0 Yes

949294 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:47:06.9 Failure 17359
0 Yes

949299 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:57:06.9 Failure 17359
0 Yes

b. Wenn in der Ausgabe angezeigt wird, dass der Reparaturvorgang fehlgeschlagen ist, verwenden Sie
den --repair-id Option, um die Reparatur erneut zu versuchen.

Mit diesem Befehl wird eine fehlerhafte Node-Reparatur mithilfe der Reparatur-ID 83930030303133434
erneut versucht:

repair-data start-ec-node-repair --repair-id 83930030303133434

Mit diesem Befehl wird eine fehlerhafte Volume-Reparatur mithilfe der Reparatur-1D
83930030303133434 wiederholt:

repair-data start-ec-volume-repair —--repair-id 83930030303133434

Verwandte Informationen

"StorageGRID verwalten"

"Monitor Fehlerbehebung"

Uberpriifen des Speicherstatus nach der Wiederherstellung eines Speicherknoten-Systemlaufwerks

Nach der Wiederherstellung des Systemlaufwerks fir einen Speicherknoten missen Sie
Uberprufen, ob der gewunschte Status des Speicherknoten auf Online gesetzt ist, und
vergewissern Sie sich, dass der Status beim Neustart des Speicherknotenservers
standardmaRig online ist.

Was Sie bendtigen
» Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

» Der Speicherknoten wurde wiederhergestellt und die Datenwiederherstellung ist abgeschlossen.

Schritte
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1. Wahlen Sie Support > Tools > Grid Topology Aus.
2. Uberprifen Sie die Werte von wiederhergestellten Speicherknoten LDR Storage
Speicherzustand — gewiinscht und Speicherzustand — Strom.
Der Wert beider Attribute sollte Online sein.
3. Wenn der Speicherstatus — gewlinscht auf schreibgeschiitzt eingestellt ist, flihren Sie die folgenden
Schritte aus:
a. Klicken Sie auf die Registerkarte Konfiguration.
b. Wahlen Sie aus der Dropdown-Liste Storage State — gewiinschte die Option Online aus.
c. Klicken Sie Auf Anderungen Ubernehmen.

d. Klicken Sie auf die Registerkarte Ubersicht und bestatigen Sie, dass die Werte von
Speicherzustand — gewiinscht und Speicherzustand — Aktuell auf Online aktualisiert werden.

Wiederherstellung bei Ausfallen von Admin-Nodes

Der Wiederherstellungsprozess fur einen Admin-Knoten hangt davon ab, ob es sich um
den primaren Admin-Knoten oder einen nicht-primaren Admin-Knoten handelt.

Uber diese Aufgabe

Die Schritte fur die Wiederherstellung eines primaren oder nicht primaren Admin-Knotens auf hoher Ebene
sind identisch, wobei sich die Details der einzelnen Schritte unterscheiden.
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Prepare for node recovery.

v

Preserve the audit log.

v

Replace node.

ViMware SEH.'HCES Linux
appliance

See the
"What next?”
section for details.

Comective
actions taken when
restoring node?

Recovery is
complete.

Yes

—force flag
+ or force-recovery

Select Start Recovery to
configure the Admin Node.

v

Restore the audit log.

v

Reset the preferred sender.

v

Restore the Admin Node
database.

v

Restore Prometheus metrics.

Befolgen Sie immer den richtigen Wiederherstellungsvorgang fir den Admin-Knoten, den Sie wiederherstellen.
Die Verfahren sehen auf hohem Niveau gleich aus, unterscheiden sich aber in den Details.

Verwandte Informationen
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"SG100 SG1000 Services-Appliances"

Wahlméglichkeiten
« "Wiederherstellung nach Ausfallen des primaren Admin-Nodes"

+ "Wiederherstellung nach Ausfallen eines Admin-Knotens aulRerhalb des primaren Standorts"

Wiederherstellung nach Ausféllen des primdren Admin-Nodes

Sie mussen einen bestimmten Satz von Aufgaben ausfuhren, um nach einem Ausfall
eines primaren Admin-Knotens wiederherstellen zu konnen. Der primare Admin-Node
hostet den Configuration Management Node (CMN)-Service fur das Grid.

Uber diese Aufgabe

Ein fehlgeschlagener primarer Admin-Node sollte umgehend ersetzt werden. Der Configuration Management
Node (CMN)-Dienst auf dem primaren Admin-Node ist flr die Ausgabe von Objektkennungen fir das Grid
verantwortlich. Diese Kennungen werden Objekten bei ihrer Aufnahme zugewiesen. Neue Objekte kdnnen erst
dann aufgenommen werden, wenn ldentifikatoren verflgbar sind. Die Objektaufnahme kann fortgesetzt
werden, wahrend das CMN nicht verfiigbar ist, da die Identifikatoren ungefahr einen Monat im Grid
zwischengespeichert werden. Nachdem jedoch die gecachten Kennungen erschopft sind, kdbnnen keine neuen
Objekte hinzugefiigt werden.

Sie mussen einen fehlerhaften primaren Administrator-Node innerhalb von etwa einem Monat
reparieren oder ersetzen. Andernfalls kann das Grid die Aufnahme neuer Objekte verlieren. Der

@ genaue Zeitraum hangt von der Geschwindigkeit der Objekterfassung ab: Wenn Sie eine
genauere Bewertung des Zeitrahmens fir Ihr Grid bendtigen, wenden Sie sich an den
technischen Support.

Schritte
 "Prifprotokolle werden vom fehlgeschlagenen primaren Admin-Node kopiert"
* "Ersetzen des primaren Admin-Knotens"
+ "Konfigurieren des primaren Ersatzadministratorknotens"
» "Wiederherstellen des Prufprotokolls auf dem wiederhergestellten primaren Administrator-Knoten"
« "Zurlicksetzen des bevorzugten Senders auf dem wiederhergestellten primaren Admin-Knoten"

» "Wiederherstellen der Admin-Knoten-Datenbank bei der Wiederherstellung eines primaren Admin-Knotens'

+ "Wiederherstellen von Prometheus-Kennzahlen bei der Wiederherstellung eines primaren Admin-Knotens"

Priifprotokolle werden vom fehlgeschlagenen primaren Admin-Node kopiert

Wenn Sie Audit-Protokolle vom fehlgeschlagenen primaren Admin-Node kopieren
kénnen, sollten Sie diese beibehalten, um den Datensatz der Systemaktivitat und
-Nutzung des Rasters beizubehalten. Sie konnen die erhaltenen Audit-Protokolle nach
dem wiederhergestellten primaren Admin-Knoten wiederherstellen, nachdem er in Betrieb
ist.

Mit diesem Verfahren werden die Audit-Log-Dateien vom fehlgeschlagenen Admin-Node in einen temporaren
Speicherort auf einem separaten Grid-Node kopiert. Diese erhaltenen Audit-Protokolle kdnnen dann in den
Ersatz-Admin-Node kopiert werden. Audit-Protokolle werden nicht automatisch auf den neuen Admin-Node
kopiert.

140


https://docs.netapp.com/de-de/storagegrid-115/sg100-1000/index.html

Je nach Art des Fehlers kdnnen Sie unter Umstanden keine Prifprotokolle von einem fehlgeschlagenen
Admin-Knoten kopieren. Wenn die Bereitstellung nur tber einen Admin-Node verfligt, startet der
wiederhergestellte Admin-Knoten die Aufzeichnung von Ereignissen zum Audit-Protokoll in einer neuen leeren
Datei und zuvor aufgezeichnete Daten gehen verloren. Wenn die Bereitstellung mehr als einen Admin-Node
enthalt, konnen Sie die Audit-Protokolle von einem anderen Admin-Node wiederherstellen.

Wenn jetzt auf dem fehlgeschlagenen Admin-Node die Uberwachungsprotokolle nicht mehr
zugegriffen werden kann, kdnnen Sie spater, z. B. nach der Hostwiederherstellung, darauf
zugreifen.

1. Melden Sie sich nach Mdglichkeit beim fehlgeschlagenen Admin-Knoten an. Melden Sie sich andernfalls
beim primaren Admin-Node oder einem anderen Admin-Node an, falls verflgbar.
a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

d. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

2. Stoppen Sie den AMS-Dienst, um zu verhindern, dass eine neue Protokolldatei erstellt wird:service ams
stop

3. Benennen Sie die Datei audit.log um, damit sie die vorhandene Datei nicht Uberschreiben kann, wenn Sie
sie in den wiederhergestellten Admin-Node kopieren.

Benennen Sie audit.log in einen eindeutigen nummerierten Dateinamen um, z. B. yyyy-mm-dd.txt.1.
Beispielsweise kdnnen Sie die Datei audit.log in 2015-10-25.txt.1 umbenennencd
/var/local/audit/export/

4. AMS-Dienst neu starten: service ams start

5. Erstellen Sie das Verzeichnis, um alle Audit-Log-Dateien in einen temporaren Speicherort auf einem
separaten Grid-Knoten zu kopieren: ssh admin@grid node IP mkdir -p
/var/local/tmp/saved-audit-logs

Geben Sie bei der entsprechenden Eingabeaufforderung das Passwort flir den Administrator ein.

6. Alle Audit-Log-Dateien kopieren: scp -p * admin@grid node IP:/var/local/tmp/saved-
audit-logs

Geben Sie bei der entsprechenden Eingabeaufforderung das Passwort flr den Administrator ein.

7. Melden Sie sich als Root an: exit

Ersetzen des primaren Admin-Knotens

Um einen primaren Admin-Node wiederherzustellen, mussen Sie zuerst die physische
oder virtuelle Hardware ersetzen.

Sie kdnnen einen fehlgeschlagenen primaren Admin-Node durch einen primaren Admin-Node ersetzen, der
auf derselben Plattform ausgefihrt wird, oder Sie kdnnen einen primaren Admin-Node, der auf VMware oder
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einem Linux-Host ausgefiihrt wird, durch einen primaren Admin-Node ersetzen, der auf einer Services-
Appliance gehostet wird.

Verwenden Sie das Verfahren, das der fur den Node ausgewahlten Ersatzplattform entspricht. Nachdem Sie
den Knotenaustausch abgeschlossen haben (der fir alle Node-Typen geeignet ist), werden Sie durch dieses
Verfahren zum nachsten Schritt fiir die priméare Admin-Knoten-Wiederherstellung geleitet.

Austauschplattform Verfahren

VMware "Austausch eines VMware Node"

Linux "Ersetzen eines Linux-Knotens"

SG100- und SG1000-Services- "Ersetzen einer Service Appliance"

Appliances

OpenStack Die von NetApp bereitgestellten Festplattendateien und Skripte fur

Virtual Machines von OpenStack werden fiir Recovery-Vorgange nicht
mehr unterstitzt. Wenn Sie einen Knoten wiederherstellen missen, der
in einer OpenStack-Implementierung ausgefiihrt wird, laden Sie die
Dateien fiir lhr Linux-Betriebssystem herunter. Befolgen Sie dann das
Verfahren zum Ersetzen eines Linux-Knotens.

Konfigurieren des priméren Ersatzadministratorknotens

Der Ersatzknoten muss als primarer Admin-Node fir Ihr StorageGRID System
konfiguriert sein.

Was Sie bendétigen

* Fir primare Admin-Knoten, die auf virtuellen Maschinen gehostet werden, muss die virtuelle Maschine
bereitgestellt, eingeschaltet und initialisiert werden.

* FUr primare Admin-Nodes, die auf einer Services-Appliance gehostet werden, haben Sie die Appliance
ersetzt und die installierte Software installiert. Informationen zum Geréat finden Sie im
Installationshandbuch.

"SG100 SG1000 Services-Appliances"

* Sie mussen Uber die neueste Sicherung der Wiederherstellungspaket-Datei verfliigen (sgws-recovery-
package-id-revision.zip).

» Sie mlssen Uber eine Passphrase fir die Bereitstellung verfigen.

Schritte

1. Offnen Sie lhren Webbrowser, und navigieren Sie zu https://primary admin node ip.
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NetApp® StorageGRID® Help ~

Install

Welcome

Use this page to install a new StorageGRID system, or recover a failed primary Admin Noede for an existing system.

€ Note: You must have access to a StorageGRID license, network configuration and grid topology information, and NTP settings
to complete the installation. You must have the latest version of the Recovery Package file to complete a primary Admin Node
recovery.

» Ve

Install a StorageGRID system Recover a failed primary Admin
Node

. Klicken Sie auf Wiederherstellen eines fehlgeschlagenen primdren Admin-Knotens.
. Laden Sie das aktuellste Backup des Wiederherstellungspakets hoch:
a. Klicken Sie Auf Durchsuchen.

b. Suchen Sie die aktuellste Wiederherstellungspakedatei fur Ihr StorageGRID-System und klicken Sie
auf Offnen.

. Geben Sie die Provisionierungs-Passphrase ein.

5. Klicken Sie Auf Wiederherstellung Starten.

Der Wiederherstellungsprozess beginnt. Der Grid Manager ist moglicherweise einige Minuten lang nicht
mehr verfligbar, wenn die erforderlichen Dienste gestartet werden. Wenn die Wiederherstellung
abgeschlossen ist, wird die Anmeldeseite angezeigt.

. Wenn SSO (Single Sign-On) fur Ihr StorageGRID-System aktiviert ist und das Vertrauen der
Vertrauensstelle flr den wiederhergestellten Admin-Knoten fiir das Standardzertifikat fiir
Verwaltungsschnittstellen-Server konfiguriert wurde, aktualisieren (oder I6schen und neu erstellen) das
Vertrauen des Knotens auf die Vertrauensbasis in Active Directory-Foderationsdienste (AD FS).
Verwenden Sie das neue Standard-Serverzertifikat, das wahrend der Wiederherstellung des Admin-
Knotens generiert wurde.

Informationen zum Konfigurieren eines Vertrauensverhaltnisses mit einer
vertrauenswirdigen Partei finden Sie in den Anweisungen zur Verwaltung von

@ StorageGRID. Melden Sie sich zum Zugriff auf das Standard-Serverzertifikat bei der
Eingabeaufforderung des Admin-Knotens an. Wechseln Sie zum /var/local/mgmt-api
Und wahlen Sie das aus server.crt Datei:

. Bestimmen Sie, ob Sie einen Hotfix anwenden missen.
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. Melden Sie sich Uber einen unterstitzten Browser beim Grid Manager an.
. Wahlen Sie Knoten.

o Qo

(9]

. Wahlen Sie in der Liste links den primaren Admin-Node aus.

d. Notieren Sie sich auf der Registerkarte Ubersicht die Version, die im Feld Softwareversion angezeigt
wird.

e. Wahlen Sie einen beliebigen anderen Grid-Knoten aus.

f. Notieren Sie sich auf der Registerkarte Ubersicht die Version, die im Feld Softwareversion angezeigt
wird.

= Wenn die in den Feldern Software Version angezeigten Versionen identisch sind, missen Sie
keinen Hotfix anwenden.

= Wenn die in den Feldern Softwareversion angezeigten Versionen anders sind, missen Sie einen
Hotfix anwenden, um den wiederhergestellten primaren Admin-Knoten auf dieselbe Version zu
aktualisieren.

Verwandte Informationen

"StorageGRID verwalten"

"StorageGRID Hotfix Verfahren"

Wiederherstellen des Priifprotokolls auf dem wiederhergestellten primaren Administrator-Knoten

Wenn Sie das Revisionsprotokoll vom fehlgeschlagenen primaren Admin-Knoten erhalten
konnten, kdnnen Sie es in den primaren Admin-Knoten kopieren, den Sie
wiederherstellen.

» Der wiederhergestellte Admin-Node muss installiert und ausgefiihrt werden.

* Nachdem der urspriingliche Admin-Node fehlgeschlagen ist, missen Sie die Prifprotokolle an einen
anderen Speicherort kopiert haben.

Wenn ein Admin-Knoten ausfallt, gehen in diesem Admin-Knoten gespeicherte Prifprotokolle moglicherweise
verloren. Es kdnnte moglich sein, Daten vor Verlust durch Kopieren von Priifprotokollen aus dem
fehlgeschlagenen Admin-Knoten und dann die Wiederherstellung dieser Prifprotokolle auf den
wiederhergestellten Admin-Knoten. Je nach Ausfall ist es moglicherweise nicht mdglich, Prifprotokolle vom
fehlgeschlagenen Admin-Node zu kopieren. Wenn die Bereitstellung mehr als einen Admin-Node hat, kdnnen
Sie in diesem Fall Audit-Protokolle von einem anderen Admin-Node wiederherstellen, da Audit-Protokolle auf
allen Admin-Nodes repliziert werden.

Wenn nur ein Admin-Knoten vorhanden ist und das Audit-Protokoll nicht vom fehlgeschlagenen Knoten kopiert
werden kann, startet der wiederhergestellte Admin-Knoten die Aufzeichnung von Ereignissen in das
Auditprotokoll, als ob die Installation neu ist.

Sie mussen einen Admin-Knoten so schnell wie moglich wiederherstellen, um die Protokollierungsfunktion
wiederherzustellen.

1. Melden Sie sich beim wiederhergestellten Admin-Knoten an:

a. Geben Sie den folgenden Befehl ein: ssh admin@recovery Admin Node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords. txt Datei:

C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
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d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

Nachdem Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

2. Priifen Sie, welche Audit-Dateien erhalten wurden: cd /var/local/audit/export

3. Kopieren Sie die erhaltenen Audit-Log-Dateien auf den wiederhergestellten Admin-Knoten: scp
admin@grid node IP:/var/local/tmp/saved-audit-logs/YYYY*

Geben Sie bei der entsprechenden Eingabeaufforderung das Passwort flr den Administrator ein.
4. Loschen Sie aus Sicherheitsgriinden die Prifprotokolle vom fehlgeschlagenen Grid-Knoten, nachdem Sie

Uberprift haben, ob sie erfolgreich auf den wiederhergestellten Admin-Node kopiert wurden.

5. Aktualisieren Sie die Benutzer- und Gruppeneinstellungen der Audit-Log-Dateien auf dem
wiederhergestellten Admin-Knoten: chown ams-user:bycast *

6. Melden Sie sich als Root an: exit

Sie mussen auch alle bereits vorhandenen Clientzugriffe auf die Revisionsfreigabe wiederherstellen. Weitere
Informationen finden Sie in den Anweisungen zum Verwalten von StorageGRID.

Verwandte Informationen

"StorageGRID verwalten"

Zuriicksetzen des bevorzugten Senders auf dem wiederhergestellten primaren Admin-Knoten

Wenn der primare Admin-Knoten, den Sie wiederherstellen, derzeit als bevorzugter
Absender von Warnmeldungen, Alarmanmeldungen und AutoSupport-Meldungen
eingestellt ist, mUssen Sie diese Einstellung neu konfigurieren.

Was Sie bendtigen
» Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

» Sie missen Uber spezifische Zugriffsberechtigungen verfligen.

* Der wiederhergestellte Admin-Node muss installiert und ausgefiihrt werden.

Schritte
1. Wahlen Sie Konfiguration > Systemeinstellungen > Anzeigeoptionen.

2. Wabhlen Sie den wiederhergestellten Admin-Knoten aus der Dropdown-Liste bevorzugter Absender aus.

3. Klicken Sie Auf Anderungen Ubernehmen.

Verwandte Informationen
"StorageGRID verwalten"

Wiederherstellen der Admin-Knoten-Datenbank bei der Wiederherstellung eines primaren Admin-
Knotens

Wenn Sie die historischen Informationen Uber Attribute, Alarme und Alarme auf einem
primaren Admin-Node, der ausgefallen ist, behalten méchten, kénnen Sie die Admin-
Node-Datenbank wiederherstellen. Sie konnen diese Datenbank nur wiederherstellen,
wenn |hr StorageGRID-System einen anderen Admin-Knoten enthalt.
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* Der wiederhergestellte Admin-Node muss installiert und ausgefiihrt werden.
» Das StorageGRID System muss mindestens zwei Admin-Nodes enthalten.
* Sie mussen die haben Passwords. txt Datei:

» Sie mussen Uber eine Passphrase fir die Bereitstellung verfigen.

Wenn ein Admin-Knoten ausfallt, gehen die in seiner Admin-Knoten-Datenbank gespeicherten historischen
Informationen verloren. Diese Datenbank enthalt folgende Informationen:

* Meldungsverlauf
» Alarmverlauf

* Historische Attributdaten, die in den Diagrammen und Textberichten verwendet werden, die auf der Seite
Support Tools Grid Topology verfiigbar sind.

Wenn Sie einen Admin-Knoten wiederherstellen, erstellt der Software-Installationsprozess eine leere Admin-
Knoten-Datenbank auf dem wiederhergestellten Knoten. Die neue Datenbank enthalt jedoch nur Informationen
fur Server und Services, die derzeit Teil des Systems sind oder spater hinzugefligt werden.

Wenn Sie einen primaren Admin-Knoten wiederhergestellt haben und Ihr StorageGRID-System einen anderen
Admin-Knoten hat, kénnen Sie die historischen Informationen wiederherstellen, indem Sie die Admin-Knoten-
Datenbank von einem nicht-primaren Admin-Knoten (der_Quell-Admin-Knoten_) auf den wiederhergestellten
primaren Admin-Knoten kopieren. Wenn lhr System nur einen primaren Admin-Knoten hat, kénnen Sie die
Admin-Knoten-Datenbank nicht wiederherstellen.

Das Kopieren der Admin-Node-Datenbank kann mehrere Stunden dauern. Einige Grid
Manager-Funktionen sind nicht verfligbar, wahrend Dienste auf dem Quell-Admin-Node
angehalten werden.
1. Melden Sie sich beim Quell-Admin-Node an:
a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
2. Beenden Sie den MI-Dienst vom Quell-Admin-Node: service mi stop

3. Beenden Sie vom Quell-Admin-Node den Management Application Program Interface (Management-API)-
Service: service mgmt-api stop

4. Fuhren Sie die folgenden Schritte auf dem wiederhergestellten Admin-Knoten aus:

a. Melden Sie sich beim wiederhergestellten Admin-Knoten an:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
i. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
iv. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

b. Beenden SIE DEN MI-Dienst: service mi stop

C. Beenden Sie den Management API-Service: service mgmt-api stop
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d. Fuigen Sie den SSH-privaten Schliissel zum SSH-Agenten hinzu. Geben Sie Ein:ssh-add
€. Geben Sie das SSH-Zugriffspasswort ein, das im aufgefiihrt ist Passwords. txt Datei:

f. Kopieren Sie die Datenbank vom Quell-Admin-Knoten auf den wiederhergestellten Admin-Knoten:
/usr/local/mi/bin/mi-clone-db.sh Source Admin Node IP

g. Wenn Sie dazu aufgefordert werden, bestatigen Sie, dass Sie die MI-Datenbank auf dem
wiederhergestellten Admin-Knoten Uberschreiben méchten.

Die Datenbank und ihre historischen Daten werden auf den wiederhergestellten Admin-Knoten kopiert.
Wenn der Kopiervorgang abgeschlossen ist, startet das Skript den wiederhergestellten Admin-Knoten.

h. Wenn Sie keinen passwortlosen Zugriff auf andere Server mehr bendtigen, entfernen Sie den privaten
Schlissel vom SSH-Agent. Geben Sie Ein:ssh-add -D

5. Starten Sie die Dienste auf dem Quell-Admin-Node neu: service servermanager start

Wiederherstellen von Prometheus-Kennzahlen bei der Wiederherstellung eines primaren Admin-
Knotens

Optional konnen Sie die historischen Metriken aufbewahren, die von Prometheus auf
einem primaren Admin-Node gewartet wurden, der ausgefallen ist. Die Prometheus
Kennzahlen kénnen nur wiederhergestellt werden, wenn lhr StorageGRID System einen
anderen Admin-Knoten enthalt.

» Der wiederhergestellte Admin-Node muss installiert und ausgefiihrt werden.
» Das StorageGRID System muss mindestens zwei Admin-Nodes enthalten.

* Sie mussen die haben Passwords. txt Datei:

» Sie mussen Uber eine Passphrase fir die Bereitstellung verfligen.

Wenn ein Admin-Knoten ausfallt, gehen die in der Prometheus-Datenbank auf dem Admin-Knoten gepflegten
Kennzahlen verloren. Wenn Sie den Admin-Knoten wiederherstellen, erstellt der Software-Installationsprozess
eine neue Prometheus-Datenbank. Nachdem der wiederhergestellte Admin-Node gestartet wurde, zeichnet er
die Metriken auf, als ob Sie eine neue Installation des StorageGRID-Systems durchgefihrt hatten.

Wenn Sie einen primaren Admin-Knoten wiederhergestellt haben und lhr StorageGRID-System einen anderen
Admin-Knoten hat, kénnen Sie die historischen Metriken wiederherstellen, indem Sie die Prometheus-
Datenbank von einem nicht-primaren Admin-Knoten (den Source Admin-Knoten) auf den wiederhergestellten
primaren Admin-Knoten kopieren. Wenn lhr System nur einen primaren Admin-Knoten hat, kénnen Sie die
Prometheus-Datenbank nicht wiederherstellen.

Das Kopieren der Prometheus-Datenbank dauert moglicherweise ein Stunde oder langer. Einige
Grid Manager-Funktionen sind nicht verfigbar, wahrend Dienste auf dem Quell-Admin-Node
angehalten werden.
1. Melden Sie sich beim Quell-Admin-Node an:
a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords. txt Datei:

C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
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2.
3.

4.

Beenden Sie vom Quell-Admin-Node den Prometheus-Service: service prometheus stop

Flhren Sie die folgenden Schritte auf dem wiederhergestellten Admin-Knoten aus:

a. Melden Sie sich beim wiederhergestellten Admin-Knoten an:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
ii. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
iv. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
b. Stoppen Sie den Prometheus Service: service prometheus stop
C. Fugen Sie den SSH-privaten Schlissel zum SSH-Agenten hinzu. Geben Sie Ein:ssh-add

d. Geben Sie das SSH-Zugriffspasswort ein, das im aufgefiihrt ist Passwords . txt Datei:

e. Kopieren Sie die Prometheus-Datenbank vom Quell-Admin-Knoten auf den wiederhergestellten Admin-
Knoten: /usr/local/prometheus/bin/prometheus-clone-db.sh Source Admin Node IP

f. Wenn Sie dazu aufgefordert werden, driicken Sie Enter, um zu bestatigen, dass Sie die neue
Prometheus-Datenbank auf dem wiederhergestellten Admin-Knoten zerstéren mochten.

Die urspriungliche Prometheus-Datenbank und ihre historischen Daten werden auf den
wiederhergestellten Admin-Knoten kopiert. Wenn der Kopiervorgang abgeschlossen ist, startet das
Skript den wiederhergestellten Admin-Knoten. Der folgende Status wird angezeigt:

Datenbank geklont, Dienste starten

a. Wenn Sie keinen passwortlosen Zugriff auf andere Server mehr bendtigen, entfernen Sie den privaten

Schlissel vom SSH-Agent. Geben Sie Ein:ssh-add -D

Starten Sie den Prometheus-Service auf dem Quell-Admin-Node neu.service prometheus start

Wiederherstellung nach Ausfillen eines Admin-Knotens auBerhalb des priméaren Standorts

Sie mussen die folgenden Aufgaben durchfihren, um nach einem Ausfall eines nicht
primaren Admin-Knotens wiederherzustellen. Ein Admin-Node hostet den Configuration

Management Node (CMN)-Service und ist als primarer Admin-Node bekannt. Obwohl Sie

mehrere Admin-Nodes haben konnen, enthalt jedes StorageGRID-System nur einen
primaren Admin-Node. Alle anderen Admin-Nodes sind nicht primare Admin-Nodes.

Verwandte Informationen
"SG100 SG1000 Services-Appliances"

Schritte
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Knotens"

+ "Wiederherstellen von Prometheus-Kennzahlen bei der Wiederherstellung eines nicht primaren Admin-
Nodes"

Priifprotokolle werden vom fehlgeschlagenen nicht-primaren Admin-Node kopiert

Wenn Sie in der Lage sind, Audit-Protokolle vom fehlgeschlagenen Admin-Node zu
kopieren, sollten Sie diese beibehalten, um die Aufzeichnung der Systemaktivitat und
-Nutzung des Rasters beizubehalten. Sie kdnnen die erhaltenen Audit-Protokolle nach
dem Wiederherstellen des nicht-primaren Admin-Knotens wiederherstellen, nachdem er
ausgefuhrt wurde.

Mit diesem Verfahren werden die Audit-Log-Dateien vom fehlgeschlagenen Admin-Node in einen temporaren
Speicherort auf einem separaten Grid-Node kopiert. Diese erhaltenen Audit-Protokolle kbnnen dann in den
Ersatz-Admin-Node kopiert werden. Audit-Protokolle werden nicht automatisch auf den neuen Admin-Node
kopiert.

Je nach Art des Fehlers kdnnen Sie unter Umstanden keine Priifprotokolle von einem fehlgeschlagenen
Admin-Knoten kopieren. Wenn die Bereitstellung nur tiber einen Admin-Node verflgt, startet der
wiederhergestellte Admin-Knoten die Aufzeichnung von Ereignissen zum Audit-Protokoll in einer neuen leeren
Datei und zuvor aufgezeichnete Daten gehen verloren. Wenn die Bereitstellung mehr als einen Admin-Node
enthalt, kdnnen Sie die Audit-Protokolle von einem anderen Admin-Node wiederherstellen.

Wenn jetzt auf dem fehlgeschlagenen Admin-Node die Uberwachungsprotokolle nicht mehr
zugegriffen werden kann, kdnnen Sie spater, z. B. nach der Hostwiederherstellung, darauf
zugreifen.

1. Melden Sie sich nach Moglichkeit beim fehlgeschlagenen Admin-Knoten an. Melden Sie sich andernfalls
beim primaren Admin-Node oder einem anderen Admin-Node an, falls verfligbar.
a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
Wenn Sie als root angemeldet sind, &ndert sich die Eingabeaufforderung von $ Bis #.
2. Stoppen Sie den AMS-Dienst, um zu verhindern, dass eine neue Protokolldatei erstellt wird:service ams

stop

3. Benennen Sie die Datei audit.log um, damit sie die vorhandene Datei nicht liberschreiben kann, wenn Sie
sie in den wiederhergestellten Admin-Node kopieren.

Benennen Sie audit.log in einen eindeutigen nummerierten Dateinamen um, z. B. yyyy-mm-dd.txt.1.
Beispielsweise kdnnen Sie die Datei audit.log in 2015-10-25.txt.1 umbenennencd
/var/local/audit/export/

4. AMS-Dienst neu starten: service ams start

5. Erstellen Sie das Verzeichnis, um alle Audit-Log-Dateien in einen temporaren Speicherort auf einem
separaten Grid-Knoten zu kopieren: ssh admin@grid node IP mkdir -p
/var/local/tmp/saved-audit-logs
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Geben Sie bei der entsprechenden Eingabeaufforderung das Passwort flr den Administrator ein.

6. Alle Audit-Log-Dateien kopieren: scp -p * admin@grid node IP:/var/local/tmp/saved-
audit-logs

Geben Sie bei der entsprechenden Eingabeaufforderung das Passwort flir den Administrator ein.

7. Melden Sie sich als Root an: exit

Ersetzen eines nicht-primaren Admin-Knotens

Um einen nicht-primaren Admin-Node wiederherzustellen, missen Sie zuerst die
physische oder virtuelle Hardware ersetzen.

Sie kénnen einen nicht primaren Admin-Node durch einen nicht-primaren Admin-Node ersetzen, der auf
derselben Plattform ausgeflihrt wird, oder Sie kdnnen einen nicht-primaren Admin-Node, der auf VMware oder
einem Linux-Host ausgefiihrt wird, durch einen nicht-primaren Admin-Node ersetzen, der auf einer Services
Appliance gehostet wird.

Verwenden Sie das Verfahren, das der fur den Node ausgewahlten Ersatzplattform entspricht. Nachdem Sie
den Knotenaustausch abgeschlossen haben (der fir alle Node-Typen geeignet ist), werden Sie durch dieses
Verfahren zum nachsten Schritt fir die Wiederherstellung eines nicht-primaren Admin-Knotens geleitet.

Austauschplattform Verfahren

VMware "Austausch eines VMware Node"

Linux "Ersetzen eines Linux-Knotens"

SG100- und SG1000-Services- "Ersetzen einer Service Appliance"

Appliances

OpenStack Die von NetApp bereitgestellten Festplattendateien und Skripte fir

Virtual Machines von OpenStack werden fiir Recovery-Vorgange nicht
mehr unterstitzt. Wenn Sie einen Knoten wiederherstellen mussen, der
in einer OpenStack-Implementierung ausgefiihrt wird, laden Sie die
Dateien fiir lhr Linux-Betriebssystem herunter. Befolgen Sie dann das
Verfahren zum Ersetzen eines Linux-Knotens.

Wahlen Sie Wiederherstellung starten, um einen nicht primaren Admin-Node zu konfigurieren

Nach dem Ersetzen eines nicht-primaren Admin-Knotens muissen Sie im Grid-Manager
die Option Wiederherstellung starten wahlen, um den neuen Knoten als Ersatz fur den
fehlgeschlagenen Knoten zu konfigurieren.

Was Sie bendtigen

« Sie mlssen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.
» Sie mussen Uber die Berechtigung Wartung oder Stammzugriff verfigen.

» Sie muUssen Uber eine Passphrase fir die Bereitstellung verfligen.
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* Der Ersatz-Node muss bereitgestellt und konfiguriert sein.
Schritte
1. Wahlen Sie im Grid Manager die Option Wartung Wartungsaufgaben Recovery aus.

2. Wahlen Sie in der Liste Ausstehende Knoten den Rasterknoten aus, den Sie wiederherstellen mochten.

Nodes werden nach ihrem Ausfall in der Liste angezeigt. Sie kdnnen jedoch keinen Node auswahlen, bis
er neu installiert wurde und zur Wiederherstellung bereit ist.

3. Geben Sie die Provisioning-Passphrase ein.

4. Klicken Sie Auf Wiederherstellung Starten.

Recovery

Select the failed grid nede to recover, enter your provisioning passphrase, and then click Start Recovery te begin the recovery procedure.

Pending Nodes

& Q
Name 1T 1Pv4 Address I1 state It Recoverable I
® 104-217-51 10.96.104.217 Unknown
Passphrase

Provisioning Passphrase | sesess

Start Recovery

5. Uberwachen Sie den Fortschritt der Wiederherstellung in der Tabelle ,Netzknoten wiederherstellen®.

Wahrend der Wiederherstellungsvorgang lauft, kdnnen Sie auf Zuriicksetzen klicken, um

@ eine neue Wiederherstellung zu starten. Ein Info-Dialogfeld wird angezeigt, das angibt, dass
der Knoten bei einem Zurlicksetzen des Vorgangs in einen unbestimmten Zustand
zurtckgelassen wird.
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€ Info

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For ViMware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.
» For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

oo o

Wenn Sie die Recovery nach dem Zurlicksetzen der Prozedur erneut versuchen méchten, missen Sie den
Node in einen vorinstallierten Status wiederherstellen:

Do you want to reset recovery?

o VMware: Den bereitgestellten virtuellen Grid-Knoten I6schen. Wenn Sie bereit sind, die Recovery neu
zu starten, implementieren Sie den Node erneut.

o Linux: Starten Sie den Knoten neu, indem Sie diesen Befehl auf dem Linux-Host ausfiihren:
storagegrid node force-recovery node-name

o Appliance: Wenn Sie die Wiederherstellung nach dem Zuriicksetzen des Vorgangs erneut versuchen
mochten, mussen Sie den Gerateknoten durch Ausfuhren in einen vorinstallierten Zustand
wiederherstellen sgareinstall Auf dem Node.

6. Wenn SSO (Single Sign-On) fur lhr StorageGRID-System aktiviert ist und das Vertrauen der
Vertrauensstelle fir den wiederhergestellten Admin-Knoten fiir das Standardzertifikat fiir
Verwaltungsschnittstellen-Server konfiguriert wurde, aktualisieren (oder I6schen und neu erstellen) das
Vertrauen des Knotens auf die Vertrauensbasis in Active Directory-Foderationsdienste (AD FS).
Verwenden Sie das neue Standard-Serverzertifikat, das wahrend der Wiederherstellung des Admin-
Knotens generiert wurde.

Informationen zum Konfigurieren eines Vertrauensverhaltnisses mit einer
vertrauenswurdigen Partei finden Sie in den Anweisungen zur Verwaltung von

@ StorageGRID. Melden Sie sich zum Zugriff auf das Standard-Serverzertifikat bei der
Eingabeaufforderung des Admin-Knotens an. Wechseln Sie zum /var/local/mgmt-api
Und wahlen Sie das aus server.crt Datei:

Verwandte Informationen
"StorageGRID verwalten"

"Vorbereiten eines Gerats fur die Neuinstallation (nur Plattformaustausch)"

Wiederherstellen des Priifprotokolls auf dem wiederhergestellten nicht-primaren Admin-Knoten

Wenn Sie das Audit-Protokoll vom fehlgeschlagenen nicht-primaren Admin-Node erhalten
konnten, damit die Informationen des historischen Audit-Protokolls beibehalten werden,
konnen Sie es in den nicht-primaren Admin-Node kopieren, den Sie wiederherstellen.
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* Der wiederhergestellte Admin-Node muss installiert und ausgefiihrt werden.

» Nachdem der urspriingliche Admin-Node fehlgeschlagen ist, miissen Sie die Prifprotokolle an einen
anderen Speicherort kopiert haben.

Wenn ein Admin-Knoten ausfallt, gehen in diesem Admin-Knoten gespeicherte Prifprotokolle méglicherweise
verloren. Es kdnnte moglich sein, Daten vor Verlust durch Kopieren von Priifprotokollen aus dem
fehlgeschlagenen Admin-Knoten und dann die Wiederherstellung dieser Prifprotokolle auf den
wiederhergestellten Admin-Knoten. Je nach Ausfall ist es mdglicherweise nicht méglich, Prifprotokolle vom
fehlgeschlagenen Admin-Node zu kopieren. Wenn die Bereitstellung mehr als einen Admin-Node hat, kdnnen
Sie in diesem Fall Audit-Protokolle von einem anderen Admin-Node wiederherstellen, da Audit-Protokolle auf
allen Admin-Nodes repliziert werden.

Wenn nur ein Admin-Knoten vorhanden ist und das Audit-Protokoll nicht vom fehlgeschlagenen Knoten kopiert
werden kann, startet der wiederhergestellte Admin-Knoten die Aufzeichnung von Ereignissen in das
Auditprotokoll, als ob die Installation neu ist.

Sie mussen einen Admin-Knoten so schnell wie mdglich wiederherstellen, um die Protokollierungsfunktion
wiederherzustellen.

1. Melden Sie sich beim wiederhergestellten Admin-Knoten an:

a. Geben Sie den folgenden Befehl ein:
ssh admin@recovery Admin Node IP

b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
d. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:

Nachdem Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.
2. Prifen Sie, welche Audit-Dateien erhalten wurden:
cd /var/local/audit/export
3. Kopieren Sie die erhaltenen Audit-Log-Dateien auf den wiederhergestellten Admin-Knoten:
scp admin@grid node IP:/var/local/tmp/saved-audit-logs/YYYY*
Geben Sie bei der entsprechenden Eingabeaufforderung das Passwort flir den Administrator ein.

4. Loschen Sie aus Sicherheitsgriinden die Prifprotokolle vom fehlgeschlagenen Grid-Knoten, nachdem Sie
Uberprift haben, ob sie erfolgreich auf den wiederhergestellten Admin-Node kopiert wurden.

5. Aktualisieren Sie die Benutzer- und Gruppeneinstellungen der Audit-Log-Dateien auf dem
wiederhergestellten Admin-Knoten:

chown ams-user:bycast *
6. Melden Sie sich als Root an: exit

Sie mussen auch alle bereits vorhandenen Clientzugriffe auf die Revisionsfreigabe wiederherstellen. Weitere
Informationen finden Sie in den Anweisungen zum Verwalten von StorageGRID.

Verwandte Informationen
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"StorageGRID verwalten"

Zuriicksetzen des bevorzugten Senders auf dem wiederhergestellten nicht-primaren Admin-Node

Wenn der nicht-primare Admin-Node, den Sie wiederherstellen, derzeit als bevorzugter
Absender von Warnmeldungen, Alarmbenachrichtigungen und AutoSupport-Meldungen
eingestellt ist, mussen Sie diese Einstellung im StorageGRID-System neu konfigurieren.

Was Sie bendétigen
+ Sie missen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

» Sie mlssen Uber spezifische Zugriffsberechtigungen verfligen.

* Der wiederhergestellte Admin-Node muss installiert und ausgefiihrt werden.

Schritte
1. Wahlen Sie Konfiguration > Systemeinstellungen > Anzeigeoptionen.

2. Wahlen Sie den wiederhergestellten Admin-Knoten aus der Dropdown-Liste bevorzugter Absender aus.

3. Klicken Sie Auf Anderungen Ubernehmen.

Verwandte Informationen
"StorageGRID verwalten"

Wiederherstellen der Admin-Knoten-Datenbank bei der Wiederherstellung eines nicht-primaren Admin-
Knotens

Wenn Sie die historischen Informationen zu Attributen, Alarmen und Warnmeldungen bei
einem nicht primaren Admin-Node behalten mochten, der ausgefallen ist, kdnnen Sie die
Admin-Knoten-Datenbank vom primaren Admin-Node wiederherstellen.

» Der wiederhergestellte Admin-Node muss installiert und ausgefiihrt werden.

» Das StorageGRID System muss mindestens zwei Admin-Nodes enthalten.

* Sie mussen die haben Passwords. txt Datei:

» Sie mussen Uber eine Passphrase fir die Bereitstellung verfigen.
Wenn ein Admin-Knoten ausfallt, gehen die in seiner Admin-Knoten-Datenbank gespeicherten historischen
Informationen verloren. Diese Datenbank enthalt folgende Informationen:

* Meldungsverlauf

» Alarmverlauf

* Historische Attributdaten, die in den Diagrammen und Textberichten verwendet werden, die auf der Seite

Support Tools Grid Topology verfiigbar sind.

Wenn Sie einen Admin-Knoten wiederherstellen, erstellt der Software-Installationsprozess eine leere Admin-
Knoten-Datenbank auf dem wiederhergestellten Knoten. Die neue Datenbank enthalt jedoch nur Informationen
fur Server und Services, die derzeit Teil des Systems sind oder spater hinzugefiigt werden.

Wenn Sie einen nicht-primaren Admin-Knoten wiederhergestellt haben, kdnnen Sie die historischen

Informationen wiederherstellen, indem Sie die Admin-Node-Datenbank vom primaren Admin-Knoten
(den_Quell-Admin-Node_) auf den wiederhergestellten Knoten kopieren.
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Das Kopieren der Admin-Node-Datenbank kann mehrere Stunden dauern. Einige Grid
Manager-Funktionen sind nicht verfligbar, wahrend Dienste auf dem Quellknoten angehalten
werden.
1. Melden Sie sich beim Quell-Admin-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP

b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

2. Fuhren Sie den folgenden Befehl vom Quell-Admin-Knoten aus. Geben Sie dann die Provisionierungs-
Passphrase ein, wenn Sie dazu aufgefordert werden. recover-access-points

3. Beenden Sie den MI-Dienst vom Quell-Admin-Node: service mi stop

4. Beenden Sie vom Quell-Admin-Node den Management Application Program Interface (Management-API)-
Service: service mgmt-api stop

5. Fuhren Sie die folgenden Schritte auf dem wiederhergestellten Admin-Knoten aus:

a. Melden Sie sich beim wiederhergestellten Admin-Knoten an:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
i. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
Iv. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
b. Beenden SIE DEN MI-Dienst: service mi stop
C. Beenden Sie den Management API-Service: service mgmt-api stop
d. Fugen Sie den SSH-privaten Schliissel zum SSH-Agenten hinzu. Geben Sie Ein:ssh-add
€. Geben Sie das SSH-Zugriffspasswort ein, das im aufgeflhrt ist Passwords. txt Datei:

f. Kopieren Sie die Datenbank vom Quell-Admin-Knoten auf den wiederhergestellten Admin-Knoten:
/usr/local/mi/bin/mi-clone-db.sh Source Admin Node IP

g. Wenn Sie dazu aufgefordert werden, bestatigen Sie, dass Sie die MI-Datenbank auf dem
wiederhergestellten Admin-Knoten Uberschreiben méchten.

Die Datenbank und ihre historischen Daten werden auf den wiederhergestellten Admin-Knoten kopiert.
Wenn der Kopiervorgang abgeschlossen ist, startet das Skript den wiederhergestellten Admin-Knoten.

h. Wenn Sie keinen passwortlosen Zugriff auf andere Server mehr bendtigen, entfernen Sie den privaten
Schlissel vom SSH-Agent. Geben Sie Ein:ssh-add -D

6. Starten Sie die Dienste auf dem Quell-Admin-Node neu: service servermanager start

Wiederherstellen von Prometheus-Kennzahlen bei der Wiederherstellung eines nicht primaren Admin-
Nodes

Optional konnen Sie die historischen Metriken aufbewahren, die von Prometheus auf
einem nicht primaren Admin-Node gewartet wurden, der ausgefallen ist.
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* Der wiederhergestellte Admin-Node muss installiert und ausgefiihrt werden.
» Das StorageGRID System muss mindestens zwei Admin-Nodes enthalten.
* Sie mussen die haben Passwords. txt Datei:

» Sie mussen Uber eine Passphrase fir die Bereitstellung verfigen.

Wenn ein Admin-Knoten ausfallt, gehen die in der Prometheus-Datenbank auf dem Admin-Knoten gepflegten
Kennzahlen verloren. Wenn Sie den Admin-Knoten wiederherstellen, erstellt der Software-Installationsprozess
eine neue Prometheus-Datenbank. Nachdem der wiederhergestellte Admin-Node gestartet wurde, zeichnet er
die Metriken auf, als ob Sie eine neue Installation des StorageGRID-Systems durchgefihrt hatten.

Wenn Sie einen nicht-primaren Admin-Knoten wiederhergestellt haben, kdnnen Sie die historischen Metriken
wiederherstellen, indem Sie die Prometheus-Datenbank vom primaren Admin-Knoten (den_Source Admin-
Node ) auf den wiederhergestellten Admin-Knoten kopieren.

Das Kopieren der Prometheus-Datenbank dauert méglicherweise ein Stunde oder langer. Einige
@ Grid Manager-Funktionen sind nicht verfligbar, wahrend Dienste auf dem Quell-Admin-Node
angehalten werden.
1. Melden Sie sich beim Quell-Admin-Node an:
a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
d. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
2. Beenden Sie vom Quell-Admin-Node den Prometheus-Service: service prometheus stop

3. Fuhren Sie die folgenden Schritte auf dem wiederhergestellten Admin-Knoten aus:

a. Melden Sie sich beim wiederhergestellten Admin-Knoten an:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
il. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
iv. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
b. Stoppen Sie den Prometheus Service: service prometheus stop
C. Fugen Sie den SSH-privaten Schlissel zum SSH-Agenten hinzu. Geben Sie Ein:ssh-add
d. Geben Sie das SSH-Zugriffspasswort ein, das im aufgefiihrt ist Passwords . txt Datei:

e. Kopieren Sie die Prometheus-Datenbank vom Quell-Admin-Knoten auf den wiederhergestellten Admin-
Knoten: /usr/local/prometheus/bin/prometheus-clone-db.sh Source Admin Node IP

f. Wenn Sie dazu aufgefordert werden, driicken Sie Enter, um zu bestatigen, dass Sie die neue
Prometheus-Datenbank auf dem wiederhergestellten Admin-Knoten zerstéren mochten.

Die urspringliche Prometheus-Datenbank und ihre historischen Daten werden auf den
wiederhergestellten Admin-Knoten kopiert. Wenn der Kopiervorgang abgeschlossen ist, startet das
Skript den wiederhergestellten Admin-Knoten. Der folgende Status wird angezeigt:

Datenbank geklont, Dienste starten
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a. Wenn Sie keinen passwortlosen Zugriff auf andere Server mehr bendtigen, entfernen Sie den privaten
Schlissel vom SSH-Agent. Geben Sie Ein:ssh-add -D

4. Starten Sie den Prometheus-Service auf dem Quell-Admin-Node neu.service prometheus start
Wiederherstellung nach Gateway-Node-Ausféllen

Sie mUssen eine Reihe von Aufgaben genau durchflihren, um nach einem Gateway
Node-Ausfall wiederherstellen zu konnen.

Prepare for node recovery.

v

Replace node.

ViMware SEF."CES Linux
appliance

Comective
actions taken when
restoring node?

See the
“What next?”
section for details.

Recovery is
complete.

Yes

—force flag
l force-recovery

Select Start Recovery to

> configure the Gateway Node

Verwandte Informationen
"SG100 SG1000 Services-Appliances"

Schritte
» "Ersetzen eines Gateway-Node"

« "Wahlen Sie Wiederherstellung starten, um einen Gateway-Node zu konfigurieren"

Ersetzen eines Gateway-Node

Sie kdnnen einen fehlgeschlagenen Gateway-Node durch einen Gateway-Node ersetzen,
der auf derselben physischen oder virtuellen Hardware ausgefuhrt wird, oder Sie konnen
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einen Gateway-Node, der auf VMware oder einem Linux-Host ausgefuhrt wird, durch
einen Gateway-Node ersetzen, der auf einer Services-Appliance gehostet wird.

Das Verfahren zum Austausch des Nodes, das Sie befolgen missen, hangt davon ab, welche Plattform vom
Austausch-Node verwendet wird. Nach Abschluss des Austauschverfahrens fir den Node (geeignet fiir alle
Node-Typen) werden Sie durch dieses Verfahren zum nachsten Schritt fir die Gateway Node Recovery
geleitet.

Austauschplattform Verfahren

VMware "Austausch eines VMware Node"

Linux "Ersetzen eines Linux-Knotens"

SG100- und SG1000-Services- "Ersetzen einer Service Appliance"

Appliances

OpenStack Die von NetApp bereitgestellten Festplattendateien und Skripte fir

Virtual Machines von OpenStack werden fiir Recovery-Vorgange nicht
mehr unterstitzt. Wenn Sie einen Knoten wiederherstellen miissen, der
in einer OpenStack-Implementierung ausgefihrt wird, laden Sie die
Dateien fur Ihr Linux-Betriebssystem herunter. Befolgen Sie dann das
Verfahren zum Ersetzen eines Linux-Knotens.

Wahlen Sie Wiederherstellung starten, um einen Gateway-Node zu konfigurieren

Nachdem Sie einen Gateway-Node ersetzt haben, mussen Sie im Grid Manager
Recovery starten auswahlen, um den neuen Node als Ersatz flr den ausgefallenen Node
zu konfigurieren.

Was Sie benétigen

+ Sie missen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.
« Sie mlssen Uber die Berechtigung Wartung oder Stammzugriff verfligen.
» Sie mussen Uber eine Passphrase fir die Bereitstellung verfigen.

 Der Ersatz-Node muss bereitgestellt und konfiguriert sein.

Schritte
1. Wahlen Sie im Grid Manager die Option Wartung Wartungsaufgaben Recovery aus.

2. Wahlen Sie in der Liste Ausstehende Knoten den Rasterknoten aus, den Sie wiederherstellen mochten.

Nodes werden nach ihnrem Ausfall in der Liste angezeigt. Sie kdnnen jedoch keinen Node auswahlen, bis
er neu installiert wurde und zur Wiederherstellung bereit ist.

3. Geben Sie die Provisioning-Passphrase ein.
4. Klicken Sie Auf Wiederherstellung Starten.
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Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Search Q
Name 11 IPv4 Address 11 state 1T Recoverable I
® 10421751 10.96.104.217 Unknown
Passphrase

Provisioning Passphrase | sssss

Start Recovery

5. Uberwachen Sie den Fortschritt der Wiederherstellung in der Tabelle ,Netzknoten wiederherstellen.

Wahrend der Wiederherstellungsvorgang lauft, kdnnen Sie auf Zuriicksetzen klicken, um

@ eine neue Wiederherstellung zu starten. Ein Info-Dialogfeld wird angezeigt, das angibt, dass
der Knoten bei einem Zurlicksetzen des Vorgangs in einen unbestimmten Zustand
zuruckgelassen wird.

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For WVMware nodes, delete the deployed WM and then redeploy it.
* For StorageGRID appliance nodes, run "sgareinstall” on the node.
# For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

Wenn Sie die Recovery nach dem Zurlcksetzen der Prozedur erneut versuchen méchten, missen Sie den
Node in einen vorinstallierten Status wiederherstellen:

Do you want to reset recovery?

o VMware: Den bereitgestellten virtuellen Grid-Knoten I6schen. Wenn Sie bereit sind, die Recovery neu
zu starten, implementieren Sie den Node erneut.

o Linux: Starten Sie den Knoten neu, indem Sie diesen Befehl auf dem Linux-Host ausfiihren:
storagegrid node force-recovery node-name

o Appliance: Wenn Sie die Wiederherstellung nach dem Zuriicksetzen des Vorgangs erneut versuchen
mochten, missen Sie den Gerateknoten durch Ausfiihren in einen vorinstallierten Zustand
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wiederherstellen sgareinstall Auf dem Node.

Verwandte Informationen

"Vorbereiten eines Gerats fir die Neuinstallation (nur Plattformaustausch)"

Wiederherstellung nach Ausféllen des Archivierungs-Nodes

Sie mussen eine Reihe von Aufgaben genau durchfuhren, um nach einem Ausfall des
Archivierungs-Knotens wiederherstellen zu kdnnen.

Prepare for node recovery.

v

Replace node.
VMware Linux
No ) Yes
Linux host?
Corrective See the
actions taken when R ueTY IS What next?’
restoring node? complete. section for details.
Yes
—force flag
l force-recovery
Select Start Recovery to

configure the Archive Node.

v

Reset connection to the
cloud.

Uber diese Aufgabe
Die Wiederherstellung von Archivknoten ist von den folgenden Problemen betroffen:

* Wenn die ILM-Richtlinie fiir die Replizierung einer einzelnen Kopie konfiguriert ist

In einem StorageGRID-System, das fUr eine einzelne Objektkopie konfiguriert ist, kann ein Ausfall des
Archiv-Nodes zu einem nicht wiederherstellbaren Verlust von Daten fliihren. Wenn ein Fehler auftritt, gehen
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alle diese Objekte verloren. Sie miussen jedoch weiterhin Wiederherstellungsverfahren durchfiihren, um lhr
StorageGRID-System zu ,bereinigen® und verlorene Objektinformationen aus der Datenbank zu
I6schen.

» Wenn wahrend der Wiederherstellung des Speicherknotens ein Ausfall des Archivknotens auftritt.

Wenn der Archivknoten bei der Verarbeitung der Massenabrufe im Rahmen einer
Speicherknotenwiederherstellung ausfallt, Sie missen das Verfahren wiederholen, um Kopien von
Objektdaten auf den Storage-Node von Anfang an wiederherzustellen, um sicherzustellen, dass alle vom
Archiv-Node abgerufenen Objektdaten auf dem Storage-Node wiederhergestellt werden.

Schritte
« "Ersetzen eines Archivknotens"

« "Wahlen Sie ,Wiederherstellung starten®, um einen Archiv-Knoten zu konfigurieren"

* "Verbindung des Archivknotens zur Cloud wird zuriickgesetzt"
Ersetzen eines Archivknotens
Um einen Archiv-Knoten wiederherzustellen, missen Sie zuerst den Knoten ersetzen.

Sie mussen das Verfahren zum Ersetzen des Node fur Ihre Plattform auswahlen. Die Schritte zum Ersetzen
eines Node sind fur alle Typen von Grid-Nodes identisch.

Plattform Verfahren

VMware "Austausch eines VMware Node"

Linux "Ersetzen eines Linux-Knotens"

OpenStack Die von NetApp bereitgestellten Festplattendateien und Skripte flr

Virtual Machines von OpenStack werden fiir Recovery-Vorgange nicht
mehr unterstitzt. Wenn Sie einen Knoten wiederherstellen missen, der
in einer OpenStack-Implementierung ausgefiihrt wird, laden Sie die
Dateien fiir lhr Linux-Betriebssystem herunter. Befolgen Sie dann das
Verfahren zum Ersetzen eines Linux-Knotens.

Wahlen Sie ,,Wiederherstellung starten®“, um einen Archiv-Knoten zu konfigurieren

Nachdem Sie einen Archivknoten ersetzt haben, missen Sie im Grid Manager die Option
Wiederherstellung starten auswahlen, um den neuen Knoten als Ersatz flr den
fehlgeschlagenen Knoten zu konfigurieren.

Was Sie benétigen

« Sie mlssen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.
« Sie mlssen uber die Berechtigung Wartung oder Stammzugriff verfligen.
» Sie mussen Uber eine Passphrase fur die Bereitstellung verfugen.

 Der Ersatz-Node muss bereitgestellt und konfiguriert sein.

Schritte
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1. Wahlen Sie im Grid Manager die Option Wartung Wartungsaufgaben Recovery aus.

2. Wahlen Sie in der Liste Ausstehende Knoten den Rasterknoten aus, den Sie wiederherstellen mochten.

Nodes werden nach ihrem Ausfall in der Liste angezeigt. Sie kdnnen jedoch keinen Node auswahlen, bis
er neu installiert wurde und zur Wiederherstellung bereit ist.

3. Geben Sie die Provisioning-Passphrase ein.
4. Klicken Sie Auf Wiederherstellung Starten.
Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Search Q
Name 11 IPv4 Address 11 State 1T Recoverable 1N
© 104-217-51 10.96.104.217 Unknown
Passphrase

Provisioning Passphrase | sssses

Start Recovery

5. Uberwachen Sie den Fortschritt der Wiederherstellung in der Tabelle ,Netzknoten wiederherstellen*.

Wahrend der Wiederherstellungsvorgang lauft, konnen Sie auf Zuriicksetzen klicken, um

@ eine neue Wiederherstellung zu starten. Ein Info-Dialogfeld wird angezeigt, das angibt, dass
der Knoten bei einem Zurlicksetzen des Vorgangs in einen unbestimmten Zustand
zuruckgelassen wird.

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For WViMware nodes, delete the deployed WM and then redeploy it.
# For StorageGRID appliance nodes, run "sgareinstall” on the node.
* For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

Wenn Sie die Recovery nach dem Zurlicksetzen der Prozedur erneut versuchen méchten, missen Sie den

Do you want to reset recovery?
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Node in einen vorinstallierten Status wiederherstellen:

o VMware: Den bereitgestellten virtuellen Grid-Knoten I6schen. Wenn Sie bereit sind, die Recovery neu
zu starten, implementieren Sie den Node erneut.

o Linux: Starten Sie den Knoten neu, indem Sie diesen Befehl auf dem Linux-Host ausfiihren:
storagegrid node force-recovery node-name

Verbindung des Archivknotens zur Cloud wird zuriickgesetzt

Nachdem Sie einen Archiv-Node wiederhergestellt haben, der die Cloud Uber die S3-API
anzielt, mussen Sie die Konfigurationseinstellungen andern, um Verbindungen
zuruckzusetzen. Ein ORSU-Alarm (Outbound Replication Status) wird ausgeldst, wenn
der Archivknoten keine Objektdaten abrufen kann.

@ Wenn der Archivknoten Gber die TSM Middleware mit externem Storage verbunden ist, wird der
Node automatisch zurlickgesetzt und Sie missen es nicht neu konfigurieren.

Was Sie bendétigen

Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

Schritte
1. Wahlen Sie Support > Tools > Grid Topology Aus.
2. Wahlen Sie Archivknoten > ARC > Ziel.

3. Bearbeiten Sie das Feld Zugriffsschliissel, indem Sie einen falschen Wert eingeben und auf
Anderungen anwenden klicken.

4. Bearbeiten Sie das Feld Zugriffsschliissel, indem Sie den richtigen Wert eingeben und auf Anderungen
anwenden klicken.

Alle Grid-Node-Typen: Austausch eines VMware Node

Wenn Sie einen ausgefallenen StorageGRID-Node wiederherstellen, der auf VMware
gehostet wurde, mussen Sie den ausgefallenen Node entfernen und einen Recovery-
Node implementieren.

Was Sie bendtigen

Sie mussen festgestellt haben, dass die virtuelle Maschine nicht wiederhergestellt werden kann und ersetzt
werden muss.

Uber diese Aufgabe

Sie verwenden den VMware vSphere Web Client, um zuerst die dem ausgefallenen Grid-Node zugeordnete
virtuelle Maschine zu entfernen. AnschlielRend kdnnen Sie eine neue Virtual Machine implementieren.

Dieses Verfahren ist nur ein Schritt im Recovery-Prozess des Grid Node. Das Verfahren zum Entfernen und
Implementieren eines Node ist fir alle VMware Nodes identisch, einschlieRlich Admin-Nodes, Storage-Nodes,
Gateway-Nodes und Archiv-Nodes.

Schritte
1. Melden Sie sich beim VMware vSphere Web Client an.

2. Navigieren Sie zu der ausgefallenen virtuellen Maschine des Grid-Node.
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3. Notieren Sie sich alle Informationen, die zur Implementierung des Recovery-Nodes erforderlich sind.

a. Klicken Sie mit der rechten Maustaste auf die virtuelle Maschine, wahlen Sie die Registerkarte
Einstellungen bearbeiten aus, und notieren Sie die verwendeten Einstellungen.

b. Wahlen Sie die Registerkarte vApp Options aus, um die Netzwerkeinstellungen des Grid Node
anzuzeigen und aufzuzeichnen.

4. Wenn der fehlgeschlagene Grid-Node ein Storage-Node ist, ermitteln Sie, ob eine der virtuellen
Festplatten, die fiir die Datenspeicherung verwendet werden, unbeschadigt sind, und bewahren Sie sie fir
die erneute Verbindung mit dem wiederhergestellten Grid-Node auf.

5. Schalten Sie die virtuelle Maschine aus.

6. Wahlen Sie Aktionen Alle vCenter-Aktionen Loschen von Disk, um die virtuelle Maschine zu l6schen.

7. Implementieren Sie eine neue Virtual Machine als Ersatz-Node und verbinden Sie sie mit einem oder
mehreren StorageGRID Netzwerken.

Bei der Implementierung des Node kdnnen Sie optional Node-Ports neu zuordnen oder CPU- oder
Speichereinstellungen erhéhen.

Nach der Bereitstellung des neuen Knotens kénnen Sie entsprechend Ihren

@ Speicheranforderungen neue virtuelle Festplatten hinzufligen, alle virtuellen Festplatten, die
vom zuvor entfernten ausgefallenen Grid-Knoten oder beiden beibehalten werden, neu
anbinden.

Weitere Informationen:
"VMware installieren" StorageGRID-Knoten als virtuelle Maschine implementieren

8. Fuhren Sie das Recovery-Verfahren fir den Node anhand des Node aus, den Sie wiederherstellen.

Node-Typ Gehen Sie zu
Primarer Admin-Node "Konfigurieren des primaren Ersatzadministratorknotens"
Nicht primarer Admin-Node "Wahlen Sie Wiederherstellung starten, um einen nicht primaren

Admin-Node zu konfigurieren"

Gateway-Node "Wahlen Sie Wiederherstellung starten, um einen Gateway-Node zu
konfigurieren"

Storage-Node "Wahlen Sie Wiederherstellung starten, um einen Speicherknoten zu
konfigurieren"

Archiv-Node "Wahlen Sie ,Wiederherstellung starten®, um einen Archiv-Knoten zu
konfigurieren"

Alle Grid-Node-Typen: Austausch eines Linux-Node

Wenn ein Ausfall erfordert, dass Sie einen oder mehrere neue physische oder virtuelle
Hosts bereitstellen oder Linux auf einem vorhandenen Host neu installieren, missen Sie
den Ersatz-Host implementieren und konfigurieren, bevor Sie den Grid-Node
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wiederherstellen konnen. Dieses Verfahren ist ein Schritt der Wiederherstellung des Grid-
Nodes fur alle Arten von Grid-Nodes.

,<Linux" bezieht sich auf eine Red hat® Enterprise Linux®-, Ubuntu®-, CentOS- oder Debian®-Bereitstellung.
Mit dem NetApp Interoperabilitats-Matrix-Tool kénnen Sie eine Liste der unterstiitzten Versionen abrufen.

Dieses Verfahren wird nur als ein Schritt bei der Wiederherstellung von softwarebasierten Speicherknoten,
primaren oder nicht primaren Admin-Nodes, Gateway-Nodes oder Archiv-Nodes durchgeflhrt. Die Schritte
sind unabhangig vom Typ des wiederherenden Grid-Node identisch.

Wenn mehr als ein Grid-Node auf einem physischen oder virtuellen Linux-Host gehostet wird, kdnnen Sie die
Grid-Nodes in beliebiger Reihenfolge wiederherstellen. Die Wiederherstellung eines primaren Admin-Knotens
zuerst verhindert jedoch, falls vorhanden, dass die Wiederherstellung anderer Grid-Knoten abstuckt, wahrend
sie versuchen, den primaren Admin-Knoten zu kontaktieren, um sich fir die Wiederherstellung zu registrieren.
1. "Bereitstellen neuer Linux-Hosts"
2. "Wiederherstellen von Grid-Nodes auf dem Host"

3. "Nachste Schritte: Falls erforderlich, zusatzliche Recovery-Schritte durchfihren”

Verwandte Informationen

"NetApp Interoperabilitats-Matrix-Tool"

Bereitstellen neuer Linux-Hosts

Bis auf ein paar Ausnahmen bereiten Sie die neuen Hosts wie wahrend der
Erstinstallation vor.

Um neue oder neu installierte physische oder virtuelle Linux-Hosts bereitzustellen, befolgen Sie das Verfahren
zur Vorbereitung der Hosts in der StorageGRID-Installationsanleitung fur Ihr Linux-Betriebssystem.

Dieses Verfahren umfasst Schritte zur Durchfiihrung folgender Aufgaben:

1. Installieren Sie Linux.

2. Konfigurieren Sie das Hostnetzwerk.
3. Hostspeicher konfigurieren.

4. Installation Von Docker:
5

. Installieren Sie den StorageGRID Host Service.

Beenden Sie den Vorgang ,StorageGRID Host Service installieren®in den
Installationsanweisungen. Starten Sie nicht die Aufgabe ,DBereitstellung von Grid-
Nodes®.

Beachten Sie bei der Durchfihrung dieser Schritte die folgenden wichtigen Richtlinien:

» VVerwenden Sie die gleichen Hostnamen, die Sie auf dem urspriinglichen Host verwendet haben.

* Wenn Sie Shared Storage zur Unterstiitzung lhrer StorageGRID Nodes verwenden oder einige oder alle
Festplatten oder SSDs von den ausgefallenen auf die Ersatz-Nodes verschoben haben, missen Sie die
gleichen Storage-Zuordnungen wiederherstellen, die auf dem urspringlichen Host vorhanden waren.
Wenn Sie beispielsweise WWIDs und Aliase in verwendet haben /etc/multipath.conf Wie in der
Installationsanleitung empfohlen, verwenden Sie die gleichen Alias-/WWID-Paare in
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/etc/multipath.conf Auf dem Ersatzhost.

» Wenn der StorageGRID-Node Storage verwendet, der einem NetApp AFF System zugewiesen ist,
vergewissern Sie sich, dass auf dem Volume keine FabricPool-Tiering-Richtlinie aktiviert ist. Das
Deaktivieren von FabricPool Tiering fur Volumes, die in Verbindung mit StorageGRID Nodes verwendet
werden, vereinfacht die Fehlerbehebung und Storage-Vorgange.

Verwenden Sie FabricPool niemals, um StorageGRID-bezogene Daten in das Tiering zurlick

@ zu StorageGRID selbst zu verschieben. Das Tiering von StorageGRID-Daten zurtick in die
StorageGRID verbessert die Fehlerbehebung und reduziert die Komplexitat von
betrieblichen Ablaufen.

Verwandte Informationen

"Installieren Sie Red hat Enterprise Linux oder CentOS"

"Installieren Sie Ubuntu oder Debian"

Wiederherstellen von Grid-Nodes auf dem Host

Um einen fehlgeschlagenen Grid-Node auf einem neuen Linux-Host wiederherzustellen,
stellen Sie die Node-Konfigurationsdatei mit den entsprechenden Befehlen wieder her.

Bei einer Neuinstallation erstellen Sie fir jeden Grid-Node, der auf einem Host installiert werden soll, eine
Node-Konfigurationsdatei. Beim Wiederherstellen eines Grid-Node auf einem Ersatzhost stellen Sie die Node-
Konfigurationsdatei fur ausgefallene Grid-Nodes wieder her oder ersetzen sie.

Falls alle Block-Storage-Volumes vom vorherigen Host erhalten wirden, missen méglicherweise weitere
Recovery-Verfahren durchgefihrt werden. Mit den Befehlen in diesem Abschnitt kdnnen Sie ermitteln, welche
zusatzlichen Verfahren erforderlich sind.

Schritte
» "Wiederherstellen und Validieren von Grid-Nodes"
+ "Starten des StorageGRID Host Service"

+ "Wiederherstellung von Nodes, die nicht ordnungsgemaf gestartet werden kénnen"

Wiederherstellen und Validieren von Grid-Nodes

Sie mussen die Grid-Konfigurationsdateien fur alle ausgefallenen Grid-Nodes
wiederherstellen, dann die Grid-Konfigurationsdateien validieren und Fehler beheben.

Uber diese Aufgabe

Sie kénnen jeden Grid-Node importieren, der auf dem Host vorhanden sein soll, solange er vorhanden ist
/var/local Das Volume ging aufgrund des Ausfalls des vorherigen Hosts nicht verloren. Beispiel: Der
/var/local Mdéglicherweise ist das Volume immer noch vorhanden, wenn Sie gemeinsam genutzten Storage
fur Daten-Volumes von StorageGRID Systemen verwendet haben, wie in der StorageGRID
Installationsanleitung fur Ihr Linux Betriebssystem beschrieben. Durch das Importieren des Knotens wird seine
Knotenkonfigurationsdatei auf den Host wiederhergestellt.

Wenn fehlende Knoten nicht importiert werden kénnen, missen Sie ihre Grid-Konfigurationsdateien neu
erstellen.

Sie mussen dann die Grid-Konfigurationsdatei validieren und alle Netzwerk- oder Storage-Probleme beheben,
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bevor Sie StorageGRID neu starten. Wenn Sie die Konfigurationsdatei fir einen Node neu erstellen, miissen
Sie denselben Namen fiir den Austausch-Node verwenden, der flr den wiederherzuenden Node verwendet
wurde.

Weitere Informationen zum Standort des finden Sie in den Installationsanweisungen /var/local Volume fir
einen Node:

Schritte

1. FUhren Sie in der Befehlszeile des wiederhergestellten Hosts alle derzeit konfigurierten StorageGRID-Grid-
Knoten auf:sudo storagegrid node list

Wenn keine Grid-Nodes konfiguriert sind, wird keine Ausgabe ausgegeben. Wenn einige Grid-Nodes
konfiguriert sind, erwarten Sie die Ausgabe im folgenden Format:

Name Metadata-Volume

dcl-adml /dev/mapper/sgws-adml-var—-local
dcl-gwl /dev/mapper/sgws—-gwl-var-local
dcl-snl /dev/mapper/sgws-snl-var-local
dcl-arcl /dev/mapper/sgws-arcl-var-local

Wenn einige oder alle Grid-Nodes, die auf dem Host konfiguriert werden sollen, nicht aufgefihrt sind,
mussen Sie die fehlenden Grid-Nodes wiederherstellen.

2. So importieren Sie Grid-Knoten mit einem /var/local Lautstirke:

a. Fuhren Sie fur jeden Knoten, den Sie importieren mdchten, den folgenden Befehl aus:sudo
storagegrid node import node-var-local-volume-path

Der storagegrid node import Befehl ist nur erfolgreich, wenn der Ziel-Node sauber
heruntergefahren wurde auf dem Host, auf dem er zuletzt ausgefihrt wurde. Wenn dies nicht der Fall
ist, beobachten Sie einen Fehler, der dem folgenden ahnlich ist:

This node (node-name) appears to be owned by another host (UUID host-uuid).
Use the --force flag if you are sure import is safe.
a. Wenn der Fehler angezeigt wird, dass der Node, der einem anderen Host gehort, ausgefihrt wird,

fuhren Sie den Befehl erneut mit dem aus --force Flag, um den Import abzuschlielen:sudo
storagegrid --force node import node-var-local-volume-path

Alle mit dem importierten Knoten --force Fir das Flag sind zusatzliche

@ Wiederherstellungsschritte erforderlich, bevor sie das Raster erneut verbinden kénnen,
wie unter ,zusdtzliche Wiederherstellungsschritte ausfithren, falls
erforderlich.” beschrieben.

3. Fir Grid-Nodes, die keinen Uber einen verfiigen /var/local Volume: Erstellen Sie die
Konfigurationsdatei des Node neu, um sie auf dem Host wiederherzustellen.

Befolgen Sie die Richtlinien unter ,Erstellen von Node-Konfigurationsdateien”in den
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Installationsanweisungen.

Wenn Sie die Konfigurationsdatei fur einen Node neu erstellen, mussen Sie denselben
Namen fur den Austausch-Node verwenden, der fir den wiederherzuenden Node verwendet
wurde. Stellen Sie bei Linux-Bereitstellungen sicher, dass der Name der Konfigurationsdatei
@ den Node-Namen enthalt. Sie sollten, wenn moglich, dieselben Netzwerkschnittstellen,
Geratezuordnungen blockieren und IP-Adressen verwenden. Dieses Verfahren minimiert die
Datenmenge, die wahrend des Recovery auf den Node kopiert werden muss. Dadurch kann
die Recovery erheblich schneller (in manchen Fallen nur Minuten statt Wochen) erfolgen.

Wenn Sie neue Blockgerate (Gerate, die zuvor vom StorageGRID-Knoten nicht genutzt
wurden) als Werte flir eine der mit zu startenden Konfigurationsvariablen verwenden

@ BLOCK _DEVICE Wenn Sie die Konfigurationsdatei fur einen Knoten neu erstellen, befolgen
Sie alle Richtlinien unter ,Beheben fehlender Blockgerdtfehler".

4. Fihren Sie den folgenden Befehl auf dem wiederhergestellten Host aus, um alle StorageGRID Knoten
aufzulisten.

sudo storagegrid node list

5. Uberpriifen Sie die Node-Konfigurationsdatei fiir jeden Grid-Node, dessen Name in der Ausgabe der
StorageGRID-Node-Liste angezeigt wurde:

sudo storagegrid node validate node-name
Sie mussen alle Fehler oder Warnungen beheben, bevor Sie den StorageGRID-Hostdienst starten. In den

folgenden Abschnitten werden Fehler naher erlautert, die bei der Wiederherstellung mdglicherweise eine
besondere Bedeutung haben.

Verwandte Informationen

"Installieren Sie Red hat Enterprise Linux oder CentOS"
"Installieren Sie Ubuntu oder Debian"

"Beheben fehlender Netzwerkschnittstellenfehler"
"Beheben fehlender Blockgeratfehler"

"Nachste Schritte: Falls erforderlich, zusatzliche Recovery-Schritte durchfiihren"

Beheben fehlender Netzwerkschnittstellenfehler

Wenn das Hostnetzwerk nicht richtig konfiguriert ist oder ein Name falsch geschrieben
wird, tritt ein Fehler auf, wenn StorageGRID die in angegebene Zuordnung uberpruft
/etc/storagegrid/nodes/node-name.conf Datei:

Méglicherweise wird ein Fehler oder eine Warnung angezeigt, die diesem Muster entspricht:
Checking configuration file '/etc/storagegrid/nodes/node-name.conf Fur Node Node-

Name_..." ERROR: node-name: GRID NETWORK TARGET = host-interface-name’ Node-Name:
Schnittstelle 'Host-Interface-Name' existiert nicht’
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Der Fehler konnte fiir das Grid-Netzwerk, das Admin-Netzwerk oder das Client-Netzwerk gemeldet werden.
Dieser Fehler bedeutet, dass der /etc/storagegrid/nodes/node-name.conf Datei ordnet das
angezeigte StorageGRID-Netzwerk der Host-Schnittstelle namens zu host-interface-name, Aber es gibt
keine Schnittstelle mit diesem Namen auf dem aktuellen Host.

Wenn Sie diesen Fehler erhalten, stellen Sie sicher, dass Sie die Schritte unter ,Dbereitstellen neuer
Linux-Hosts" abgeschlossen haben. Verwenden Sie dieselben Namen fiir alle Host-Schnittstellen, die auf
dem ursprunglichen Host verwendet wurden.

Wenn Sie die Host-Schnittstellen nicht benennen kénnen, die mit der Node-Konfigurationsdatei
Ubereinstimmen, kénnen Sie die Node-Konfigurationsdatei bearbeiten und den Wert des
GRID_NETWORK_TARGET, DES ADMIN_NETWORK_TARGET oder DES CLIENT_NETWORK_TARGET
andern, um einer vorhandenen Hostschnittstelle zu entsprechen.

Stellen Sie sicher, dass die Host-Schnittstelle Zugriff auf den entsprechenden physischen Netzwerk-Port oder
VLAN bietet und dass die Schnittstelle keinen direkten Bezug auf ein Bond- oder Bridge-Gerat hat. Sie missen
entweder ein VLAN (oder eine andere virtuelle Schnittstelle) auf dem Bond-Gerat auf dem Host konfigurieren
oder ein Bridge- und virtuelles Ethernet-Paar (veth) verwenden.

Verwandte Informationen

"Bereitstellen neuer Linux-Hosts"

Beheben fehlender Blockgeratfehler

Das System Uberprift, ob jeder wiederhergestellte Knoten einer gultigen
Blockgeratespezialldatei oder einem gultigen Softlink zu einer speziellen
Blockgeratedatei zugeordnet wird. Wenn StorageGRID eine ungultige Zuordnung im
findet /etc/storagegrid/nodes/node-name.conf Datei: Es wird ein Fehler des
Blockgerates angezeigt.

Wenn Sie einen Fehler beobachten, der diesem Muster entspricht:

Checking configuration file /etc/storagegrid/nodes/node-name.conf for node node-
name.. ERROR: node-name: BLOCK DEVICE PURPOSE = path-name’ Node-Name: Path-Name existiert
nicht’

Es bedeutet das /etc/storagegrid/nodes/node-name.conf Ordnet das von Node-Name verwendete
Blockgerat dem angegebenen Pfad-Namen im Linux-Dateisystem zu, aber an diesem Speicherort gibt es
keine gtiltige Sonderdatei fir Blockgerate oder keinen Softlink zu einer Sonderdatei fir Blockgerate.

Stellen Sie sicher, dass Sie die Schritte in ,DBereitstellung neuer Linux-Hosts"abgeschlossen
haben. Verwenden Sie fir alle Blockgerate dieselben persistenten Geratenamen, die auf dem urspriinglichen
Host verwendet wurden.

Wenn Sie die fehlende Sonderdatei fiir Blockgerate nicht wiederherstellen oder neu erstellen kdnnen, kénnen
Sie ein neues Blockgerat mit der entsprechenden Grdélie und Speicherkategorie zuweisen und die
Knotenkonfigurationsdatei bearbeiten, um den Wert VON BLOCK_DEVICE_PURPOSE zu andern, um auf die
neue Sonderdatei flr Blockgerate zu verweisen.

Bestimmen Sie die geeignete Grolie und Speicherkategorie aus den Tabellen im Abschnitt ,STorage

Requirements” der Installationsanleitung fir Ihr Linux-Betriebssystem. Lesen Sie die Empfehlungen unter
,<Hostspeicher konfigurieren®, bevor Sie mit dem Austausch von Blockgeraten fortfahren.
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Wenn Sie ein neues Blockspeichergerat flr eine der Konfigurationsdateivariablen angeben
muissen, die mit beginnen BLOCK DEVICE Da das urspriingliche Blockgerat mit dem
ausgefallenen Host verloren gegangen ist, stellen Sie sicher, dass das neue Blockgerat nicht

@ formatiert ist, bevor Sie weitere Wiederherstellungsverfahren durchfiihren. Das neue Blockgerat
wird unformatiert, wenn Sie gemeinsam genutzten Speicher verwenden und ein neues Volume
erstellt haben. Wenn Sie sich nicht sicher sind, fiihren Sie den folgenden Befehl gegen neue
Spezialdateien fur das Blockspeichergerat aus.

Flhren Sie den folgenden Befehl nur fir neue Block Storage-Gerate aus. Fuhren Sie diesen
@ Befehl nicht aus, wenn Sie glauben, dass der Block Storage noch giiltige Daten flr den
wiederherzustellenden Node enthalt, da alle Daten auf dem Gerat verloren gehen.

sudo dd if=/dev/zero of=/dev/mapper/my-block-device-name bs=1G count=1
Verwandte Informationen
"Bereitstellen neuer Linux-Hosts"
"Installieren Sie Red hat Enterprise Linux oder CentOS"

"Installieren Sie Ubuntu oder Debian"

Starten des StorageGRID Host Service

Um die StorageGRID Nodes zu starten und sicherzustellen, dass sie nach einem
Neustart des Hosts neu gestartet werden, mussen Sie den StorageGRID Host Service
aktivieren und starten.

1. FUhren Sie auf jedem Host folgende Befehle aus:

sudo systemctl enable storagegrid
sudo systemctl start storagegrid
2. Fuhren Sie den folgenden Befehl aus, um sicherzustellen, dass die Bereitstellung fortgesetzt wird:
sudo storagegrid node status node-name

Fihren Sie fir jeden Node, der den Status ,nicht ausgefiihrt® oder ,angehalten” zurlickgibt, den folgenden
Befehl aus:

sudo storagegrid node start node-name

3. Wenn Sie zuvor den StorageGRID-Hostdienst aktiviert und gestartet haben (oder wenn Sie sich nicht
sicher sind, ob der Dienst aktiviert und gestartet wurde), fihren Sie auch den folgenden Befehl aus:

sudo systemctl reload-or-restart storagegrid
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Wiederherstellung von Nodes, die nicht ordnungsgemaR gestartet werden konnen

Wenn ein StorageGRID Node nicht ordnungsgemal wieder in das Grid kommt und nicht
als wiederherstellbar angezeigt wird, kann er beschadigt werden. Sie kdbnnen den Node
in den Recovery-Modus erzwingen.

So erzwingen Sie den Knoten in den Wiederherstellungsmodus:

sudo storagegrid node force-recovery node-name

Bestatigen Sie vor Ausgabe dieses Befehls, dass die Netzwerkkonfiguration des Node korrekt

ist. Moglicherweise ist es aufgrund falscher Netzwerkschnittstellenzuordnungen oder einer
falschen Grid-Netzwerk-IP-Adresse oder eines falschen Gateways fehlgeschlagen, das Grid-
Netzwerk erneut anzuschlielen.

@ Nach Ausstellung des storagegrid node force-recovery node-name Befehl, Sie
mussen zusatzliche Recovery-Schritte fir Node-Name durchflhren.

Verwandte Informationen

"Nachste Schritte: Falls erforderlich, zusatzliche Recovery-Schritte durchfiihren"

Was ist weiter: Durchfiihrung zusétzlicher Recovery-Schritte, falls erforderlich

Abhangig von den spezifischen Aktionen, die Sie unternommen haben, um die
StorageGRID Nodes auf dem Ersatzhost auszufiuihren, missen Sie mdglicherweise
zusatzliche Recovery-Schritte fur jeden Node durchflhren.

Die Node-Recovery ist abgeschlossen, wenn Sie keine KorrekturmaRnahmen vornehmen mussen, wahrend
Sie den Linux Host ersetzt oder den ausgefallenen Grid Node auf dem neuen Host wiederhergestellt haben.

KorrekturmaBnahmen und nachste Schritte

Beim Austausch eines Node sind moglicherweise folgende KorrekturmafRnahmen erforderlich:

* Man musste das benutzen —--force Flag zum Importieren des Knotens.

* Fir alle <PURPOSE>, Der Wert des BLOCK_DEVICE <PURPOSE> Die Variable der Konfigurationsdatei
bezieht sich auf ein Blockgerat, das nicht die gleichen Daten enthalt, die es vor dem Ausfall des Hosts
gemacht hat.

* Sie sind ausgestellt storagegrid node force-recovery node-name Flr den Node.

« Sie haben ein neues Blockgerat hinzugeflugt.

Wenn Sie eine dieser Korrekturmal3nahmen ergriffen haben, missen Sie zusatzliche
Wiederherstellungsschritte durchflhren.

Art der Wiederherstellung Nachster Schritt

Primarer Admin-Node "Konfigurieren des primaren
Ersatzadministratorknotens”
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Art der Wiederherstellung

Nicht primarer Admin-Node

Gateway-Node

Archiv-Node

Storage-Node (softwarebasiert):

* Wenn man das benutzen musste --force Flag,
um den Knoten zu importieren, oder Sie haben
ausgegeben storagegrid node force-
recovery node-name

* Wenn Sie eine vollstandige Neuinstallation des
Knotens durchfiihren mussten, oder Sie missen
/var/local wiederherstellen

Storage-Node (softwarebasiert):

* Wenn Sie ein neues Blockgerat hinzugefligt
haben.

* Wenn, fur alle <PURPOSE>, Der Wert des
BLOCK DEVICE <PURPOSE> Die Variable der
Konfigurationsdatei bezieht sich auf ein
Blockgerat, das nicht die gleichen Daten enthalt,
die es vor dem Ausfall des Hosts gemacht hat.

Nachster Schritt

"Wahlen Sie Wiederherstellung starten, um einen
nicht primaren Admin-Node zu konfigurieren"

"Wahlen Sie Wiederherstellung starten, um einen
Gateway-Node zu konfigurieren"

"Wahlen Sie ,Wiederherstellung starten, um einen
Archiv-Knoten zu konfigurieren"

"Wahlen Sie Wiederherstellung starten, um einen
Speicherknoten zu konfigurieren"

"Die Wiederherstellung nach einem Ausfall des
Storage-Volumes ist bei intaktem Systemlaufwerk
moglich"

Ersetzen eines fehlerhaften Knotens durch eine Services-Appliance

Sie kénnen eine SG100- oder SG1000-Services-Appliance verwenden, um einen
fehlgeschlagenen Gateway-Node, einen ausgefallenen nicht-primaren Admin-Node oder
einen ausgefallenen primaren Admin-Node wiederherzustellen, der auf VMware, einem
Linux-Host oder einer Services Appliance gehostet wurde. Dieses Verfahren ist ein
Schritt der Wiederherstellung des Grid-Nodes.

Was Sie bendtigen

» Sie mussen festgestellt haben, dass eine der folgenden Situationen zutrifft:

o Die virtuelle Maschine, die den Node hostet, kann nicht wiederhergestellt werden.

> Der physische oder virtuelle Linux-Host fur den Grid-Node ist ausgefallen und muss ersetzt werden.

> Die Services-Appliance, die den Grid-Node hostet, muss ersetzt werden.

+ Sie missen sicherstellen, dass die Installationsversion von StorageGRID Appliance auf der Services
Appliance mit der Softwareversion des StorageGRID Systems Ubereinstimmt. Diese wird in der
Hardwareinstallation und -Wartung fiir die Uberpriifung und das Upgrade der Installationsversion von
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StorageGRID Appliance beschrieben.

"SG100 SG1000 Services-Appliances"

@ Stellen Sie keine SG100- und SG1000-Service-Appliance am selben Standort bereit. Das kann
zu einer unvorhersehbaren Performance flihren.

Uber diese Aufgabe
In den folgenden Fallen kénnen Sie eine SG100- oder SG1000-Services-Appliance verwenden, um einen

fehlgeschlagenen Grid-Node wiederherzustellen:
* Der ausgefallene Node wurde auf VMware oder Linux gehostet (Plattformanderung)

» Der ausgefallene Node wurde auf einer Service Appliance gehostet (Plattformaustausch).

Schritte
+ "Installieren einer Services Appliance (nur Plattforméanderung)"

« "Vorbereiten eines Gerats fir die Neuinstallation (nur Plattformaustausch)"
 "Starten der Softwareinstallation auf einer Service-Appliance"

* "Monitoring der Installation von Services Appliances"

Installieren einer Services Appliance (nur Plattformé@nderung)

Wenn Sie einen fehlgeschlagenen Grid-Node wiederherstellen, der auf VMware oder
einem Linux-Host gehostet wurde und eine SG100- oder SG1000-Services-Appliance flr
den Ersatzknoten verwenden, mussen Sie zuerst die neue Appliance-Hardware mit dem
gleichen Node-Namen wie der ausgefallene Node installieren.

Sie mussen Uber die folgenden Informationen zum ausgefallenen Node verflugen:

* Knotenname: Sie missen die Services-Appliance mit dem gleichen Knotennamen wie der ausgefallene
Knoten installieren.

* IP-Adressen: Sie konnen dem Services-Gerat dieselben IP-Adressen zuweisen wie dem ausgefallenen
Knoten, was die bevorzugte Option ist, oder Sie kdnnen eine neue ungenutzte IP-Adresse in jedem
Netzwerk auswahlen.

FUhren Sie diese Vorgehensweise nur aus, wenn Sie einen ausgefallenen Node, der auf VMware oder Linux
gehostet wurde, wiederherstellen und diesen durch einen Node ersetzen, der auf einer Services Appliance
gehostet wird.

1. Befolgen Sie die Anweisungen zum Installieren einer neuen SG100- oder SG1000-Services-Appliance.

2. VVerwenden Sie bei der Aufforderung zu einem Node-Namen den Node-Namen des ausgefallenen Node.

Verwandte Informationen
"SG100 SG1000 Services-Appliances"

Vorbereiten eines Gerits fiir die Neuinstallation (nur Plattformaustausch)

Bei der Wiederherstellung eines Grid-Node, der auf einer Services Appliance gehostet
wurde, mussen Sie zuerst die Appliance fur die Neuinstallation der StorageGRID
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Software vorbereiten.

Flhren Sie diese Schritte nur aus, wenn Sie einen ausgefallenen Node ersetzen, der auf einer Services
Appliance gehostet wurde. Fuhren Sie diese Schritte nicht aus, wenn der ausgefallene Node urspriinglich auf
VMware oder einem Linux-Host gehostet wurde.

1. Loggen Sie sich beim fehlgeschlagenen Grid-Node ein:

a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
d. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.
2. Bereiten Sie die Appliance auf die Installation der StorageGRID Software vor. Geben Sie Ein:
sgareinstall
3. Wenn Sie zum Fortfahren aufgefordert werden, geben Sie Folgendes ein: y
Die Appliance wird neu gestartet, und lhre SSH-Sitzung wird beendet. In der Regel dauert es etwa 5

Minuten, bis das Installationsprogramm flr StorageGRID-Appliances verflugbar ist, obwohl in einigen Fallen
Sie mdglicherweise bis zu 30 Minuten warten mussen.

Die Services-Appliance wird zurlickgesetzt und die Daten auf dem Grid-Node sind nicht mehr verflgbar.
Die wahrend der urspringlichen Installation konfigurierten IP-Adressen sollten intakt bleiben. Nach
Abschluss des Vorgangs wird jedoch empfohlen, dies zu bestatigen.

Nach Ausfiihrung des sgareinstall Der Befehl entfernt alle Gber StorageGRID bereitgestellten Konten,
Passworter und SSH-Schliissel und generiert neue Host-Schlissel.

Starten der Softwareinstallation auf einer Service-Appliance

Um einen Gateway-Node oder Admin-Node auf einer SG100- oder SG1000-Service-
Appliance zu installieren, verwenden Sie das Installationsprogramm der StorageGRID-
Appliance, das auf der Appliance enthalten ist.

Was Sie bendtigen
* Die Appliance muss in einem Rack installiert, mit dem Netzwerk verbunden und eingeschaltet sein.

* Netzwerkverbindungen und IP-Adressen mussen flr die Appliance mithilfe des StorageGRID Appliance
Installer konfiguriert werden.

* Wenn Sie einen Gateway-Node oder einen nicht-primaren Admin-Node installieren, kennen Sie die IP-
Adresse des primaren Admin-Nodes fur das StorageGRID-Grid.

 Alle Grid-Subnetze, die auf der Seite IP-Konfiguration des Installationsprogramms flir StorageGRID-Gerate
aufgefihrt sind, missen in der Netznetzwerksubnetz-Liste auf dem primaren Admin-Node definiert sein.

Anweisungen zum Abschliel3en dieser Vorraussaufgaben finden Sie in der Installations- und
Wartungsanleitung fir eine SG100- oder SG1000-Service-Appliance.

» Sie mussen einen unterstitzten Webbrowser verwenden.
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« Sie mUssen eine der IP-Adressen kennen, die der Appliance zugewiesen sind. Sie kdnnen die IP-Adresse
fir das Admin-Netzwerk, das Grid-Netzwerk oder das Client-Netzwerk verwenden.

» Wenn Sie einen primaren Admin-Knoten installieren, haben Sie die Ubuntu- oder Debian-
Installationsdateien fir diese Version von StorageGRID zur Verfligung.

Eine aktuelle Version der StorageGRID-Software wird wahrend der Fertigung vorinstalliert

@ auf die Services-Appliance geladen. Wenn die vorinstallierte Version der Software mit der in
der StorageGRID-Bereitstellung verwendeten Version ibereinstimmt, bendtigen Sie die
Installationsdateien nicht.

Uber diese Aufgabe
So installieren Sie die StorageGRID-Software auf einer SG100- oder SG1000-Services-Appliance:

* Fir einen primaren Admin-Node geben Sie den Namen des Knotens an und laden dann die
entsprechenden Softwarepakete hoch (falls erforderlich).

* FUr einen nicht-primaren Admin-Node oder einen Gateway-Node geben Sie die IP-Adresse des primaren
Admin-Node und den Namen des Node an oder bestatigen Sie diese.

« Sie starten die Installation und warten, bis Volumes konfiguriert und die Software installiert ist.

* Durch den Prozess partway, die Installation pausiert. Um die Installation fortzusetzen, missen Sie sich
beim Grid Manager anmelden und den ausstehenden Node als Ersatz fir den ausgefallenen Node
konfigurieren.

* Nachdem Sie den Node konfiguriert haben, wird die Installation der Appliance abgeschlossen und die
Appliance wird neu gestartet.

Schritte

1. Offnen Sie einen Browser, und geben Sie eine der IP-Adressen fiir die SG100- oder SG1000-Services-
Appliance ein.

https://Controller IP:8443

Die Startseite des StorageGRID-Appliance-Installationsprogramms wird angezeigt.
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NetApp” StorageGRID" Appliance Installer

Home Configure Networking = Configure Hardware -
Home
This Node

MNode type Gateway j

Mode name

MetApp-SGA

Primary Admin Node connection

Enable Admin
Mode discovery

Connection state

Installation

Current state

Uncheck to manually enter
the Primary Admin Node [P

Admin Mode discovery (s in
progress

Unable to start installation.
The Admin Node connection

is not ready.

2. So installieren Sie einen primaren Admin-Knoten:
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Sie wiederherstellen, und klicken Sie auf Speichern.

Wenn die Version der zu installierenden Software richtig ist, fahren sie mit fort Installationsschritt.

Option StorageGRID-Software hochladen.

Monitor Installation

Die Seite StorageGRID-Software hochladen wird angezeigt.

Software hochzuladen.

Advanced -

. Wahlen Sie im Abschnitt This Node fir Node Type die Option Primary Admin aus.
. Geben Sie im Feld Knotenname den gleichen Namen ein, der fur den Knoten verwendet wurde, den

. Uberpriifen Sie im Abschnitt Installation die unter Aktueller Status aufgefiihrte Softwareversion

. Wenn Sie eine andere Version der Software hochladen mdchten, wahlen Sie im MenU * Erweitert* die

. Klicken Sie auf Durchsuchen, um das Softwarepaket und die Checksum-Datei* fir die StorageGRID-




Die Dateien werden nach der Auswahl automatisch hochgeladen.
b. Klicken Sie auf Startseite, um zur Startseite des StorageGRID-Appliance-Installationsprogramms
zuruckzukehren.
3. So installieren Sie einen Gateway-Node oder einen nicht-primaren Admin-Node:
a. Wahlen Sie im Abschnitt This Node fiir Node Type die Option Gateway oder Non-Primary Admin
aus, je nach Typ des wiederherzustellenden Knotens.

b. Geben Sie im Feld Knotenname den gleichen Namen ein, der fir den Knoten verwendet wurde, den
Sie wiederherstellen, und klicken Sie auf Speichern.

c. Legen Sie im Abschnitt primare Administratorknoten-Verbindung fest, ob Sie die IP-Adresse flr den
primaren Admin-Node angeben mussen.

Das Installationsprogramm der StorageGRID-Appliance kann diese IP-Adresse automatisch erkennen,
wenn der primare Admin-Node oder mindestens ein anderer Grid-Node mit Admin_IP konfiguriert ist,
sich im selben Subnetz befindet.

d. Wenn diese IP-Adresse nicht angezeigt wird oder Sie sie andern missen, geben Sie die Adresse an:

Option Beschreibung
Manuelle IP-Eingabe a. Deaktivieren Sie das Kontrollkédstchen Admin Node Discovery
aktivieren.

b. Geben Sie die IP-Adresse manuell ein.
c. Klicken Sie Auf Speichern.

d. Warten Sie, wahrend der Verbindungsstatus fur die neue IP-
Adresse in ,ready." lautet.

Automatische Erkennung aller a. Aktivieren Sie das Kontrollkdstchen Admin Node Discovery
verbundenen primaren Admin- aktivieren.
Nodes b. Wahlen Sie aus der Liste der ermittelten IP-Adressen den

primaren Admin-Node fir das Grid aus, in dem diese Service-
Appliance bereitgestellt wird.

c¢. Klicken Sie Auf Speichern.

d. Warten Sie, wahrend der Verbindungsstatus fur die neue IP-
Adresse in ,ready." lautet.

4. im Abschnitt Installation miissen Sie bestatigen, dass der aktuelle Status bereit ist, die Installation des
Knotennamens zu starten, und dass die Schaltflache Installation starten aktiviert ist.

Wenn die Schaltflache Installation starten nicht aktiviert ist, miissen Sie moglicherweise die
Netzwerkkonfiguration oder die Porteinstellungen andern. Anweisungen hierzu finden Sie in der
Installations- und Wartungsanleitung fur lhr Gerat.

5. Klicken Sie auf der Startseite des StorageGRID-Appliance-Installationsprogramms auf Installation
starten.

Der aktuelle Status andert sich in ,Installation is in progress, “ und die Seite Monitor Installation
wird angezeigt.
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@ Wenn Sie manuell auf die Seite Monitor-Installation zugreifen missen, klicken Sie in der
Mendleiste auf Monitor-Installation.

Verwandte Informationen
"SG100 SG1000 Services-Appliances”

Monitoring der Installation von Services Appliances

Das Installationsprogramm der StorageGRID Appliance stellt den Status bereit, bis die
Installation abgeschlossen ist. Nach Abschluss der Softwareinstallation wird die
Appliance neu gestartet.

1. Um den Installationsfortschritt zu Gberwachen, klicken Sie in der Menuleiste auf Installation liberwachen.

Auf der Seite Monitor-Installation wird der Installationsfortschritt angezeigt.

Monitor Installation

1. Configure storage Complete
2. Install OS Running
Step Progress Status

Obtain nstaler binarie I Corct
Configure nstaler R Coct

Install OS
3. Install StorageGRID Pending
4. Finalize installation Pending

Die blaue Statusleiste zeigt an, welche Aufgabe zurzeit ausgefiihrt wird. Griine Statusleisten zeigen
Aufgaben an, die erfolgreich abgeschlossen wurden.

Das Installationsprogramm stellt sicher, dass Aufgaben, die in einer friiheren Installation
ausgefuhrt wurden, nicht erneut ausgefiihrt werden. Wenn Sie eine Installation erneut

@ ausflhren, werden alle Aufgaben, die nicht erneut ausgefihrt werden mussen, mit einer
grunen Statusleiste und dem Status ,Skipped.“ angezeigt.

2. Uberpriifen Sie den Fortschritt der ersten beiden Installationsphasen.

> 1. Speicher konfigurieren

In dieser Phase I6scht das Installationsprogramm alle vorhandenen Konfigurationen von den
Laufwerken und konfiguriert die Hosteinstellungen.

o 2. Installieren Sie das Betriebssystem
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Wahrend dieser Phase kopiert das Installationsprogramm das Betriebssystem-Image fur StorageGRID
vom primaren Admin-Node auf die Appliance oder installiert das Betriebssystem aus dem

Installationspaket flr den primaren Admin-Node.

3. Uberwachen Sie den Installationsfortschritt, bis einer der folgenden Schritte eintritt:

> Bei Appliance-Gateway-Knoten oder nicht-primaren Appliance-Admin-Knoten wird die Phase Install
StorageGRID angehalten. Auf der eingebetteten Konsole wird eine Meldung angezeigt, die Sie dazu
auffordert, diesen Knoten auf dem Admin-Knoten mithilfe des Grid-Managers zu genehmigen.

Home Configure Networking ~

Monitor Installation

1. Configure storage

2_Install 05

3. Install StorageGRID

4. Finalize installation

Connected (unencrypted) to: QEMU

platform.typen:

[2017-07-31Tz2
ontainer data
[Z2017-07-31TZZ2
[Z2017-07-31TZ2Z2
[2017-07-31Tz2

[2017-07-31T22

[ze17-07-31T22

@9
109:
Q9:
@9
109:

@9

Device or resource busy
.3625661]

12
12
12
12
12

12

.3662051]
.3696331
.5115331
.0700961

.9763601

of node configuration

[2017-07-31T22
[2017-07-31T2Z
-07-31T22
-07-31T22
-07-31T22
-07-31T2Z
-07-31T22
-07-31T22
-07-31T2Z2

-07-31T22

109:
Q9:
@9
@9
109:
Q9:
@9
@9
109:
-07-31TZZ:

-07-31TZ22: :
@9

12
12
12
12
12
12
12
12
12

12

.0813631
.5850661
.5863141
.59148511
.9948861
.5983601
.b13241
.be47591]
.bO73001]
.6109851
.6145971]
.b182821

min Node GHMI to proceed...

Configure Hardware «

INFO —— [IN3G1]

INFO
INFO
INFO

INFO

INFO

INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO

[INSG]
[INSG]
[INSG]

[INSG]

[INSG]

[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]

Monitor Installation Advanced -

Complete
Complete
Running
Pending

NOTICE: seeding ~var-local with c
Fixing permissions

Enabling =syslog

Stopping system logging: syslog-n
Starting system logging: syslog-n

Beginning negotiation for downloa

Please approve this node on the A

o FUr primare Administrator-Knoten der Appliance wird eine fluinfte Phase (Installationsprogramm fur
StorageGRID laden) angezeigt. Wenn die funfte Phase langer als 10 Minuten in Bearbeitung ist,
aktualisieren Sie die Seite manuell.
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NetApp® StorageGRID® Appliance Installer Help ~

Home Configure Networking Configure Hardware Monitor Installation Advanced -

Monitor Installation

1. Configure storage Complete

2. Install OS Complete
3. Install StorageGRID Complete
4. Finalize installation Complate
5. Load StorageGRID Installer Running
Step Progress Status

Starting StorageGRID Installer B_“ Do not refresh. You will be redirected when the installer is ready

4. Fahren Sie mit dem nachsten Schritt des Recovery-Prozesses flir den Typ des Appliance-Grid-Node fort,
den Sie wiederherstellen.

Art der Wiederherstellung Referenz

Gateway-Node "Wahlen Sie Wiederherstellung starten, um einen Gateway-Node zu
konfigurieren"

Nicht primarer Admin-Node "Wahlen Sie Wiederherstellung starten, um einen nicht priméaren
Admin-Node zu konfigurieren"

Primarer Admin-Node "Konfigurieren des primaren Ersatzadministratorknotens"

Durchfuhren der Standortwiederherstellung durch den technischen Support

Falls eine gesamte StorageGRID Site ausfallt oder mehrere Storage Nodes ausfallen,
mussen Sie sich an den technischen Support wenden. Der technische Support analysiert
das Unternehmen, entwickelt einen Recovery-Plan und stellt die ausgefallenen Nodes
oder Standorte dann auf eine Art und Weise wieder her, die |lhre Geschaftsziele erfullt.
Die Recovery-Zeit wird optimiert und unnotige Datenverluste werden vermieden.

@ Das Standort-Recovery kann nur durch den technischen Support durchgefiihrt werden.

StorageGRID Systeme sind fur die unterschiedlichsten Fehler anfallig und viele Recovery- und
Wartungsvorgange kdnnen problemlos selbst durchgefiihrt werden. Es ist jedoch schwierig, ein einfaches,
generalisiertes Standortwiederherstellungsverfahren zu erstellen, da die detaillierten Schritte von Faktoren
abhangen, die spezifisch flr Ihre Situation sind. Beispiel:

* lhre Geschaftsziele: Nach dem vollstandigen Verlust einer StorageGRID-Website sollten Sie bewerten,
wie Sie lhre Geschéftsziele am besten erreichen kdnnen. Mochten Sie beispielsweise den verlorenen
Standort neu aufbauen? Mdchten Sie die verlorene StorageGRID Site an einem neuen Standort ersetzen?
Jede Kundensituation ist anders, und Ihr Recovery-Plan muss lhre Prioritaten berticksichtigen.

« Exakte Art des Ausfalls: Vor Beginn der Standortwiederherstellung ist es wichtig festzustellen, ob alle
Knoten am ausgefallenen Standort intakt sind oder ob Speicherknoten wiederherstellbare Objekte
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enthalten. Wenn Sie Nodes oder Storage Volumes neu erstellen, die giiltige Daten enthalten, kann es zu
unnotigen Datenverlusten kommen.

Aktive ILM-Richtlinie: Die Anzahl, Art und der Speicherort von Objektkopien in Threm Grid wird durch lhre
aktive ILM-Richtlinie gesteuert. Die Besonderheiten Ihrer ILM-Richtlinie kdnnen sich auf die Menge der
wiederherstellbaren Daten sowie auf die spezifischen fiir die Recovery erforderlichen Techniken auswirken.

@ Wenn ein Standort die einzige Kopie eines Objekts enthalt und der Standort verloren geht,
geht das Objekt verloren.

Bucket (oder Container) Konsistenz: Die auf einen Bucket (oder Container) angewendete
Konsistenzstufe wirkt sich darauf aus, ob StorageGRID die Objektmetadaten vollstandig auf alle Nodes
und Standorte repliziert, bevor einem Client mitgeteilt wird, dass die Objektaufnahme erfolgreich war.
Wenn die Konsistenzstufe fiir eventuelle Konsistenz sorgt, sind einige Objektmetadaten bei einem
Standortausfall verloren gegangen. Dies kann sich auf die Menge der wiederherstellbaren Daten und
moglicherweise auf die Details des Recovery-Verfahrens auswirken.

Historie der neuesten Anderungen: Die Details lhres Wiederherstellungsverfahrens kénnen davon
beeinflusst werden, ob zum Zeitpunkt des Ausfalls Wartungsarbeiten durchgefihrt wurden oder ob kirzlich
Anderungen an lhrer ILM-Richtlinie vorgenommen wurden. Der technische Support muss den aktuellen
Verlauf des Grid sowie dessen aktuelle Situation vor Beginn einer Wiederherstellung des Standorts
beurteilen.

Uberblick iiber die Standortwiederherstellung

Dies ist eine allgemeine Ubersicht (iber das Verfahren, das der technische Support zur Wiederherstellung
eines ausgefallenen Standorts verwendet.

@ Das Standort-Recovery kann nur durch den technischen Support durchgefiihrt werden.

Contact technical support (TS)

TS reviewsyour business objectives
TS collects details about the extent
of the failure

TS develops a recovery plan

v

TS recovers failed primary
Admin Node

(if present)

v

Caution: Do not use the

TS recovers failed Storage Nodes recovery procedures designed

Replace failed Storage Mode hardware for asingle failed Storage Node.
Restore object metadata = .
Restore object data Data loss will occur.

v

TS recovers other failed nodes
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1. Wenden Sie sich an den technischen Support.

Der technische Support fihrt eine detaillierte Bewertung der Fehler durch und prift gemeinsam mit lhnen
Ihre Geschaftsziele. Auf der Grundlage dieser Informationen entwickelt der technische Support einen
Recovery-Plan, der auf |hre Situation zugeschnitten ist.

2. Der technische Support stellt den primaren Admin-Knoten wieder her, wenn er ausgefallen ist.

3. Der technische Support stellt alle Storage-Knoten wieder her, folgt dieser Beschreibung:

a. Ersetzen Sie bei Bedarf Storage Node Hardware oder Virtual Machines.
b. Wiederherstellung von Objektmetadaten am ausgefallenen Standort

c. Wiederherstellung von Objektdaten auf den wiederhergestellten Storage-Nodes

@ Wenn die Wiederherstellungsverfahren fur einen einzelnen ausgefallenen
Speicherknoten verwendet werden, kann es zu Datenverlusten kommen.

@ Wenn ein kompletter Standort ausfallt, sind spezielle Befehle erforderlich, um Objekte und
Objektmetadaten erfolgreich wiederherzustellen.

4. Der technische Support stellt andere ausgefallene Nodes wieder her.

Nach der Wiederherstellung von Objektmetadaten und -Daten kénnen fehlerhafte Gateway-Nodes, nicht
primare Admin-Nodes oder Archiv-Nodes anhand von Standardverfahren wiederhergestellt werden.

Verwandte Informationen

"Aulerbetriebnahme von Standorten"

Verfahren zur Deaktivierung

Sie kdnnen einen Aulderbetriebnahme durchfuhren, um Grid-Nodes oder eine ganze
Website dauerhaft vom StorageGRID System zu entfernen.

Um einen Grid-Node oder einen Standort zu entfernen, fliihren Sie einen der folgenden Verfahren zur
Deaktivierung durch:

» Flhren Sie einen Knoten auBBer Betrieb aus, um einen oder mehrere Knoten zu entfernen, die sich an
einem oder mehreren Standorten befinden konnen. Die entfernenden Nodes kénnen online und mit dem
StorageGRID System verbunden sein oder offline bzw. getrennt sein.

* FUhren Sie eine Deaktivierung einer Site mit * Connected Site durch, um eine Site zu entfernen, auf der
alle Nodes mit StorageGRID verbunden sind.

* FUhren Sie eine Deaktivierung der Site durch getrennt, um eine Site zu entfernen, in der alle Nodes von
StorageGRID getrennt sind.

Bevor Sie eine Website aulRer Betrieb nehmen, missen Sie sich an lhren NetApp
Ansprechpartner wenden. NetApp Uberprift Inre Anforderungen, bevor Sie alle Schritte im

@ Decommission Site Wizard aktivieren. Sie sollten keinen Versuch Unternehmen, eine
getrennte Site aul3er Betrieb zu nehmen, wenn Sie der Meinung sind, dass eine
Wiederherstellung der Site oder die Wiederherstellung von Objektdaten von der Site moglich
ware.
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Wenn ein Standort eine Mischung aus verbundenen (+*Und nicht verbundene Knoten ( Oder ), Sie
mussen alle Offline-Knoten wieder online bringen.

Verwandte Informationen

"Ausmusterung von Grid-Nodes"

"Aulerbetriebnahme von Standorten"

Ausmusterung von Grid-Nodes

Sie kdnnen den Node Decounter-Vorgang verwenden, um einen oder mehrere Storage-
Nodes, Gateway-Nodes oder nicht-primare Admin-Nodes an einem oder mehreren
Standorten zu entfernen. Sie kdnnen den primaren Admin-Node oder einen Archiv-Node
nicht stilllegen.

Im Allgemeinen sollten die Grid-Knoten nur deaktiviert werden, wenn sie mit dem StorageGRID-System
verbunden sind und alle Knoten im normalen Zustand sind (haben griine Symbole auf den Nodes-Seiten und
auf der Seite Decommission-Knoten). Bei Bedarf kdnnen Sie jedoch einen nicht verbundenen Grid-Node
aulder Betrieb nehmen. Bevor Sie einen getrennten Knoten entfernen, stellen Sie sicher, dass Sie die
Auswirkungen und Einschrankungen dieses Prozesses verstehen.

Wenn einer der folgenden Optionen zutrifft, wird das Verfahren zur Deaktivierung des Nodes ausgefihrt:
 Sie haben dem System einen gréRReren Speicherknoten hinzugefiigt, und Sie méchten einen oder mehrere
kleinere Speicherknoten entfernen, wahrend gleichzeitig Objekte erhalten bleiben.
 Sie bendtigen weniger Storage insgesamt.
« Sie bendtigen keinen Gateway-Node mehr.
 Sie bendtigen keinen nicht mehr primaren Admin-Node.
» Das Grid enthalt einen getrennten Node, den Sie nicht wiederherstellen kbnnen oder wieder online

schalten konnen.

Das Flussdiagramm zeigt die grundlegenden Schritte zur Deaktivierung von Grid-Nodes.
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Pre pare for

decommissioning
* Review considerations
* Gather requred materials
* Ensure no other maintenance
proceduresare in progressor
plnned
* Ensure naoEC repair jobs are

running
v

Navigate to the
Decommission page

v

Select
Decommission Node

Is
decommissioning
possible for the
node?

Resolve the issue

Yes QK to

decommission while
disconnected?

Is the node
connected?

No

Contact technical support

Decommission the

Recover the node .
disconnected node

v

Monitor data repair jobs

———p| Decommission the node |(d—— (Storage Nodes only)

Ensure drives are
wiped clean

Schritte
» "Grid-Nodes werden vorbereitet"

+ "Sammeln der erforderlichen Materialien"

+ "Auf die Seite Decommission Nodes zugreifen"

+ "Keine getrennten Grid-Nodes mehr"

+ "Deaktivierung verbundener Grid-Nodes"

* "Anhalten und Fortsetzen des Stilllegen-Prozesses fur Storage Nodes"

* "Fehlerbehebung bei der Ausmusterung von Nodes"
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Grid-Nodes werden vorbereitet

Sie mussen die Uberlegungen zum Entfernen von Grid-Nodes priifen und bestéatigen,
dass keine Reparaturauftrage flr Daten mit Erasure-Coding-Verfahren aktiv sind.

Schritte
« "Uberlegungen fiir die Deaktivierung von Storage-Nodes"

« "Datenreparaturauftrage werden Gberprift"

Uberlegungen fiir die Deaktivierung von Grid-Nodes

Bevor Sie dieses Verfahren zur Deaktivierung von einem oder mehreren Nodes starten,
mussen Sie die Auswirkungen des Entfernens der einzelnen Node verstehen. Bei der
erfolgreichen Ausmusterung eines Node werden seine Services deaktiviert und der Node
wird automatisch heruntergefahren.

Sie kénnen einen Node nicht stilllegen, wenn Sie dies tun, bleibt die StorageGRID in einem ungliltigen Status.
Folgende Regeln werden durchgesetzt:

+ Sie kénnen den primaren Admin-Node nicht stilllegen.

+ Sie kénnen Archiv-Knoten nicht stilllegen.

 Sie kdnnen einen Admin-Node oder einen Gateway-Node nicht stilllegen, wenn eine seiner
Netzwerkschnittstellen Teil einer HA-Gruppe (High Availability, Hochverfiigbarkeit) ist.

 Sie kénnen einen Speicherknoten nicht stilllegen, wenn sich dessen Entfernung auf das ADC-Quorum
auswirkt.

+ Sie kdnnen einen Storage-Node nicht stilllegen, wenn er fir die aktive ILM-Richtlinie erforderlich ist.

+ Sie sollten nicht mehr als 10 Storage-Nodes in einem einzigen Decommission-Node-Verfahren aul3er
Betrieb nehmen.

« Sie kénnen einen verbundenen Knoten nicht stilllegen, wenn in lhrem Grid keine getrennten Knoten
enthalten sind (Knoten, deren Zustand unbekannt oder administrativ ausgefallen ist). Sie missen zunachst
die getrennten Nodes aul3er Betrieb nehmen oder wiederherstellen.

* Wenn |hr Grid mehrere getrennte Nodes enthalt, muss die Software gleichzeitig aul3er Betrieb genommen
werden. Dadurch steigt das Risiko unerwarteter Ergebnisse.

* Wenn ein nicht getrennter Knoten nicht entfernt werden kann (z. B. ein Speicherknoten, der fir das ADC-
Quorum benétigt wird), kann kein anderer nicht getrennter Knoten entfernt werden.

* Wenn Sie eine altere Appliance durch eine neuere Appliance ersetzen mdchten, sollten Sie eventuell das
Klonverfahren fir den Appliance-Node verwenden, anstatt den alten Node abzubauen und den neuen
Node zu einer Erweiterung hinzuzufligen.

"Klonen von Appliance-Nodes"

@ Entfernen Sie die virtuelle Maschine oder andere Ressourcen eines Grid-Node erst, wenn Sie
dazu aufgefordert werden, dies in Stilllegen-Verfahren zu tun.

Uberlegungen fiir die Deaktivierung von Admin-Nodes oder Gateway-Nodes

Priifen Sie die folgenden Uberlegungen, bevor Sie einen Admin-Node oder einen
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Gateway-Node auler Betrieb setzen.

Fir das Verfahren zur Deaktivierung ist ein exklusiver Zugriff auf einige Systemressourcen erforderlich. Sie
mussen also bestatigen, dass keine weiteren Wartungsverfahren ausgefuihrt werden.

Sie kénnen den primaren Admin-Node nicht stilllegen.

Sie kénnen einen Admin-Node oder einen Gateway-Node nicht stilllegen, wenn eine seiner
Netzwerkschnittstellen Teil einer HA-Gruppe (High Availability, Hochverfiigbarkeit) ist. Sie miissen zuerst
die Netzwerkschnittstellen aus der HA-Gruppe entfernen. Lesen Sie die Anweisungen zum Verwalten von
StorageGRID.

Bei Bedarf kdnnen Sie die ILM-Richtlinie sicher andern und gleichzeitig einen Gateway-Node oder einen
Admin-Node aulRer Betrieb nehmen.

Wenn Sie einen Admin-Node deaktivieren und Single Sign-On (SSO) fiur Ihr StorageGRID-System aktiviert
ist, missen Sie daran denken, das Vertrauen des Knotens zu entfernen, das auf die Grundlage von Active
Directory Federation Services (AD FS) basiert.

Verwandte Informationen

"StorageGRID verwalten"

Uberlegungen fiir die Deaktivierung von Storage-Nodes

Wenn Sie einen Storage Node aul3er Betrieb nehmen mdchten, missen Sie wissen, wie
StorageGRID die Objektdaten und Metadaten dieses Node managt.

Bei
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der Ausmusterung von Storage-Nodes gelten die folgenden Uberlegungen und Einschrankungen:

Das System muss zu jeder Zeit genligend Storage Nodes enthalten, um den betrieblichen Anforderungen
gerecht zu werden, einschlief3lich des ADC-Quorums und der aktiven ILM-Richtlinie. Um diese
Einschrankung zu erflllen, missen Sie mdglicherweise einen neuen Storage-Node zu einem
Erweiterungsvorgang hinzufiigen, bevor Sie einen vorhandenen Storage-Node stilllegen kdnnen.

Wenn der Storage-Node getrennt wird, wenn Sie ihn ausmustern, muss das System die Daten mithilfe der
Daten der verbundenen Storage-Nodes rekonstruieren. Dies kann zu Datenverlusten fiihren.

Wenn Sie einen Storage-Node entfernen, missen groRe Mengen von Objektdaten tber das Netzwerk
Ubertragen werden. Obwohl diese Transfers den normalen Systembetrieb nicht beeintrachtigen sollten,
koénnen sie sich auf die gesamte vom StorageGRID System bendtigte Netzwerkbandbreite auswirken.

Aufgaben fir die Deaktivierung von Storage-Nodes haben eine niedrigere Prioritat als Aufgaben, die mit
normalen Systemvorgangen verbunden sind. Dadurch wird die Ausmusterung normale StorageGRID
Systemvorgange nicht beeintrachtigt und es muss keine Zeit fir die Inaktivitat des Systems eingeplant
werden. Da die Ausmusterung im Hintergrund erfolgt, ist es schwierig zu schatzen, wie lange der Vorgang
dauert. Im Allgemeinen erfolgt die Ausmusterung von Storage-Nodes schneller, wenn das System still ist
oder nur ein Storage-Node gleichzeitig entfernt wird.

Es kann Tage oder Wochen dauern, bis ein Storage-Node aul3er Betrieb gesetzt wurde. Planen Sie dieses
Verfahren entsprechend. Der Prozess zur Deaktivierung sorgt zwar daflr, dass der Betrieb des Systems
nicht beeintrachtigt wird, aber weitere Verfahren werden moéglicherweise eingeschrankt. Im Allgemeinen
sollten geplante System-Upgrades oder -Erweiterungen durchgefiihrt werden, bevor Grid-Nodes entfernt
werden.

Wahrend bestimmter Phasen kénnen Verfahren zur Deaktivierung von Speicherknoten angehalten werden,
damit andere Wartungsvorgange bei Bedarf ausgefiihrt und nach Abschluss wieder aufgenommen werden
kdnnen.

Wenn eine Aufgabe zur Ausmusterung ausgefihrt wird, kdnnen auf keinem Grid-Node Reparaturvorgénge
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ausgefihrt werden.

+ Wahrend der Deaktivierung eines Storage Node sollten Sie keine Anderungen an der ILM-Richtlinie
vornehmen.

» Wenn Sie einen Storage-Node entfernen, werden die Daten des Node zu anderen Grid-Nodes migriert.
Diese Daten werden jedoch nicht vollstandig aus dem ausgemusterten Grid-Node entfernt. Zum
endglltigen und sicheren Entfernen von Daten mussen die Laufwerke des ausgemusterten Grid-Nodes
nach Abschluss des Stilllegen-Vorgangs geloscht werden.

* Wenn Sie einen Storage-Node aul3er Betrieb nehmen, werden moglicherweise die folgenden
Warnmeldungen und Alarme ausgel6st. Daruber hinaus erhalten Sie moglicherweise entsprechende E-
Mail- und SNMP-Benachrichtigungen:

o Kommunikation mit Knoten Warnung nicht moglich. Diese Warnmeldung wird ausgelost, wenn Sie
einen Speicherknoten aul3er Betrieb setzen, der den ADC-Dienst enthalt. Die Meldung wird nach
Abschluss des Stilllegen-Vorgangs behoben.

o VSTU-Alarm (Object Verification Status). Dieser Alarm auf Benachrichtigungsebene zeigt an, dass der
Speicherknoten wahrend der Stilllegung in den Wartungsmodus wechselt.

o CASA (Data Store Status) Alarm. Dieser Groftalarm zeigt an, dass die Cassandra-Datenbank ausfallt,
da die Dienste angehalten wurden.

Verwandte Informationen
"Wiederherstellen von Objektdaten in einem Storage Volume, falls erforderlich”

"Allgemeines zum ADC-Quorum"

"Uberprifung der ILM-Richtlinie und Storage-Konfiguration"
"Getrennte Storage-Nodes werden deaktiviert"
"Konsolidieren Von Storage-Nodes"

"Ausmusterung mehrerer Storage-Nodes"

Allgemeines zum ADC-Quorum

Bestimmte Storage-Nodes kdnnen an einem Datacenter-Standort mdglicherweise nicht
auller Betrieb gesetzt werden, falls nach der Ausmusterung zu wenige Dienste des
Administrative Domain Controller (ADC) verbleiben wirden. Dieser Service, der auf
einigen Storage-Nodes enthalten ist, pflegt Grid-Topologiedaten und stellt
Konfigurationsdienste fur das Grid bereit. Das StorageGRID System erfordert, dass an
jedem Standort und zu jeder Zeit ein Quorum von ADC-Services verfugbar ist.

Ein Speicherknoten kann nicht stillgelegt werden, wenn das Entfernen des Knotens dazu fuhrt, dass das ADC-
Quorum nicht mehr erfillt wird. Um das ADC-Quorum wahrend eines Stilllegungsvorgangs zu erfiillen, muss
an jedem Datacenter mindestens drei Storage-Nodes iber den ADC-Service verfligen. Bei mehr als drei
Storage-Nodes an einem Datacenter mit dem ADC-Service muss ein einfacher Grol3teil dieser Nodes nach der
Ausmusterung verfigbar sein ((0.5 * Storage Nodes with ADC)+1).

Nehmen Sie beispielsweise an, ein Datacenter-Standort umfasst derzeit sechs Storage-Nodes mit ADC-

Services, und Sie moéchten drei Storage-Nodes auller Betrieb nehmen. Aufgrund der Quorum-Anforderung des
ADC mussen Sie zwei Verfahren zur Deaktivierung durchfiihren:
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» Beim ersten Stilllegen missen Sie sicherstellen, dass vier Speicherknoten mit ADC-Diensten verfigbar
bleiben ((0.5 * 6) +1) . Das bedeutet, dass Sie zunachst nur zwei Storage-Nodes aulier Betrieb nehmen
konnen.

* Im zweiten Verfahren kénnen Sie den dritten Speicherknoten entfernen, da das ADC-Quorum jetzt nur
noch drei ADC-Dienste benétigt ((0.5 * 4) + 1).

Wenn ein Speicherknoten aul3er Betrieb gesetzt werden muss, aber aufgrund der ADC-Quorum-Anforderung
nicht in der Lage ist, missen Sie einen neuen Speicherknoten in einer Erweiterung hinzufligen und angeben,
dass er Uber einen ADC-Dienst verfiigen soll. AnschlieRend kénnen Sie den vorhandenen Storage-Node
ausmustern.

Verwandte Informationen
"Erweitern Sie |hr Raster"

Uberpriifung der ILM-Richtlinie und Storage-Konfiguration

Wenn Sie einen Storage-Node aul3er Betrieb nehmen mdochten, sollten Sie die ILM-
Richtlinie Ihres StorageGRID Systems Uberprufen, bevor Sie den Ausmusterungsprozess
starten.

Bei der Ausmusterung werden alle Objektdaten vom ausgemusterten Storage Node zu anderen Storage-
Nodes migriert.

Die ILM-Richtlinie, die Sie wahrend der Stilllegung haben, wird nach der Deaktivierung
verwendet. Sie missen sicherstellen, dass diese Richtlinie sowohl vor Beginn der Stilllegung als
auch nach Abschluss der Stilllegung Ihre Daten erfllt.

Sie sollten die Regeln in der aktiven ILM-Richtlinie Gberprifen, um sicherzustellen, dass das StorageGRID
System weiterhin Uber ausreichende Kapazitat des richtigen Typs und an den richtigen Standorten verflgt, um
die Ausmusterung eines Storage-Nodes bewaltigen zu kénnen.

Bedenken Sie Folgendes:

» Werden ILM-Evaluierungsservices moglich sein, Objektdaten so zu kopieren, dass ILM-Regeln erfillt sind?

» Was passiert, wenn ein Standort wahrend der Stilllegung voribergehend nicht mehr verfiigbar ist? Kénnen
zusatzliche Kopien an einem alternativen Speicherort erstellt werden?

» Wie wird sich der Ausmusterungsprozess auf die finale Verteilung der Inhalte auswirken? Wie unter
,Consolidating Storage Nodes, “ beschrieben, sollten Sie neue Storage-Nodes hinzufligen, bevor
alte entfernt werden. Wenn Sie nach der Stilllegung eines kleineren Storage-Nodes einen gréRReren Ersatz-
Storage-Node hinzufligen, kdnnten die alten Storage-Nodes nahezu an Kapazitat arbeiten und der neue
Storage-Node konnte fast keinen Inhalt haben. Die meisten Schreibvorgange fiir neue Objektdaten wiirden
dann auf den neuen Storage-Node geleitet, wodurch die allgemeine Effizienz der Systemvorgange
verringert wird.

» Wird das System jederzeit geniigend Storage-Nodes enthalten, um die aktive ILM-Richtlinie zu erfiillen?

@ Eine ILM-Richtlinie, die nicht zufriedenstellend ist, fiihrt zu Rickprotokollen und Alarmen
und kann den Betrieb des StorageGRID Systems unterbrechen.

Uberpriifen Sie, ob die vorgeschlagene Topologie, die sich aus dem Stilllegungsvorgang ergibt, die ILM-
Richtlinie erfullt, indem Sie die in der Tabelle aufgeflihrten Faktoren bewerten.
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Einzuschatzen Hinweise

Verfligbare Kapazitat Werden genltigend Storage-Kapazitaten fur alle im StorageGRID System
gespeicherten Objektdaten vorhanden sein, Sollen die permanenten
Kopien der aktuell auf dem Storage Node gespeicherten Objektdaten
stillgelegt werden?gibt es genligend Kapazitat, um das erwartete
Wachstum gespeicherter Objektdaten fir ein verninftiges Zeitintervall
nach der Stilllegung zu verarbeiten?

Speicherort Wenn genligend Kapazitat im gesamten StorageGRID System verbleibt,
sind die Kapazitaten an den richtigen Standorten, um den
Geschaftsregeln des StorageGRID Systems gerecht zu werden?

Storage-Typ Wird es gentigend Storage des entsprechenden Typs geben, nachdem
die Ausmusterung abgeschlossen ist? So kann es beispielsweise
aufgrund von ILM-Regeln geben, dass Inhalte je nach Alter von einem
Storage-Typ auf einen anderen verschoben werden. Wenn dies der Fall
ist, missen Sie sicherstellen, dass in der endgultigen Konfiguration des
StorageGRID Systems genligend Storage des entsprechenden Typs
verflugbar ist.

Verwandte Informationen

"Konsolidieren Von Storage-Nodes"
"Objektmanagement mit ILM"

"Erweitern Sie |hr Raster"

Getrennte Storage-Nodes werden deaktiviert

Sie mussen wissen, was passieren kann, wenn Sie einen Storage-Knoten aul3er Betrieb
setzen, wahrend er nicht verbunden ist (Zustand ist unbekannt oder administrativ
ausgefallen).

Wenn Sie einen Storage-Node, der vom Raster getrennt wird, auf3er Betrieb nehmen, verwendet StorageGRID
Daten von anderen Storage-Nodes, um die Objektdaten und Metadaten des getrennten Node zu
rekonstruieren. Dazu werden am Ende des Stilllegungsvorgangs automatisch Datenreparaturaufgaben
gestartet.

Bevor Sie einen getrennten Storage-Node stilllegen, missen Sie Folgendes beachten:

 Ein getrennter Node sollte niemals aulRer Betrieb genommen werden, es sei denn, Sie kdnnen ihn nicht
online oder wiederhergestellt werden.

FUhren Sie dieses Verfahren nicht aus, wenn Sie glauben, dass mdglicherweise
@ Objektdaten vom Node wiederhergestellt werden kdnnen. Wenden Sie sich stattdessen an
den technischen Support, um zu ermitteln, ob das Recovery von Nodes mdglich ist.

* Wenn ein getrennter Storage-Node die einzige Kopie eines Objekts enthalt, geht dieses Objekt verloren,
wenn Sie den Node ausmustern. Die Datenrekonstruktionsaufgaben kdnnen Objekte nur rekonstruieren
und wiederherstellen, wenn mindestens eine replizierte Kopie oder genug Fragmente mit Loschungscode
auf aktuell verbundenen Storage-Nodes vorhanden sind.
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* Wenn Sie einen getrennten Storage-Node ausmustern, wird der Vorgang der Ausmusterung relativ schnell
abgeschlossen. Die Ausfihrung der Reparatur von Daten kann jedoch Tage oder Wochen dauern und wird
nicht durch den AuRerbetriebnahme tberwacht. Sie missen diese Jobs manuell iberwachen und nach
Bedarf neu starten. Siehe Anweisungen zur Datenreparatur-Uberwachung.

"Datenreparaturauftrage werden Uberprift"

* Wenn Sie mehrere getrennte Storage-Nodes gleichzeitig aul3er Betrieb nehmen, kann es zu
Datenverlusten kommen. Das System ist méglicherweise nicht in der Lage, Daten zu rekonstruieren, wenn
zu wenige Kopien von Objektdaten, Metadaten oder Erasure-Coding-Fragmenten verfiigbar sind.

Wenn mehr als ein getrennter Speicherknoten vorhanden ist, den Sie nicht wiederherstellen
kénnen, wenden Sie sich an den technischen Support, um die beste Vorgehensweise zu
ermitteln.

Konsolidieren Von Storage-Nodes

Sie konnen Storage-Nodes konsolidieren, um die Anzahl der Storage-Nodes fur einen
Standort oder eine Bereitstellung zu verringern und gleichzeitig die Storage-Kapazitat zu
erhohen.

Wenn Sie Storage-Nodes konsolidieren, erweitern Sie das StorageGRID System, um neue Storage-Nodes mit
grolerer Kapazitat hinzuzufiigen, und Mustern die alten Storage-Nodes mit geringerer Kapazitat aus. Wahrend
der Deaktivierung werden Objekte von den alten Storage Nodes zu den neuen Storage Nodes migriert.

Beispielsweise kdnnen Sie zwei neue Storage-Nodes mit groRerer Kapazitat hinzufligen, um drei altere
Storage-Nodes zu ersetzen. Sie wiirden zuerst das Erweiterungsverfahren verwenden, um die beiden neuen,
groRReren Storage-Nodes hinzuzufligen, und anschlieBend die drei alten Storage-Nodes mit geringerer
Kapazitat entfernen.

Durch Hinzufiigen neuer Kapazitat vor dem Entfernen vorhandener Storage-Nodes wird eine ausgewogenere
Datenverteilung im gesamten StorageGRID System sichergestellt. Sie reduzieren auch die Mdglichkeit, dass
ein vorhandener Storage-Node Uber die Storage-Grenzmarke hinaus geschoben werden kann.

Verwandte Informationen

"Erweitern Sie |hr Raster"

Ausmusterung mehrerer Storage-Nodes

Wenn mehr als ein Storage-Node entfernt werden muss, konnen Sie sie nacheinander
oder parallel absetzen.

* Wenn Sie Storage-Nodes nacheinander ausmustern, missen Sie warten, bis der erste Storage-Node
heruntergefahren wurde, bevor Sie den nachsten Storage-Node aul3er Betrieb nehmen.

* Wenn Sie Storage-Nodes parallel ausmustern, verarbeiten die Storage-Nodes zugleich Aufgaben zur
Deaktivierung aller Storage-Nodes. Dies kann dazu flhren, dass alle permanenten Kopien einer Datei als
“read-only,” markiert werden, wenn das Léschen in Gittern, in denen diese Funktion aktiviert ist,
vorubergehend deaktiviert wird.
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Datenreparaturauftrage werden tiberprift

Bevor Sie einen Grid-Node aul3er Betrieb nehmen, missen Sie bestatigen, dass keine

Datenreparatur-Jobs aktiv sind. Wenn Reparaturen fehlgeschlagen sind, missen Sie sie
neu starten und vor der AulRerbetriebnahme abschlie3en lassen.

Wenn Sie einen getrennten Speicherknoten stilllegen missen, fihren Sie diese Schritte auch aus, nachdem

der Vorgang abgeschlossen wurde, um sicherzustellen, dass der Reparaturauftrag erfolgreich abgeschlossen
wurde. Sie miUssen sicherstellen, dass alle Fragmente, die mit Erasure-Coding-Verfahren codiert wurden, die
sich auf dem entfernten Node befanden, erfolgreich wiederhergestellt wurden.

Die Schritte gelten nur flr Systeme mit Erasure-Coding-Objekten.

1. Melden Sie sich beim primaren Admin-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP

Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

2. Auf laufende Reparaturen priifen: repair-data show-ec-repair-status

° Wenn Sie noch nie einen Datenreparaturauftrag ausgefiihrt haben, wird die Ausgabe angezeigt No
job found. Sie mussen keine Reparaturauftrage neu starten.

> Wenn der Datenreparaturauftrag zuvor ausgefiihrt wurde oder derzeit ausgefuhrt wird, listet die
Ausgabe Informationen fir die Reparatur auf. Jede Reparatur hat eine eindeutige Reparatur-ID.

Fahren Sie mit dem nachsten Schritt

fort.

root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time
Retry Repair

End Time State Est/Affected

Bytes Repaired

949283 DC1-5-99-10 (Volumes:
17359 No

949292 DC1-S-99-10 (Volumes:
Yes

949294 DC1-S-99-10 (Volumes:
Yes

949299 DC1-5-99-10 (Volumes:
Yes

3. Wenn der Zustand flr alle Reparaturen ist Success, Sie missen keine Reparaturauftrédge neu starten.

4. Wenn der Status fiir eine Reparatur ist Failure, Sie missen diese Reparatur neu starten.

2016-11-30T15:

2016-11-30T15:

2016-11-30T15:

2016-11-30T15:

37:

47 :

57:

06.

06.

06.

Success

Failure

Failure

Failure

17359

17359 0

17359 0

17359 0
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a. Beziehen Sie die Reparatur-ID fir die fehlerhafte Reparatur von der Ausgabe.

b. Flhren Sie die aus repair-data start-ec-node-repair Befehl.

Verwenden Sie die --repair-id Option zum Festlegen der Reparatur-ID. Wenn Sie beispielsweise
eine Reparatur mit der Reparatur-ID 949292 erneut versuchen mdchten, flihren Sie den folgenden
Befehl aus: repair-data start-ec-node-repair --repair-id 949292

c. Verfolgen Sie den Status der EC-Datenreparaturen weiter, bis der Zustand fir alle Reparaturen vorliegt
success.

Sammeln der erforderlichen Materialien

Bevor Sie einen Grid-Node aul3er Betrieb nehmen, missen Sie die folgenden
Informationen erhalten.

Element Hinweise
Wiederherstellungspaket . zip Sie missen das neueste Wiederherstellungspaket herunterladen .zip
Datei Datei (sgws-recovery-package-id-revision.zip). Sie kdnnen

die Recovery Package-Datei verwenden, um das System
wiederherzustellen, wenn ein Fehler auftritt.

Passwords. txt Datei Diese Datei enthalt die Passworter, die fur den Zugriff auf Grid-Knoten in
der Befehlszeile erforderlich sind und im Wiederherstellungspaket
enthalten sind.

Provisioning-Passphrase Die Passphrase wird erstellt und dokumentiert, wenn das StorageGRID-
System zum ersten Mal installiert wird. Die Provisionierungs-Passphrase
befindet sich nicht im Passwords. txt Datei:

Beschreibung der Topologie des Falls verfugbar, finden Sie eine Dokumentation, die die aktuelle
StorageGRID Systems vor der Topologie des Systems beschreibt.
Stilllegung

Verwandte Informationen

"Anforderungen an einen Webbrowser"

"Herunterladen des Wiederherstellungspakets"

Auf die Seite Decommission Nodes zugreifen

Wenn Sie im Grid Manager auf die Seite Decommission Nodes zugreifen, sehen Sie auf
einen Blick, welche Knoten deaktiviert werden konnen.

Was Sie bendtigen

» Sie mussen Uber einen unterstutzten Browser beim Grid Manager angemeldet sein.

+ Sie missen Uber die Berechtigung Wartung oder Stammzugriff verfligen.

Schritte
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1. Wahlen Sie Wartung > Wartungsaufgaben > Dekommission.

Die Seite Decommission wird angezeigt.

Decommission

Select Decommission Nodes to remove one or more nodes from a single site. Select Decommission Site to remove an entire data center site.

Learn important details about removing grid nodes and sites in the "Decommission procedure” section of the recovery and maintenance instructions

Decommission Nodes Jecommission Site

2. Klicken Sie auf die Schaltflache Decommission Nodes.
Die Seite Decommission Nodes wird angezeigt. Auf dieser Seite kénnen Sie:

> Legen Sie fest, welche Grid-Nodes derzeit deaktiviert werden kénnen.
o Den Systemzustand aller Grid-Nodes anzeigen

o Sortieren Sie die Liste in aufsteigender oder absteigender Reihenfolge nach Name, Standort, Typ
oder hat ADC.

o Geben Sie Suchbegriffe ein, um bestimmte Nodes schnell zu finden. Beispielsweise werden auf dieser
Seite alle Grid-Nodes in einem einzelnen Datacenter angezeigt. Die Spalte Decommission Mogliche
gibt an, dass Sie den nicht-primaren Admin-Node, den Gateway-Node und zwei der funf Storage-
Nodes auler Betrieb nehmen kénnen.
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Decommission Nodes

Before decommissioning a grid node. review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to leam
how to proceed.

Grid Nodes
Q
Name V¥ Site 1T Type 1T Has ADC!1 Health Decommission Possible
DC1-ADMY | Data Center 1 Admin Node ’{9 Mo, primary Admin Node decemmissioning is not supported
™ DC1-ADM2 Data Center 1 Admin Node - &y
[ DC1-G1  DataCenter 1 AP|Gateway Node = ©
Dec1-31 Data Center 1 Storage Mode Yes @ Mo, site Data Center 1 reguires a minimum of 3 Storage Modes with ADC serices
Dc-52 Data Center 1 | Storage Mode Yes &; Mo, site Diata Center 1 requires a minimum of 3 Storage Modes with ADC senices
DC1-53 Data Center 1 | Storage Mode Yes %@' Mo, site Data Center 1 requires a minimum of 3 Storage Modes with ADC serices.
©  DC1-S4 Data Center 1 | Storage Mode Mo @
T | DC1-85 Data Center 1 Storage Mode Na Q@‘
Passphrase
Provisioning
Passphrase

. Uberpriifen Sie die Spalte Decommission méglich fiir jeden Knoten, den Sie stilllegen mdchten.

Wenn ein Grid-Node deaktiviert werden kann, enthalt diese Spalte ein griines Hakchen, und in der Spalte
links ist das Kontrollkastchen enthalten. Wenn ein Node nicht auRer Betrieb genommen werden kann, wird
in dieser Spalte das Problem beschrieben. Wenn ein Node nicht mehr au3er einem Grund aulRer Betrieb
genommen werden kann, wird der kritischste Grund angezeigt.

Moglichen Beschreibung Schritte zur Lésung
Grund einer

Deaktivierung

Nein, die Sie kbnnen den primaren Admin-  Keine.
Ausmusterung  Node oder einen Archiv-Node

von Node- nicht stilllegen.

Typen wird nicht

unterstitzt.



Moglichen
Grund einer
Deaktivierung

Nein,
mindestens ein
Grid-Node ist
getrennt.

Hinweis: Diese
Meldung wird
nur fur
verbundene
Grid-Knoten
angezeigt.

Nein, ein oder
mehrere
erforderliche
Nodes sind
derzeit getrennt
und missen
wiederhergestell
t werden.

Hinweis: Diese
Meldung wird
nur far
getrennte
Gitterknoten
angezeigt.

Nein, Mitglied
der HA-
Gruppe(n): X.
Bevor Sie
diesen Node
aulRer Betrieb
nehmen
konnen,
mussen Sie ihn
aus allen HA-
Gruppen
entfernen.

Beschreibung

Sie kdnnen einen verbundenen
Grid-Node nicht stilllegen, wenn
ein Grid-Node getrennt ist.

Die Spalte Health enthalt eines
der folgenden Symbole fir
getrennte Grid-Knoten:

e (Grau): Administrativ nach
unten

* & (Blau): Unbekannt

Ein nicht getrennter Grid-Node
kann nicht stillgelegt werden,
wenn auch ein oder mehrere
erforderliche Nodes getrennt sind
(z. B. ein Storage-Node, der fur

das ADC-Quorum erforderlich ist).

Sie kdnnen einen Admin-Node
oder einen Gateway-Node nicht

Schritte zur L6sung

Wechseln Sie zum Schritt, in dem die Optionen fur
das Stilllegen aufgeftihrt sind.

a. Uberpriifen Sie die moglichen Meldungen zur
Dekommission fir alle nicht verbundenen
Knoten.

b. Legen Sie fest, welche Nodes nicht aul3er
Betrieb genommen werden kdnnen, da sie
erforderlich sind.

o Wenn der Status eines erforderlichen
Knotens ,Administrativ ausgefallen® ist,
stellen Sie den Knoten wieder in den
Online-Modus.

o Wenn der Systemzustand eines
erforderlichen Node Unbekannt ist, flihren
Sie einen Wiederherstellungsvorgang flr
den Node durch, um den erforderlichen
Node wiederherzustellen.

Bearbeiten Sie die HA-Gruppe, um die Schnittstelle
des Node zu entfernen, oder entfernen Sie die

aulder Betrieb nehmen, wenn eine gesamte HA-Gruppe. Lesen Sie die Anweisungen

Node-Schnittstelle einer HA-
Gruppe (High Availability,
Hochverflgbarkeit) angehdrt.

zum Verwalten von StorageGRID.
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Moglichen
Grund einer
Deaktivierung

Beschreibung

Nein, Standort x Nur Speicherknoten. ein
erfordert Speicherknoten kann nicht
mindestens n stillgelegt werden, wenn nicht
Storage Nodes genligend Knoten am Standort

mit ADC- verbleiben wiirden, um ADC-

Services. Quorum-Anforderungen zu
unterstitzen.

Nein, Nur Speicherknoten. Sie kdnnen

mindestens ein  einen Speicherknoten nicht

Erasure Coding- stilllegen, es sei denn, es wiirden

Profil benétigt  genligend Knoten fir die
mindestens n vorhandenen Erasure Coding
Storage-Nodes. Profile Gbrig bleiben.
Wenn das Profil
in einer ILM-
Regel nicht Coding-Profil fir das Erasure
verwendet wird, Coding-Verfahren von 4+2
kénnen Sie es  vorhanden ist, miissen
deaktivieren. mindestens 6 Storage-Nodes
verbleiben.

Wenn beispielsweise ein Erasure

Schritte zur L6sung

Eine Erweiterung durchfihren. Fligen Sie dem
Standort einen neuen Speicherknoten hinzu, und
geben Sie an, dass ein ADC-Dienst vorhanden sein
soll. Siehe Informationen tber das ADC-Quorum.

FUhren Sie fur jedes betroffene Erasure Coding-
Profil einen der folgenden Schritte aus, je nachdem,
wie das Profil verwendet wird:

* In der aktiven ILM-Richtlinie verwendet: Eine
Erweiterung durchfiihren. Fligen Sie gentigend
neue Storage-Nodes hinzu, um das Erasure
Coding-Verfahren fortzusetzen. Weitere
Informationen finden Sie in den Anweisungen
zum erweitern von StorageGRID.

* Wird in einer ILM-Regel verwendet, aber
nicht in der aktiven ILM-Richtlinie: Bearbeiten
oder I6schen Sie die Regel und deaktivieren Sie
dann das Erasure Coding-Profil.

* Nicht in einer ILM-Regel verwendet:
Deaktivieren Sie das Erasure Coding-Profil.

Hinweis: eine Fehlermeldung erscheint, wenn Sie
versuchen, ein Erasure Coding-Profil zu
deaktivieren und Objektdaten weiterhin mit dem
Profil verknipft sind. Sie missen mdglicherweise
mehrere Wochen warten, bevor Sie den
Deaktivierungsprozess erneut versuchen.

Erfahren Sie mehr tber die Deaktivierung eines
Erasure Coding-Profils in den Anweisungen zum
Verwalten von Objekten mit Information Lifecycle
Management.

4. Falls fur den Knoten ein Stilllegen maoglich ist, bestimmen Sie, welche Prozedur Sie durchfiihren missen:

Wenn lhr Grid Folgendes enthalt:
Alle getrennten Grid-Nodes

Nur verbundene Grid-Nodes

Verwandte Informationen
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"Keine getrennten Grid-Nodes mehr"

"Deaktivierung verbundener Grid-Nodes"



"Datenreparaturauftrage werden tberprift"
"Allgemeines zum ADC-Quorum"
"Objektmanagement mit ILM"

"Erweitern Sie Ihr Raster"

"StorageGRID verwalten"

Keine getrennten Grid-Nodes mehr

Madglicherweise mussen Sie einen Knoten aul3er Betrieb setzen, der derzeit nicht mit dem
Grid verbunden ist (einen Node, dessen Status unbekannt oder administrativ ausgefallen
ist).

Was Sie bendtigen
+ Sie kennen die Anforderungen und Uberlegungen fiir die Deaktivierung von Grid-Nodes.

"Uberlegungen fiir die Deaktivierung von Grid-Nodes"

» Sie haben alle erforderlichen Elemente erhalten.

 Sie haben sichergestellt, dass keine Datenreparaturjobs aktiv sind.
"Datenreparaturauftrage werden Uberprift"

 Sie haben bestatigt, dass die Wiederherstellung von Storage-Nodes an keiner Stelle im Grid ausgefiihrt
wird. In diesem Fall missen Sie warten, bis alle Cassandra-Rebuilds im Rahmen der Recovery
abgeschlossen sind. Anschlielend kdnnen Sie mit der Stilllegung fortfahren.

 Sie haben sichergestellt, dass andere Wartungsvorgange wahrend der Deaktivierung des Nodes nicht
ausgefuhrt werden, es sei denn, der Vorgang zur Deaktivierung des Nodes wurde angehalten.

* Die Spalte Decommission moglich fiir den Knoten oder Knoten, die Sie aulRer Betrieb nehmen mdéchten,
enthalt ein griines Hakchen.

» Sie mussen Uber eine Passphrase fir die Bereitstellung verfligen.
Sie kdnnen nicht verbundene Knoten identifizieren, indem Sie in der Spalte Health nach Unbekannt (blau)

oder Administrativ Down (grau)-Symbolen suchen. Im Beispiel ist der Speicherknoten DC1-S4 getrennt; alle
anderen Knoten sind verbunden.

Beachten Sie vor dem Stilllegen getrennter Nodes Folgendes:
» Dieses Verfahren dient in erster Linie zum Entfernen eines einzelnen nicht verbundenen Knotens. Wenn

Ihr Grid mehrere getrennte Nodes enthalt, muss die Software gleichzeitig auler Betrieb genommen
werden. Dadurch steigt das Risiko unerwarteter Ergebnisse.

Gehen Sie sehr vorsichtig vor, wenn Sie mehrere getrennte Grid-Nodes gleichzeitig auller
Betrieb nehmen. Dies gilt insbesondere dann, wenn Sie mehrere getrennte Storage-Nodes
auswahlen.

* Wenn ein nicht getrennter Knoten nicht entfernt werden kann (z. B. ein Speicherknoten, der fir das ADC-
Quorum bendétigt wird), kann kein anderer nicht getrennter Knoten entfernt werden.
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Beachten Sie vor dem Stilllegen eines nicht verbundenen Storage Node Folgendes

+ Sie sollten niemals einen getrennten Storage-Knoten auller Betrieb nehmen, wenn Sie sicher sind, dass er
nicht online oder wiederhergestellt werden kann.

Wenn Sie glauben, dass Objektdaten weiterhin Gber den Node wiederhergestellt werden
@ koénnen, flihren Sie dieses Verfahren nicht aus. Wenden Sie sich stattdessen an den
technischen Support, um zu ermitteln, ob das Recovery von Nodes mdglich ist.

* Wenn Sie mehrere getrennte Storage-Nodes aulder Betrieb nehmen, kann es zu Datenverlusten kommen.
Das System ist mdglicherweise nicht in der Lage, Daten zu rekonstruieren, wenn nicht gentigend
Objektkopien, Fragmente mit Erasure-Coding-Verfahren oder Objekt-Metadaten verfligbar sind.

Wenn mehr als ein getrennter Speicherknoten vorhanden ist, den Sie nicht wiederherstellen
kénnen, wenden Sie sich an den technischen Support, um die beste Vorgehensweise zu
ermitteln.

* Wenn Sie einen getrennten Storage-Node aulier Betrieb nehmen, startet StorageGRID am Ende des
Stilllegungsvorgangs die Reparatur der Daten. Diese Jobs versuchen, die Objektdaten und Metadaten, die
auf dem getrennten Node gespeichert waren, zu rekonstruieren.

* Wenn Sie einen getrennten Storage-Node ausmustern, wird der Vorgang der Ausmusterung relativ schnell
abgeschlossen. Die Ausflihrung der Reparatur von Daten kann jedoch Tage oder Wochen dauern und wird
nicht durch den AuRerbetriebnahme Uberwacht. Sie missen diese Jobs manuell Gberwachen und nach
Bedarf neu starten. Siehe Anweisungen zur Datenreparatur-Uberwachung.

"Datenreparaturauftrage werden tberprift"

» Wenn Sie einen getrennten Storage-Node stilllegen, der die einzige Kopie eines Objekts enthalt, geht das
Objekt verloren. Die Datenrekonstruktionsaufgaben kénnen Objekte nur rekonstruieren und
wiederherstellen, wenn mindestens eine replizierte Kopie oder genug Fragmente mit Loschungscode auf
aktuell verbundenen Storage-Nodes vorhanden sind.

Beachten Sie vor dem Stilllegen eines nicht verbundenen Admin-Node oder Gateway-Node Folgendes:

* Wenn Sie einen getrennten Admin-Node stilllegen, verlieren Sie die Audit-Protokolle von diesem Node.
Diese Protokolle sollten jedoch auch im primaren Admin-Node vorhanden sein.

+ Sie kdnnen einen Gateway-Node sicher aul3er Betrieb setzen, wahrend er getrennt ist.

Schritte
1. Versuchen Sie, getrennte Grid-Nodes wieder online zu bringen oder sie wiederherzustellen.

Anweisungen hierzu finden Sie in den Wiederherstellungsverfahren.

2. Wenn Sie einen getrennten Grid-Node nicht wiederherstellen kdnnen und ihn wahrend der Trennung aulier
Betrieb setzen mochten, aktivieren Sie das Kontrollkastchen fiir diesen Node.

@ Wenn lhr Grid mehrere getrennte Nodes enthalt, muss die Software gleichzeitig aulder
Betrieb genommen werden. Dadurch steigt das Risiko unerwarteter Ergebnisse.
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Gehen Sie sehr vorsichtig vor, wenn Sie mehrere getrennte Grid-Nodes gleichzeitig
deaktivieren mdchten, insbesondere wenn Sie mehrere getrennte Storage-Nodes

@ auswahlen. Wenn mehr als ein getrennter Speicherknoten vorhanden ist, den Sie nicht
wiederherstellen kénnen, wenden Sie sich an den technischen Support, um die beste
Vorgehensweise zu ermitteln.

3. Geben Sie die Provisionierungs-Passphrase ein.
Die Schaltflache Start Decommission ist aktiviert.
4. Klicken Sie Auf Start Decommission.

Es wird eine Warnung angezeigt, die angibt, dass Sie einen nicht verbundenen Knoten ausgewahlt haben
und dass Objektdaten verloren gehen, wenn der Knoten die einzige Kopie eines Objekts hat.

A Warning

The selected nodes are disconnected (health is Unknown or Administratively Down). If you
continue and the node has the only copy of an object, the object will be lost when the node is
removed.

The following grid nodes have been selected for decommissioning and will be permanently removed
from the StorageGRID YWebscale system.

DC1-54

Do you want to continue?

oo o

5. Uberpriifen Sie die Liste der Knoten, und klicken Sie auf OK.

Der Vorgang zur Deaktivierung wird gestartet und fiir jeden Node wird der Fortschritt angezeigt. Wahrend
des Verfahrens wird ein neues Wiederherstellungspaket mit der Anderung der Grid-Konfiguration generiert.

Decommission Nodes

@ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it.

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.

Search Q

Name ¥ Type 1 Progress 11 stage u
DC1-54 Storage Node Prepare Task

6. Sobald das neue Wiederherstellungspaket verfiigbar ist, klicken Sie auf den Link oder wahlen Sie Wartung
System Wiederherstellungspaket, um die Seite Wiederherstellungspaket aufzurufen. Laden Sie
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anschlieend die herunter . zip Datei:

Lesen Sie die Anweisungen zum Herunterladen des Wiederherstellungspakets.

Laden Sie das Wiederherstellungspaket so schnell wie moglich herunter, um
@ sicherzustellen, dass Sie lhr Grid wiederherstellen kdnnen, wenn wahrend des Stillfalls
etwas schief geht.

Die Recovery Package-Datei muss gesichert sein, weil sie Verschlisselungsschliussel und
@ Passworter enthalt, die zum Abrufen von Daten vom StorageGRID-System verwendet
werden kdnnen.

7. Uberwachen Sie die Seite Dekommission regelmaRig, um sicherzustellen, dass alle ausgewahlten Knoten
erfolgreich aul3er Betrieb gesetzt werden.

Storage-Nodes kdnnen Tage oder Wochen ausmustern. Wenn alle Aufgaben abgeschlossen sind, wird die
Liste der Knotenauswahl mit einer Erfolgsmeldung erneut angezeigt. Wenn Sie einen getrennten
Speicherknoten aulRer Betrieb genommen haben, zeigt eine Informationsmeldung an, dass die
Reparaturauftrage gestartet wurden.

8. Nachdem die Nodes im Rahmen der Stilllegung automatisch heruntergefahren wurden, entfernen Sie alle
verbleibenden Virtual Machines oder anderen Ressourcen, die dem ausgemusterten Node zugeordnet
sind.

@ Fuhren Sie diesen Schritt erst aus, wenn die Nodes automatisch heruntergefahren wurden.

9. Wenn Sie einen Storage-Node auller Betrieb nehmen, Gberwachen Sie den Status der
Datenreparaturaufgaben, die wahrend des Stilllegungsvorgangs automatisch gestartet werden.

a. Wahlen Sie Support > Tools > Grid Topology Aus.
b. Wahlen Sie StorageGRID Deployment oben in der Grid Topology Tree aus.
c. Suchen Sie auf der Registerkarte ,Ubersicht‘ den Abschnitt ,ILM-Aktivitat*.

d. Verwenden Sie eine Kombination der folgenden Attribute, um festzustellen, ob replizierte Reparaturen
abgeschlossen sind.

@ Cassandra ist moglicherweise Inkonsistenzen vorhanden und fehigeschlagene
Reparaturen werden nicht nachverfolgt.

= Reparted (XRPA): Verwenden Sie dieses Attribut, um den Fortschritt der replizierten Reparaturen
zu verfolgen. Dieses Attribut erhoht sich jedes Mal, wenn ein Storage-Node versucht, ein
risikoreicheres Objekt zu reparieren. Wenn dieses Attribut fir einen Zeitraum nicht langer als die
aktuelle Scan-Periode (vorgesehen durch das Attribut Scan Period — Estimated) steigt, bedeutet
dies, dass ILM-Scans keine hoch riskant Objekte gefunden haben, die auf allen Knoten repariert
werden mussen.

@ Objekte mit hohem Risiko sind Objekte, die Gefahr laufen, véllig verloren zu sein.
Dies umfasst keine Objekte, die ihre ILM-Konfiguration nicht erftillen.

= Scan Period — Estimated (XSCM): Verwenden Sie dieses Attribut, um zu schatzen, wann eine
Richtliniendnderung auf zuvor aufgenommene Objekte angewendet wird. Wenn sich das Attribut
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Repears versuchte Uber einen Zeitraum nicht langer als der aktuelle Scanzeitraum erhoéht, ist es
wahrscheinlich, dass replizierte Reparaturen durchgefihrt werden. Beachten Sie, dass sich der
Scanzeitraum andern kann. Das Attribut Scan Period — Estimated (XSCM) gilt fir das gesamte
Raster und ist die maximale Anzahl aller Knoten Scan Perioden. Sie kdnnen den Attributverlauf des
Attributs Scanperiode — Estimated fiir das Raster abfragen, um einen geeigneten Zeitrahmen zu
ermitteln.

e. Verwenden Sie die folgenden Befehle, um Reparaturen zu verfolgen oder neu zu starten:

* Verwenden Sie die repair-data show-ec-repair-status Befehl zum Nachverfolgen von
Reparaturen an Erasure-codierten Daten.

* Verwenden Sie die repair-data start-ec-node-repair Befehl mitdem --repair-id
Option zum Neustart einer fehigeschlagenen Reparatur. Informationen zum Uberpriifen von
Datenreparaturjobs finden Sie in den Anweisungen.

10. Verfolgen Sie den Status der EC-Datenreparaturen weiter, bis alle Reparaturauftradge erfolgreich
abgeschlossen wurden.

Sobald die getrennten Nodes aul3er Betrieb genommen und alle Reparatur-Jobs abgeschlossen sind,
kénnen Sie alle verbundenen Grid-Nodes je nach Bedarf ausmustern.

Flhren Sie die folgenden Schritte aus, nachdem Sie den Vorgang zur Deaktivierung abgeschlossen haben:
« Stellen Sie sicher, dass die Laufwerke des ausgemusterten Grid-Node sauber geldscht werden.

Verwenden Sie ein handelsibliches Datenwischwerkzeug oder einen Dienst, um die Daten dauerhaft und
sicher von den Laufwerken zu entfernen.

» Wenn Sie einen Appliance-Node deaktiviert haben und die Daten auf der Appliance mithilfe der Node-
Verschllsselung geschitzt wurden, I6schen Sie die Konfiguration des Verschllisselungsmanagement-
Servers (Clear KMS) mithilfe des StorageGRID Appliance Installer. Wenn Sie die Appliance einem anderen
Grid hinzufiugen méchten, missen Sie die KMS-Konfiguration |6schen.

"SG100 SG1000 Services-Appliances"
"SG5600 Storage Appliances"
"SG5700 Storage-Appliances"

"SG6000 Storage-Appliances"

Verwandte Informationen
"Verfahren zur Recovery von Grid-Nodes"

"Herunterladen des Wiederherstellungspakets"

"Datenreparaturauftrage werden Uberprift"

Deaktivierung verbundener Grid-Nodes

Sie konnen Nodes, die mit dem Grid verbunden sind, auf3er Betrieb nehmen und
dauerhaft entfernen.

Was Sie bendtigen

+ Sie kennen die Anforderungen und Uberlegungen fiir die Deaktivierung von Grid-Nodes.
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"Uberlegungen fiir die Deaktivierung von Grid-Nodes"

 Sie haben alle bendtigten Materialien zusammengestellt.
+ Sie haben sichergestellt, dass keine Datenreparaturjobs aktiv sind.

 Sie haben bestatigt, dass die Wiederherstellung von Storage-Nodes an keiner Stelle im Grid ausgefiihrt
wird. In diesem Fall missen Sie warten, bis alle Cassandra-Rebuilds im Rahmen der Recovery
abgeschlossen sind. Anschlielend kdnnen Sie mit der Stilllegung fortfahren.

« Sie haben sichergestellt, dass andere Wartungsvorgange wahrend der Deaktivierung des Nodes nicht
ausgefuhrt werden, es sei denn, der Vorgang zur Deaktivierung des Nodes wurde angehalten.

* Sie haben die Provisionierungs-Passphrase.
* Die Grid-Nodes sind verbunden.

* Die Spalte Decommission moglich fir den Knoten oder Knoten, die deaktiviert werden sollen, enthalt ein
grines Hakchen.

Alle Grid-Nodes weisen den normalen Zustand (grtin) auf ‘cﬁ Wenn eines dieser Symbole in der Spalte
Gesundheit angezeigt wird, missen Sie versuchen, das Problem zu I6sen:

Symbol Farbe Schweregrad
E Gelb Hinweis

ere Hellorange Gering

m Dunkelorange Major

g Rot Kritisch

* Wenn Sie zuvor einen getrennten Speicherknoten aul3er Betrieb genommen haben, wurden die
Reparaturauftrage erfolgreich abgeschlossen. Informationen zum Uberpriifen von Datenreparaturjobs
finden Sie in den Anweisungen.

@ Entfernen Sie die virtuelle Maschine oder andere Ressourcen eines Grid-Node erst, wenn Sie
dazu in diesem Verfahren aufgefordert werden.

Schritte

1. Aktivieren Sie auf der Seite Decommission Nodes das Kontrollkastchen fur jeden Grid-Knoten, den Sie
stilllegen mochten.

2. Geben Sie die Provisionierungs-Passphrase ein.
Die Schaltflache Start Decommission ist aktiviert.
3. Klicken Sie Auf Start Decommission.

Ein Bestatigungsdialogfeld wird angezeigt.
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€ Info

The following grid nodes have been selected for decommissioning and will be permanently removed
from the StorageGRID Webscale system.

DC1-55

Do you want to continue?

e [ o

4. Uberprifen Sie die Liste der ausgewahlten Knoten, und klicken Sie auf OK.

Daraufhin wird der Vorgang zum Stilllegen des Node gestartet, und der Fortschritt wird fir jeden Node
angezeigt. Wahrend des Verfahrens wird ein neues Wiederherstellungspaket generiert, um die Anderung
der Grid-Konfiguration anzuzeigen.

Decommission Nodes
€ A new Recovery Package has been generated as a result of the configuration change. Ga to the Recovery Package page to download it

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.

Search q

Name ¥ Type U Progress 1 stage i
DC1-35 Storage Node Prepare Task

Nehmen Sie einen Storage Node nicht in den Offline-Modus, nachdem der Vorgang zur
@ Deaktivierung gestartet wurde. Wenn Sie den Status andern, werden einige Inhalte
moglicherweise nicht an andere Orte kopiert.

5. Sobald das neue Wiederherstellungspaket verfigbar ist, klicken Sie auf den Link oder wahlen Sie Wartung
System Wiederherstellungspaket, um die Seite Wiederherstellungspaket aufzurufen. Laden Sie
anschlieRend die herunter . zip Datei:

Lesen Sie die Anweisungen zum Herunterladen des Wiederherstellungspakets.

Laden Sie das Wiederherstellungspaket so schnell wie mdglich herunter, um
sicherzustellen, dass Sie Ihr Grid wiederherstellen kdnnen, wenn wahrend des Stillfalls
etwas schief geht.

6. Uberwachen Sie die Seite Decommission Nodes regelmaRig, um sicherzustellen, dass alle ausgewahlten
Knoten erfolgreich deaktiviert wurden.

Storage-Nodes kdnnen Tage oder Wochen ausmustern. Wenn alle Aufgaben abgeschlossen sind, wird die
Liste der Knotenauswahl mit einer Erfolgsmeldung erneut angezeigt.
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7. Befolgen Sie den entsprechenden Schritt fir Ihre Plattform. Beispiel:

o Linux: Mdglicherweise mdchten Sie die Volumes trennen und die Knoten-Konfigurationsdateien
I6schen, die Sie wahrend der Installation erstellt haben.

o VMware: Sie konnen die vCenter “Delete from Disk” Option verwenden, um die virtuelle Maschine zu
I6schen. Moéglicherweise missen Sie auch alle Datenfestplatten I6schen, die unabhangig von der
virtuellen Maschine sind.

o StorageGRID-Appliance: Der Appliance-Knoten wird automatisch in einen nicht bereitgestellten
Zustand zuriickgesetzt, in dem Sie auf das Installationsprogramm der StorageGRID-Appliance
zugreifen kdnnen. Sie konnen das Gerat ausschalten oder es einem anderen StorageGRID-System
hinzuflgen.

FUhren Sie die folgenden Schritte aus, nachdem Sie den Vorgang zur Deaktivierung des Node abgeschlossen
haben:

« Stellen Sie sicher, dass die Laufwerke des ausgemusterten Grid-Node sauber geléscht werden.
Verwenden Sie ein handelslbliches Datenwischwerkzeug oder einen Dienst, um die Daten dauerhaft und
sicher von den Laufwerken zu entfernen.

* Wenn Sie einen Appliance-Node deaktiviert haben und die Daten auf der Appliance mithilfe der Node-
Verschllisselung geschitzt wurden, I6schen Sie die Konfiguration des Verschliisselungsmanagement-
Servers (Clear KMS) mithilfe des StorageGRID Appliance Installer. Wenn Sie die Appliance in einem
anderen Raster verwenden moéchten, mussen Sie die KMS-Konfiguration 16schen.

"SG100 SG1000 Services-Appliances"
"SG5600 Storage Appliances"
"SG5700 Storage-Appliances”

"SG6000 Storage-Appliances”

Verwandte Informationen

"Datenreparaturauftrage werden Uberprift"
"Herunterladen des Wiederherstellungspakets"

"Installieren Sie Red hat Enterprise Linux oder CentOS"

Anhalten und Fortsetzen des Stilllegen-Prozesses fiir Storage Nodes

Sie kdnnen den Decommission-Vorgang fur einen Storage-Node gegebenenfalls
wahrend bestimmter Phasen unterbrechen. Sie mussen die Deaktivierung auf einem
Storage-Node unterbrechen, bevor Sie ein zweites Wartungsverfahren starten konnen.
Nachdem das andere Verfahren abgeschlossen ist, kdnnen Sie die Stilllegung fortsetzen.

Was Sie bendtigen
» Sie missen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

» Sie mussen Uber die Berechtigung Wartung oder Stammzugriff verfligen.

Schritte
1. Wahlen Sie Wartung > Wartungsaufgaben > Dekommission.
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Die Seite Decommission wird angezeigt.
2. Klicken Sie Auf Decommission Nodes.

Die Seite Decommission Nodes wird angezeigt. Wenn die Deaktivierung eine der folgenden Stufen
erreicht, ist die Schaltflache Pause aktiviert.

o ILM-Evaluierung
o Erasure-codierte Daten werden stilllegung
3. Klicken Sie auf Pause, um den Vorgang zu unterbrechen.
Die aktuelle Phase wird angehalten, und die Schaltflache Fortsetzen ist aktiviert.

Decommission Nodes

€ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it.

€ Decommissioning procedure has been paused. Click ‘Resume’ to resume the procedure.

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.

Search Q

Name ¥ Type 1T Progress IT stage 1t
DC1-55 Storage Node Evaluating ILM

4. Klicken Sie nach Abschluss des anderen Wartungsverfahrens auf Fortsetzen, um mit der Stilllegung
fortzufahren.

Fehlerbehebung bei der Ausmusterung von Nodes

Wenn der Node aufgrund eines Fehlers deaktiviert wird, kdnnen Sie spezifische Schritte
zum Beheben des Problems durchfihren.

Was Sie benétigen

Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

Uber diese Aufgabe

Wenn Sie den stillgelegten Grid-Node herunterfahren, wird die Aufgabe angehalten, bis der Grid-Node neu
gestartet wird. Der Grid-Node muss sich online sein.

Schritte
1. Wahlen Sie Support > Tools > Grid Topology Aus.

2. Erweitern Sie in der Struktur Grid Topology jeden Storage Node-Eintrag und tberprifen Sie, ob die DDS-
und LDR-Dienste online sind.

Um die Ausmusterung von Storage-Nodes durchzufiihren, missen die DDS-Services des StorageGRID
Systems (gehostet durch Storage-Nodes) online sein. Dies ist eine Anforderung einer ILM-Neubewertung.
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3. Um die aktiven Grid-Aufgaben anzuzeigen, wahlen Sie Primary Admin Node CMN Grid Tasks
Ubersicht.

4. Uberpriifen Sie den Status der Task ,Stilllegen*.

a. Wenn der Status des DeaktivierungsGrid-Tasks ein Problem beim Speichern von Grid Task Bundles
anzeigt, wahlen Sie Primary Admin Node CMN Events Ubersicht aus

b. Prifen Sie die Anzahl der verfigbaren Audit-Relais.

Wenn das Attribut Available Audit Relay ein oder groer ist, ist der CMN-Dienst mit mindestens einem
ADC-Dienst verbunden. ADC-Dienste fungieren als Uberwachungsrelais.

Der CMN-Dienst muss mit mindestens einem ADC-Dienst verbunden sein, und eine Mehrheit (50 Prozent
plus einer) der ADC-Dienste des StorageGRID-Systems muss verfiigbar sein, damit eine Grid-Aufgabe von
einer Phase der Stilllegung in eine andere und zum Abschluss verschoben werden kann.

a. Wenn der CMN-Dienst nicht mit gentigend ADC-Diensten verbunden ist, stellen Sie sicher, dass

Storage-Nodes online sind, und Uberprifen Sie die Netzwerkverbindung zwischen dem primaren
Admin-Node und Storage-Nodes.

AuBerbetriebnahme von Standorten

Maoglicherweise mussen Sie einen Datacenter-Standort aus dem StorageGRID System
entfernen. Um eine Website zu entfernen, missen Sie sie ausmustern.

Das Flussdiagramm zeigt die Schritte fir die AuRerbetriebnahme eines Standorts auf hoher Ebene.
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Review considerations

v

Gather required materials

v

Select Decommission Site

Is
Decommission
Possible?

Canyou resolve
the issue?

Select the site -

v

Review the site and

update ILM
Is Start No
Decommission

enabled?

Perform the site
decommission

v

Ensure drives are
wiped clean

Schritte
» "Uberlegungen zum Entfernen eines Standorts"

« "Sammeln der erforderlichen Materialien"

You cannot remove
the site. Contact Support.
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+ "Schritt 1: Standort Auswahlen"

 "Schritt 2: Details Anzeigen"

+ "Schritt 3: ILM-Richtlinie Gberarbeiten"

+ "Schritt 4: Entfernen Sie ILM-Referenzen"

+ "Schritt 5: Auflésen von Knotenkonflikten (und Start der Stilllegung)"

« "Schritt 6: Uberwachung Der Dekommission"

Uberlegungen zum Entfernen eines Standorts

Bevor Sie die Website wieder entfernen, missen Sie zunachst die entsprechenden
Uberlegungen Uberprifen.

Was geschieht, wenn Sie eine Website ausmustern

Durch die Stilllegung einer Website StorageGRID werden alle Nodes an der Website und der Standort selbst
endgultig vom StorageGRID System entfernt.

Nach Abschluss der Deaktivierung der Website:

» StorageGRID kann nicht mehr zum Anzeigen und Zugreifen auf den Standort oder auf einen der Nodes am
Standort verwendet werden.

« Sie kdnnen keine Storage-Pools oder Erasure Coding-Profile mehr verwenden, die auf den Standort
verwiesen wurden. Wenn StorageGRID einen Standort dekomprimiert, werden diese Storage-Pools
automatisch entfernt und diese Erasure Coding-Profile deaktiviert.

Unterschiede zwischen dem angeschlossenen Standort und dem Verfahren zur Deaktivierung des
Standorts

Im Rahmen der Deaktivierung einer Website kdnnen Sie eine Site entfernen, in der alle Nodes mit
StorageGRID verbunden sind (die als Deaktivierung verbundenen Site bezeichnet wird), oder eine Site
entfernen, in der alle Nodes von StorageGRID getrennt sind (die so genannte Deaktivierung einer getrennten
Site wird als deaktiviert). Bevor Sie beginnen, missen Sie die Unterschiede zwischen diesen Verfahren
verstehen.

@ Wenn ein Standort eine Mischung aus verbundenen (+* Und nicht verbundene Knoten (- Oder
#). Sie miussen alle Offline-Knoten wieder online bringen.

» Durch eine Deaktivierung einer verbundenen Website kdnnen Sie einen betrieblichen Standort aus dem
StorageGRID System entfernen. Beispielsweise kdnnen Sie eine verbundene Website ausmustern, um
eine funktionierende, aber nicht mehr bendétigte Website zu entfernen.

* Wenn StorageGRID einen verbundenen Standort entfernt, wird ILM flr das Management der Objektdaten
am Standort verwendet. Bevor Sie eine verbundene Site aulier Betrieb nehmen konnen, missen Sie die
Site von allen ILM-Regeln entfernen und eine neue ILM-Richtlinie aktivieren. Die ILM-Prozesse zur
Migration von Objektdaten und die internen Prozesse zur Entfernung eines Standorts kdnnen gleichzeitig
durchgeflihrt werden. Es empfiehlt sich jedoch, die ILM-Schritte zu schlieen, bevor Sie den tatsachlichen
AulRerbetriebnahme starten.

 Bei einer getrennten Deaktivierung der Website kdnnen Sie fehlerhafte Standorte aus dem StorageGRID
System entfernen. So kénnen Sie beispielsweise eine abgeldste Aulierbetriebnahme des Standorts
durchfiihren, um einen Standort zu entfernen, der durch einen Brand oder eine Uberschwemmung zerstort
wurde.
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Wenn StorageGRID eine getrennte Site entfernt, werden alle Nodes als nicht wiederherstellbar erachtet
und nicht versucht, Daten zu erhalten. Bevor Sie eine getrennte Site jedoch aulRer Betrieb nehmen
kdnnen, missen Sie die Website jedoch von allen ILM-Regeln entfernen und eine neue ILM-Richtlinie
aktivieren.

Bevor Sie eine Deaktivierung des Standorts durchfiihren, missen Sie sich an Ihren NetApp
Ansprechpartner wenden. NetApp Uberpriift Inre Anforderungen, bevor Sie alle Schritte im

@ Decommission Site Wizard aktivieren. Sie sollten keinen Versuch Unternehmen, eine
getrennte Site aul3er Betrieb zu nehmen, wenn Sie der Meinung sind, dass eine
Wiederherstellung der Site oder die Wiederherstellung von Objektdaten von der Site moglich
ware.

Allgemeine Anforderungen fiir das Entfernen eines verbundenen oder getrennten Standorts

Bevor Sie einen angeschlossenen oder getrennten Standort entfernen, missen Sie die folgenden
Anforderungen erflllen:

+ Sie kdnnen keinen Standort aul3er Betrieb nehmen, der den primaren Admin-Node enthalt.

» Sie kdnnen keine Site aul3er Betrieb setzen, die einen Archiv-Node enthalt.

+ Sie kénnen einen Standort nicht stilllegen, wenn einer der Nodes Uber eine Schnittstelle verfligt, die zu
einer HA-Gruppe (High Availability, Hochverfugbarkeit) gehdrt. Sie missen entweder die HA-Gruppe
bearbeiten, um die Schnittstelle des Node zu entfernen, oder die gesamte HA-Gruppe entfernen.

 Sie kdnnen eine Site nicht stilllegen, wenn sie eine Mischung aus verbundener ( enthélt.»Und getrennt (@
Oder ) Knoten.

+ Sie kdnnen einen Standort nicht stilllegen, wenn ein Node an einem anderen Standort getrennt ist (gy Oder
)-

* Sie k6nnen den Vorgang zur Deaktivierung des Standorts nicht starten, wenn derzeit ein ec-Node-
Reparaturvorgang ausgefliihrt wird. Im folgenden Thema finden Sie Informationen zur Nachverfolgung von
Reparaturen von Daten, die mit der Loschung versehen sind.

"Datenreparaturauftrage werden Uberprift"

« Wahrend die Deaktivierung der Website lauft:

> Sie kdnnen keine ILM-Regeln erstellen, die sich auf die auszugemusterte Site beziehen. Sie kdnnen
auch keine vorhandene ILM-Regel bearbeiten, um auf die Site zu verweisen.

o Sie kdnnen keine anderen Wartungsvorgange wie z. B. Erweiterung oder Upgrade durchfiihren.

Wenn Sie wahrend der Stilllegung einer verbundenen Site einen weiteren
Wartungsvorgang durchflihren missen, kdnnen Sie den Vorgang unterbrechen,

@ wahrend die Storage-Nodes entfernt werden. Die Schaltflache Pause ist wahrend der
Phase ,DEcommissioning Replicated and Erasure coded Data“ aktiviert.

o Falls Nodes nach dem Starten der Deaktivierung der Website wiederhergestellt werden missen,
mussen Sie den Support kontaktieren.

« Sie kénnen nicht mehrere Standorte gleichzeitig aul3er Betrieb nehmen.

* Wenn die Site einen oder mehrere Admin-Nodes enthalt und Single Sign-On (SSO) fur lhr StorageGRID-
System aktiviert ist, missen Sie alle Vertrauensstellen der Vertrauensstelle fur die Site von Active Directory
Federation Services (AD FS) entfernen.
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Anforderungen fiir Information Lifecycle Management (ILM)

Beim Entfernen eines Standorts missen Sie lhre ILM-Konfiguration aktualisieren. Der Assistent fir die
Decommission Site flhrt Sie durch eine Reihe von erforderlichen Schritten, um Folgendes sicherzustellen:

* Die ILM-Richtlinie fur den Standort wird nicht genutzt. In diesem Fall missen Sie eine neue ILM-Richtlinie
mit neuen ILM-Regeln erstellen und aktivieren.

* Es gibt keine vorgeschlagene ILM-Richtlinie. Wenn Sie Uber eine vorgeschlagene Richtlinie verfiigen,
mussen Sie diese l6schen.

» Keine ILM-Regeln beziehen sich auf die Site, auch wenn diese Regeln nicht in der aktiven oder
vorgeschlagenen Richtlinie verwendet werden. Sie missen alle Regeln, die sich auf die Website beziehen,
I6schen oder bearbeiten.

Wenn StorageGRID den Standort dekomprimiert, werden automatisch alle nicht verwendeten Erasure Coding-
Profile deaktiviert, die auf den Standort verweisen. Aulierdem werden alle nicht verwendeten Speicherpools,
die sich auf den Standort beziehen, automatisch geldscht. Der standardmaRige Speicherpool Alle
Speicherknoten wird entfernt, da er alle Standorte verwendet.

Bevor Sie einen Standort entfernen kdnnen, missen Sie mdglicherweise neue ILM-Regeln
erstellen und eine neue ILM-Richtlinie aktivieren. Diese Anweisungen setzen voraus, dass Sie

@ alle Kenntnisse uber die Funktionsweise von ILM haben und dass Sie mit der Erstellung von
Storage-Pools, Erasure Coding-Profilen, ILM-Regeln sowie der Simulation und Aktivierung einer
ILM-Richtlinie vertraut sind. Weitere Informationen finden Sie in den Anweisungen zum
Verwalten von Objekten mit Information Lifecycle Management.

"Objektmanagement mit ILM"

Uberlegungen zu den Objektdaten an einem angeschlossenen Standort

Wenn Sie eine verbundene Site aulRer Betrieb nehmen, missen Sie beim Erstellen neuer ILM-Regeln und
einer neuen ILM-Richtlinie festlegen, welche Daten an der Website gespeichert werden. Sie kbnnen entweder
oder beide der folgenden Aktionen ausfiihren:

* Verschieben Sie Objektdaten vom ausgewahlten Standort zu einem oder mehreren anderen Standorten in
der Tabelle.

Beispiel fiir das Verschieben von Daten: Angenommen, Sie mochten eine Website in Raleigh
ausmustern, weil Sie eine neue Website in Sunnyvale hinzugefligt haben. In diesem Beispiel mochten Sie
alle Objektdaten vom alten Standort auf den neuen Standort verschieben. Bevor Sie lhre ILM-Regeln und
ILM-Richtlinie aktualisieren, missen Sie die Kapazitat an beiden Standorten prifen. Sie missen
sicherstellen, dass der Standort in Sunnyvale Gber gentigend Kapazitat fir die Objektdaten vom Standort
Raleigh verfugt und dass im Rahmen eines zukinftigen Wachstums in Sunnyvale ausreichend Kapazitat
zur Verfigung steht.

Um sicherzustellen, dass ausreichend Kapazitat verfugbar ist, missen Sie moglicherweise

@ einem vorhandenen Standort Storage-Volumes oder Speicherknoten hinzufiigen oder einen
neuen Standort hinzufligen, bevor Sie diesen Vorgang ausfiihren. Anweisungen zum
erweitern eines StorageGRID-Systems finden Sie in den Anweisungen.

» Ldschen von Objektkopien vom ausgewahlten Standort.

Beispiel fiir das Léschen von Daten: Angenommen, Sie verwenden derzeit eine ILM-Regel mit 3 Kopien,
um Objektdaten auf drei Standorten zu replizieren. Bevor Sie einen Standort auf3er Betrieb nehmen,
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kénnen Sie eine aquivalente ILM-Regel mit zwei Kopien erstellen, um Daten an nur zwei Standorten zu
speichern. Wenn Sie eine neue ILM-Richtlinie aktivieren, die die Regel mit zwei Kopien verwendet, 16scht
StorageGRID die Kopien vom dritten Standort, da diese die ILM-Anforderungen nicht mehr erfillen. Die
Objektdaten werden jedoch weiterhin gesichert und die Kapazitat der beiden verbleibenden Standorte
bleibt gleich.

Erstellen Sie niemals eine ILM-Regel fir eine einzelne Kopie, um die Entfernung eines
Standorts aufzunehmen. Eine ILM-Regel, die immer nur eine replizierte Kopie erstellt,

@ gefahrdet Daten permanent. Wenn nur eine replizierte Kopie eines Objekts vorhanden ist,
geht dieses Objekt verloren, wenn ein Speicherknoten ausfallt oder einen betrachtlichen
Fehler hat. Wahrend Wartungsarbeiten wie Upgrades verlieren Sie auch voribergehend den
Zugriff auf das Objekt.

Zusatzliche Anforderungen fiir die Deaktivierung einer verbundenen Website

Bevor StorageGRID einen verbundenen Standort entfernen kann, missen Sie Folgendes sicherstellen:

* Alle Knoten in Ihrem StorageGRID-System mussen Uber einen Verbindungsstatus von Connected (
verfigen«); die Knoten kénnen jedoch aktive Warnmeldungen haben.

Wenn ein oder mehrere Knoten getrennt werden, kénnen Sie die Schritte 1-4 des

@ Assistenten zum Decommission Site ausfiuihren. Sie kdnnen jedoch Schritt 5 des
Assistenten nicht abschlief3en, der den Stilllegen-Prozess startet, es sei denn, alle Knoten
sind verbunden.

* Wenn der Standort, den Sie entfernen méchten, einen Gateway-Node oder einen Admin-Node enthalt, der
zum Load Balancing verwendet wird, missen Sie mdglicherweise ein Erweiterungsverfahren durchfiihren,
um einen entsprechenden neuen Node an einem anderen Standort hinzuzufligen. Es muss sichergestellt
sein, dass Clients eine Verbindung zum Ersatz-Node herstellen konnen, bevor der Standort ausmustern
wird.

* Wenn der Standort, den Sie entfernen méchten, einen Gateway-Node oder Admin-Knoten enthalt, die sich
in einer HA-Gruppe befinden, kdnnen Sie die Schritte 1-4 des Assistenten zur Decommission Site
ausflihren. Sie kdnnen jedoch Schritt 5 des Assistenten nicht abschliel3en. Dieser startet den Ausmustern-
Prozess, bis Sie diese Nodes aus allen HA-Gruppen entfernen. Wenn bestehende Clients mit einer HA-
Gruppe verbunden sind, die Nodes vom Standort enthalt, missen Sie sicherstellen, dass nach dem
Entfernen des Standorts die Verbindung zu StorageGRID fortgesetzt werden kann.

* Wenn Clients direkt mit Storage Nodes an dem Standort verbunden sind, den Sie entfernen mdchten,
mussen Sie sicherstellen, dass sie eine Verbindung zu Storage Nodes an anderen Standorten herstellen
koénnen, bevor Sie den Vorgang zur Deaktivierung des Standorts starten.

« Sie missen auf den Ubrigen Standorten ausreichend Speicherplatz fiir alle Objektdaten bereitstellen, die
aufgrund von Anderungen an der aktiven ILM-Richtlinie verschoben werden. In einigen Fallen missen Sie
Ihr StorageGRID System mdglicherweise um Storage Nodes, Storage Volumes oder neue Standorte
erweitern, bevor Sie eine angeschlossene Website ausmustern.

+ Sie missen gentigend Zeit haben, bis der Stilllegen abgeschlossen ist. Die ILM-Prozesse von
StorageGRID dauern moglicherweise Tage, Wochen oder sogar Monate, um Objektdaten vom Standort zu
verschieben oder zu I6schen, bevor der Standort stillgelegt werden kann.

Das Verschieben oder Léschen von Objektdaten von einem Standort kann Tage, Wochen
@ oder sogar Monate dauern, abhangig von der Datenmenge am Standort, der Systemlast,
den Netzwerklatenzen und der Art der erforderlichen ILM-Anderungen.
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* Wenn moglich, sollten Sie die Schritte 1-4 des Decommission Site-Assistenten so friih wie mdglich
abschlieRen. Die Deaktivierung erfolgt schneller und mit weniger Unterbrechungen und
Leistungseinflissen, wenn Sie zulassen, dass Daten von der Website verschoben werden, bevor Sie die
tatsachliche Deaktivierung starten (indem Sie in Schritt 5 des Assistenten Start Decommission wahlen).

Zusatzliche Anforderungen fiir die Deaktivierung eines getrennten Standorts

Bevor StorageGRID eine getrennte Site entfernen kann, missen Sie Folgendes sicherstellen:

« Sie haben sich an Ihren NetApp Ansprechpartner wenden. NetApp Uberprift Ihre Anforderungen, bevor
Sie alle Schritte im Decommission Site Wizard aktivieren.

Sie sollten keinen Versuch Unternehmen, eine getrennte Site auRer Betrieb zu nehmen,
@ wenn Sie der Meinung sind, dass eine Wiederherstellung der Site oder die
Wiederherstellung von Objektdaten von der Site méglich ware.

» Alle Nodes am Standort mussen einen Verbindungsstatus von einer der folgenden aufweisen:

o * Unbekannt* (@): Der Knoten ist aus einem unbekannten Grund nicht mit dem Raster verbunden.
Beispielsweise wurde die Netzwerkverbindung zwischen den Knoten unterbrochen oder der Strom ist
ausgefallen.

o Administrativ Down ( ): Der Knoten ist aus einem erwarteten Grund nicht mit dem Raster
verbunden. Beispielsweise wurde der Node oder die Services auf dem Node ordnungsgemaf
heruntergefahren.

 Alle Knoten an allen anderen Standorten missen Uber einen Verbindungsstatus von Connected (
verflgen«); aber diese anderen Knoten kénnen aktive Warnmeldungen haben.

« Sie missen wissen, dass Sie mit StorageGRID keine Objektdaten mehr anzeigen oder abrufen kénnen,
die auf der Site gespeichert wurden. Wenn StorageGRID dieses Verfahren durchfihrt, wird nicht versucht,
Daten vom getrennten Standort zu bewahren.

Wenn lhre ILM-Regeln und -Richtlinien zum Schutz vor dem Verlust eines einzelnen
Standorts ausgelegt wurden, sind noch Kopien der Objekte auf den Utbrigen Standorten
vorhanden.

» Sie missen verstehen, dass das Objekt verloren geht, wenn die Site die einzige Kopie eines Objekts
enthielt und nicht abgerufen werden kann.

Uberlegungen zu Konsistenzkontrollen beim Entfernen eines Standorts

Die Konsistenzstufe flr einen S3-Bucket oder Swift-Container bestimmt, ob StorageGRID Objektmetadaten
vollstandig auf alle Nodes und Standorte repliziert, bevor einem Client mitgeteilt wird, dass die
Objektaufnahme erfolgreich war. Die Konsistenzstufe gibt einen Kompromiss zwischen der Verfigbarkeit der
Objekte und der Konsistenz dieser Objekte Uber verschiedene Speicherknoten und Standorte hinweg.

Wenn StorageGRID einen Standort entfernt, muss es sicherstellen, dass keine Daten auf den entfernten
Standort geschrieben werden. Daher wird das Konsistenzlevel voriibergehend fir jeden Bucket oder Container
Uberschrieben. Nach dem Starten der Website-AulRerbetriebnahme verwendet StorageGRID vortibergehend
eine hohe Standort-Konsistenz, um zu verhindern, dass Objekt-Metadaten auf die Website geschrieben
werden.

Aufgrund dieser vorlibergehenden Uberschreibung ist es nicht bekannt, dass alle wahrend der

AuBerbetriebnahme eines Standorts laufenden Client-Schreibvorgange, Updates und Léschvorgange
fehlschlagen konnen, wenn auf den verbleibenden Standorten nicht mehr mehrere Nodes verfligbar sind.
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Verwandte Informationen

"Durchflihren der Standortwiederherstellung durch den technischen Support”
"Objektmanagement mit ILM"

"Erweitern Sie |hr Raster"

Sammeln der erforderlichen Materialien

Bevor Sie eine Website ausmustern, sind die folgenden Unterlagen erforderlich.

Element Hinweise

Wiederherstellungspaket . zip Datei Sie mussen das neueste Wiederherstellungspaket
herunterladen . zip Datei (sgws-recovery-
package-id-revision.zip). Sie kdnnen die
Recovery Package-Datei verwenden, um das System
wiederherzustellen, wenn ein Fehler auftritt.

Passwords. txt Datei Diese Datei enthalt die Passworter, die flr den Zugriff
auf Grid-Knoten in der Befehlszeile erforderlich sind
und im Wiederherstellungspaket enthalten sind.

Provisioning-Passphrase Die Passphrase wird erstellt und dokumentiert, wenn
das StorageGRID-System zum ersten Mal installiert
wird. Die Provisionierungs-Passphrase befindet sich
nicht im Passwords. txt Datei:

Beschreibung der Topologie des StorageGRID Falls verfligbar, finden Sie eine Dokumentation, die
Systems vor der Stilllegung die aktuelle Topologie des Systems beschreibt.

Verwandte Informationen
"Anforderungen an einen Webbrowser"

"Herunterladen des Wiederherstellungspakets"

Schritt 1: Standort Auswahlen

Um zu bestimmen, ob eine Site deaktiviert werden kann, 6ffnen Sie zunachst den
Assistenten zur Deaktivierung der Site.

Was Sie bendétigen

» Sie mussen alle erforderlichen Materialien erhalten haben.
+ Sie mussen die Uberlegungen zum Entfernen eines Standorts geprift haben.
» Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

» Sie mussen Uber die Berechtigung Stammzugriff oder die Wartungs- und ILM-Berechtigungen verflgen.

Schritte
1. Wahlen Sie Wartung > Wartungsaufgaben > Dekommission.

213


https://docs.netapp.com/de-de/storagegrid-115/ilm/index.html

Die Seite Decommission wird angezeigt.

Decommission

Select Decommission Nodes to remove one or more nodes from a single site. Select Decommission Site to remove an entire data center site

Learn important details about removing grid nedes and sites in the "Decommission procedure” section of the recovery and maintenance instructions

Decommission Nodes Decommission Site

2. Klicken Sie auf die Schaltflache Decommission Site.

Schritt 1 (Standort auswéhlen) des Assistenten fur die Dekommission-Site wird angezeigt. Dieser Schritt
enthalt eine alphabetische Liste der Sites in lnrem StorageGRID-System.

Decommission Site

@

Select Site

2 3 4 <] 6
View Details Revise ILM Remaove ILM Resolve Node Monitor
Palicy References Conflicts Decommission

When you decommission a site, all nodes at the site and the site itself are permanently removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then, select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes ars in the correct state

You might not be able to remove certain sites. For example, you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive Node.

Sites

Site Name
Raleigh
Sunnyvale

Vancouver

Used Storage Capacity € Decommission Possible

3.3 MB

3.97 MB

3.90 MB Mo This site contains the primary Admin Node.

3. Zeigen Sie die Werte in der Spalte verwendete Storage-Kapazitit an, um festzustellen, wie viel Storage
derzeit fur Objektdaten an den einzelnen Standorten verwendet wird.
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Die genutzte Storage-Kapazitat ist eine Schatzung. Wenn Knoten offline sind, ist die verwendete
Speicherkapazitat der letzte bekannte Wert fir den Standort.

> Um eine zusammenhangende Website aulder Betrieb zu nehmen, gibt dieser Wert an, wie viele
Objektdaten zu anderen Standorten verschoben oder durch ILM geléscht werden missen, bevor Sie



diese Website zur sicheren Deaktivierung verwenden kénnen.

> Im Falle einer Deaktivierung einer Website stellt dieser Wert dar, auf welchen Anteil der Datenspeicher
Ihres Systems beim Deaktivierung dieser Website nicht mehr zugegriffen werden kann.

Falls Ihre ILM-Richtlinie zum Schutz vor dem Verlust eines einzelnen Standorts
ausgelegt wurde, sollten weiterhin Kopien der Objektdaten auf den Ubrigen Standorten
vorhanden sein.

4. Prifen Sie die Griinde in der Spalte Dekommission moglich, um festzustellen, welche Standorte derzeit
aulder Betrieb genommen werden kénnen.

@ Gibt es mehr als einen Grund, warum ein Standort nicht stillgelegt werden kann, wird der
kritischste Grund angezeigt.

Moglichen Grund einer Beschreibung Nachster Schritt
Deaktivierung

Griines Hakchen () Sie kdnnen diese Website aulRer Gehen Sie zu Im nachsten Schritt.
Betrieb nehmen.

Nein Dieser Standort enthalt den Sie kdnnen keine Site aul3er Keine. Sie kbnnen dieses
primaren Admin-Knoten. Betrieb nehmen, die den primaren Verfahren nicht durchfihren.
Admin-Node enthalt.

Nein Diese Site enthalt mindestens Sie kdnnen keine Site aulRer Keine. Sie konnen dieses
einen Archiv-Knoten. Betrieb setzen, die einen Archiv- Verfahren nicht durchfiihren.
Node enthalt.

Nein Alle Knoten an diesem Sie kdnnen eine Deaktivierung Um eine getrennte Website auller

Standort werden getrennt. Wenden einer verbundenen Site nur dann Betrieb zu nehmen, missen Sie

Sie sich an lhren NetApp Account- ausfiihren, wenn jeder Node auf sich an lhren NetApp

Ansprechpartner. der Site verbunden ist (+). Ansprechpartner wenden. Dieser
Uberprift Ihre Anforderungen und
aktiviert den Rest des Assistenten
zur Decommission Site.

WICHTIG: Nehmen Sie niemals
Online-Knoten offline, so dass Sie

eine Seite entfernen konnen. Sie
verlieren Daten.

Das Beispiel zeigt ein StorageGRID System mit drei Standorten. Das griine Hakchen (+) Fir die Raleigh und
Sunnyvale Seiten bedeutet, dass Sie diese Websites auler Betrieb nehmen kénnen. Sie kdnnen den Standort
in Vancouver jedoch nicht stilllegen, da er den primaren Admin-Node enthalt.

1. Wenn eine Deaktivierung mdglich ist, aktivieren Sie das Optionsfeld fir die Website.

Die Schaltflache Weiter ist aktiviert.

2. Wahlen Sie Weiter.
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Schritt 2 (Details anzeigen) wird angezeigt.

Schritt 2: Details Anzeigen

Ab Schritt 2 (Details anzeigen) des Assistenten fur die Decommission-Site konnen Sie
Uberprifen, welche Knoten auf der Site enthalten sind, sehen, wie viel Speicherplatz auf
den einzelnen Speicherknoten verwendet wurde, und bewerten, wie viel freier
Speicherplatz auf den anderen Standorten in Ihrem Raster verfugbar ist.

Was Sie benétigen

Bevor Sie einen Standort aul3er Betrieb nehmen, missen Sie Uberprifen, wie viele Objektdaten am Standort
vorhanden sind.

* Wenn Sie eine verbundene Website ausmustern, missen Sie vor der Aktualisierung des ILM die derzeit
vorhandene Objektdaten an der Website kennen. Basierend auf den Kapazitaten des Standorts und den
Datensicherungsanforderungen kénnen Sie neue ILM-Regeln erstellen, um Daten an andere Standorte zu
verschieben oder Objektdaten vom Standort zu I6schen.

« Fuhren Sie ggf. erforderliche Erweiterungen fur Storage-Nodes durch, bevor Sie den Vorgang zur
Deaktivierung nach Moglichkeit starten.

* Wenn Sie eine nicht verbundene Website deaktivieren, miissen Sie verstehen, wie viele Objektdaten
dauerhaft zuganglich werden, wenn Sie die Website entfernen.

Wenn Sie eine getrennte Site aufler Betrieb nehmen, kann ILM keine Objektdaten verschieben

@ oder I6schen. Alle Daten, die am Standort verbleiben, gehen verloren. Wenn lhre ILM-Richtlinie
jedoch zum Schutz vor dem Verlust eines einzelnen Standorts konzipiert wurde, sind Kopien der
Objektdaten weiterhin auf den Ubrigen Standorten vorhanden.

Schritte

1. Uberpriifen Sie ab Schritt 2 (Details anzeigen) alle Warnungen im Zusammenhang mit dem zu
entfernenden Standort.

Decommission Site

.13: _.'-:: | ) e 3 4 5 G
Sele& Site View Details Revise LM Remove ILM Reszolve Node Maonitor
Policy References Conflicts Decommission

Data Center 2 Details

A\ This site includes a Gateway Mode. If clients are currently connecting to this node, you must configure an equivalent node at
another site. Be sure clients can connect to the replacement node before starting the decommission procedure.

A\ This site contains a mixiure of connected and disconnected nodes. Before you can remove this site, you must bring all offine
{(blue or gray) nodes back online. Contact technical support if you need assistance.

In diesen Fallen wird eine Warnung angezeigt:
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o Der Standort enthalt einen Gateway-Node. Wenn S3- und Swift-Clients derzeit eine Verbindung zu
diesem Node herstellen, miissen Sie an einem anderen Standort einen entsprechenden Node
konfigurieren. Vergewissern Sie sich, dass Clients eine Verbindung zum Ersatz-Node herstellen
koénnen, bevor Sie die Deaktivierung durchfiihren.

o Der Standort enthalt eine Mischung aus verbundenen (+ Und nicht verbundene Knoten (- Oder ).
Bevor Sie diesen Standort entfernen kdnnen, missen Sie alle Offline-Nodes wieder in den Online-
Modus versetzen.

2. Uberpriifen Sie die Details der zu entfernenden Site.

Decommission Site

¢ o 3 4 5 6

Select Site View Details Reviza LM Remaove ILM Resolve Node Monitor
Policy References Caonflicts Decommission

Raleigh Details

Number of Nodes: 3 Free Space: 47538 GB

Used Space: 3.93 MB Site Capacity: 47538 GB

Node Name Node Type Connnection State Details
RAL-51-101-198 Storage Node 1.30 MB used space
RAL-52-101-157 Storage Node 1.30 MB used space
RAL-53-101-188 Storage Node 1.34 MB used space

Details for Other Sites

Total Free Space for Other Sites:  950.76 GB

Total Capacity for Other Sites: 950.77 GB

Site Name Free Space @ Used Space @ Site Capacity &
Sunnyvale 47538 GB 357 MB 47532 GB
Vancouver 47538 GB 390 MB 47538 GB

Total 950.76 GB 71.87T MB 950.77 GB

-

FUr den ausgewahlten Standort sind folgende Informationen enthalten:

o Anzahl der Nodes

o Der insgesamt verwendete Speicherplatz, der freie Speicherplatz und die Kapazitat aller
Speicherknoten am Standort.

= FUr die Stilllegung einer verbundenen Site gibt der Wert verwendeter Speicherplatz an, wie viele
Objektdaten auf andere Standorte verschoben oder mit ILM geléscht werden missen.

= Bei einer nicht verbundenen Deaktivierung des Standorts gibt der Wert verwendeter
Speicherplatz an, auf welche Objektdaten beim Entfernen der Website nicht mehr zugegriffen
werden kann.
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o Node-Namen, -Typen und -Verbindungsstatus:
. (Verbunden)
= = (Administrativ Nach Unten)
= @& (Unbekannt)
o Details zu jedem Node:
= Fir jeden Storage-Node die Menge an Speicherplatz, die fir Objektdaten verwendet wurde.

= Gibt an, ob der Node derzeit in einer HA-Gruppe (Hochverfugbarkeit) verwendet wird, fur Admin-
Nodes und Gateway-Nodes. Sie kdbnnen einen Admin-Node oder einen Gateway-Node, der in einer
HA-Gruppe verwendet wird, nicht stilllegen. Bevor Sie die Ausmusterung beginnen, missen Sie
HA-Gruppen bearbeiten, um alle Nodes am Standort zu entfernen. Oder Sie kénnen die HA-
Gruppe entfernen, wenn sie nur Nodes von diesem Standort enthalt.

"StorageGRID verwalten"

3. Bewerten Sie im Abschnitt Details flir andere Standorte auf der Seite, wie viel Platz auf den anderen
Standorten in lhrem Raster verfugbar ist.

Details for Other Sites

Total Free Space for Other Sites:  950.76 GE

Total Capacity for Other Sites: 95077 GB

Site Name Free Space © Used Space & Site Capacity @
Sunnyvale 47538 GB 3.97 MB 47538 GB
Vancouver 47538 GB 3.90 MB 47538 GB

Total 950.76 GB 7.87 MB 950.77 GB

Wenn Sie eine verbundene Website ausmustern und mithilfe von ILM Objektdaten von der ausgewahlten
Site verschieben (statt sie zu I6schen), missen Sie sicherstellen, dass die anderen Standorte Uber
genlgend Kapazitat fir die verschobenen Daten verfligen und dass genligend Kapazitat flr zuktinftiges
Wachstum verfligbar ist.

Eine Warnung wird angezeigt, wenn der verwendete Platz firr die zu entfernende Website

@ groRer als der gesamte freie Speicherplatz fiir andere Standorte ist. Bevor Sie diesen
Vorgang durchflihren, missen Sie sicherstellen, dass nach dem Entfernen des Standorts
ausreichend Speicherkapazitat verfiigbar ist.

4. Wahlen Sie Weiter.

Schritt 3 (ILM-Richtlinie Uberarbeiten) wird angezeigt.

Verwandte Informationen

"Objektmanagement mit ILM"

Schritt 3: ILM-Richtlinie liberarbeiten

Ab Schritt 3 (ILM-Richtlinie Uberarbeiten) des Assistenten fir die Dekommission-Site
konnen Sie feststellen, ob die Site von der aktiven ILM-Richtlinie angesprochen wird.
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Was Sie bendtigen
Sie wissen gut, wie ILM funktioniert und kennen die Erstellung von Storage-Pools, Erasure Coding-Profilen,

ILM-Regeln und die Simulation und Aktivierung einer ILM-Richtlinie bereits.

"Objektmanagement mit ILM"

Uber diese Aufgabe

StorageGRID kann einen Standort nicht stilllegen, wenn auf diesen Standort durch eine ILM-Regel in der
aktiven ILM-Richtlinie verwiesen wird.

Wenn sich |hre aktuelle ILM-Richtlinie auf die Site bezieht, die Sie entfernen mdchten, miissen Sie eine neue
ILM-Richtlinie aktivieren, die bestimmte Anforderungen erflillt. Insbesondere die neue ILM-Richtlinie:

» Es kann kein Speicherpool verwendet werden, der sich auf den Standort bezieht.

* Ein Erasure-Coding-Profil, das sich auf den Standort bezieht, kann nicht verwendet werden.

» Der Standard * Alle Speicherknoten* oder der Standard Alle Standorte-Standort kann nicht verwendet
werden.

* Kann den Bestand nicht verwenden Regel 2 Kopien erstellen.

* Muss auf einen vollstandigen Schutz aller Objektdaten ausgelegt sein.

Erstellen Sie niemals eine ILM-Regel fiir eine einzelne Kopie, um die Entfernung eines
Standorts aufzunehmen. Eine ILM-Regel, die immer nur eine replizierte Kopie erstellt,

@ gefahrdet Daten permanent. Wenn nur eine replizierte Kopie eines Objekts vorhanden ist,
geht dieses Objekt verloren, wenn ein Speicherknoten ausfallt oder einen betrachtlichen
Fehler hat. Wahrend Wartungsarbeiten wie Upgrades verlieren Sie auch voribergehend den
Zugriff auf das Objekt.

Wenn Sie eine ,, connected Site“-~Ausmusterung durchflihren, missen Sie bedenken, wie StorageGRID die
Objektdaten, die sich derzeit an der zu entfernenden Site befinden, verwalten sollte. Je nach
Datensicherungsanforderungen kénnen vorhandene Objektdaten nach den neuen Regeln auf verschiedene
Standorte verschoben oder zusatzliche Objektkopien geldscht werden, die nicht mehr bendtigt werden.

Wenden Sie sich an den technischen Support, wenn Sie Hilfe beim Entwerfen der neuen Richtlinie bendtigen.

Schritte

1. Stellen Sie ab Schritt 3 (ILM-Richtlinie Uberarbeiten) fest, ob ILM-Regeln der aktiven ILM-Richtlinie auf den
Standort verweisen, den Sie entfernen mochten.

2. Wenn keine Regeln aufgefihrt sind, wahlen Sie Weiter aus, um zu Schritt 4 zu wechseln (ILM-Referenzen
entfernen)
"Schritt 4: Entfernen Sie ILM-Referenzen"

3. Wenn eine oder mehrere ILM-Regeln in der Tabelle aufgefihrt sind, wahlen Sie den Link neben Active
Policy Name aus.

Die Seite ILM-Richtlinien wird auf einer neuen Registerkarte ,Browser” angezeigt. Auf dieser Registerkarte
kénnen Sie ILM aktualisieren. Die Seite ,Decommission Site“ bleibt auf der anderen Registerkarte getffnet.

a. Wahlen Sie bei Bedarf ILM Speicherpools aus, um einen oder mehrere Speicherpools zu erstellen,
die sich nicht auf den Standort beziehen.
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@ Weitere Informationen finden Sie in den Anweisungen zum Verwalten von Objekten mit
Information Lifecycle Management.

b. Wenn Sie Erasure Coding verwenden mdchten, wahlen Sie ILM Erasure Coding aus, um ein oder
mehrere Erasure Coding-Profile zu erstellen.

Sie mussen Speicherpools auswahlen, die sich nicht auf den Standort beziehen.
@ Verwenden Sie nicht den Speicherpool All Storage Nodes in den Erasure Coding-Profilen.

4. Wahlen Sie ILM Regeln aus und klonen Sie jede der Regeln, die in der Tabelle fir Schritt 3 aufgeflhrt sind
(ILM-Richtlinie Gberarbeiten).

@ Weitere Informationen finden Sie in den Anweisungen zum Verwalten von Objekten mit
Information Lifecycle Management.

a. Verwenden Sie Namen, die die Auswahl dieser Regeln in einer neuen Richtlinie erleichtern.
b. Aktualisieren Sie die Anweisungen fur die Platzierung.

Entfernen Sie alle Storage-Pools oder Erasure Coding-Profile, die auf den Standort verweisen, und
ersetzen Sie sie durch neue Speicherpools oder Erasure Coding-Profile.

@ Verwenden Sie den Alle Speicherknoten nicht in den neuen Regeln.
5. Wahlen Sie ILM Richtlinien und erstellen Sie eine neue Richtlinie, die die neuen Regeln verwendet.

@ Weitere Informationen finden Sie in den Anweisungen zum Verwalten von Objekten mit
Information Lifecycle Management.

a. Wahlen Sie die aktive Richtlinie aus, und wahlen Sie Clone.
b. Geben Sie einen Richtliniennamen und einen Grund fiir die Anderung an.
c. Wahlen Sie Regeln flr die geklonte Richtlinie aus.

= Deaktivieren Sie alle Regeln, die fur Schritt 3 (ILM-Richtlinie Gberarbeiten) auf der Seite
,Dekommission Site" aufgefiihrt sind.

= Wahlen Sie eine Standardregel aus, die sich nicht auf die Site bezieht.

@ Wahlen Sie nicht die Regel 2 Kopien aus, da diese Regel den Alle Speicherknoten
-Speicherpool verwendet, der nicht erlaubt ist.

= Wahlen Sie die anderen Ersatzregeln aus, die Sie erstellt haben. Diese Regeln sollten sich nicht
auf die Website
beziehen.
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Select Rules for Policy

Select Default Rule

This list shows the rules that do not use any filters. Select one rule to be the default rule for the policy. The default rule applies to any
objects that do not match another rule in the policy and is always evaluated last The default rule should retain objects forever
Rule Name
® 2 copies at Sunnyvale and Vancouver for smaller objects &
2 copy 2 sites for smaller objects (5
Make 2 Copies (§

Select Other Rules

The other rules in a policy are evaluated before the default rule and must use at least one filter. Each rule in this list uses at least one
filter (tenant account, bucket name, or an advanced filter, such as object size).
Rule Name Tenant Account
3 copies for $3 tenant § 53 (61659555232085399385)
EC for larger objects (§ -
¥l 1-site EC for larger objects (3 —
W 2 copies for S3 tenant (& 53 (61659555232085399385)

cocs [ oo |

d. Wahlen Sie Anwenden.

e. Ziehen Sie die Zeilen per Drag-and-Drop, um die Regeln in der Richtlinie neu anzuordnen.

Sie kénnen die Standardregel nicht verschieben.

Sie mussen sich vergewissern, dass die ILM-Regeln in der richtigen Reihenfolge sind. Wenn
die Richtlinie aktiviert ist, werden neue und vorhandene Objekte anhand der Regeln in der
angegebenen Reihenfolge bewertet, die oben beginnen.

a. Speichern Sie die vorgeschlagene Richtlinie.

6. Nehmen Sie Testobjekte auf und simulieren Sie die vorgeschlagene Richtlinie, um sicherzustellen, dass
die richtigen Regeln angewendet werden.

Fehler in einer ILM-Richtlinie kdnnen zu nicht wiederherstellbaren Datenverlusten flhren.
@ Prifen und simulieren Sie die Richtlinie sorgfaltig, bevor Sie sie aktivieren, um
sicherzustellen, dass sie wie vorgesehen funktioniert.

Bei der Aktivierung einer neuen ILM-Richtlinie verwendet StorageGRID sie zum
Management aller Objekte, einschlieBlich vorhandener Objekte und neu aufgenommener

@ Objekte. Priifen Sie vor der Aktivierung einer neuen ILM-Richtlinie alle Anderungen an der
Platzierung vorhandener replizierter und Erasure Coding-Objekte. Das Andern des
Speicherorts eines vorhandenen Objekts kann zu voriibergehenden Ressourcenproblemen
fihren, wenn die neuen Platzierungen ausgewertet und implementiert werden.

7. Aktivieren Sie die neue Richtlinie.

Wenn Sie eine verbundene Website ausmustern, beginnt StorageGRID, Objektdaten von der
ausgewahlten Site zu entfernen, sobald Sie die neue ILM-Richtlinie aktivieren. Das Verschieben oder
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Loschen aller Objektkopien kann Wochen in Anspruch nehmen. Sie kénnen zwar eine Deaktivierung einer
Website sicher starten, wahrend noch Objektdaten am Standort vorhanden sind, aber die Deaktivierung
erfolgt schneller und mit weniger Unterbrechungen und Performance-Beeintrachtigungen, wenn Daten vom
Standort verschoben werden kénnen, bevor Sie mit der tatsachlichen AuRRerbetriebnahme beginnen (Durch
Auswahl von Start Decommission in Schritt 5 des Assistenten).

8. Zurlck zu Schritt 3 (ILM-Richtlinie liberarbeiten) um sicherzustellen, dass in der neuen aktiven Richtlinie
keine ILM-Regeln auf der Site angegeben sind und die Schaltflache Weiter aktiviert ist.

Rules Referring to Raleigh in the Active ILM Policy

The table lists the ILM rules in the active LM policy that refer to the site.

« [fno ILM rules are listed, the active ILM policy does not refer to the site. Select Next to go to Step 4 (Remove ILM Refarences).
+ [f one or more ILM rules are listed, you must create and activate a new policy that does not use these nules.

Active Policy Name: Data Protection for Two Sites (5

No ILM rules in the active ILM pelicy refer to Raleigh

@ Wenn Regeln aufgefiihrt sind, missen Sie eine neue ILM-Richtlinie erstellen und aktivieren,
bevor Sie fortfahren kdnnen.

9. Wenn keine Regeln aufgefuhrt sind, wahlen Sie Weiter.

Schritt 4 (ILM-Referenzen entfernen) wird angezeigt.

Schritt 4: Entfernen Sie ILM-Referenzen

Ab Schritt 4 (Entfernen von ILM-Referenzen) des Decommission Site Wizard kdnnen Sie
die vorgeschlagene Richtlinie entfernen, wenn diese vorhanden ist, und alle nicht
verwendeten ILM-Regeln I16schen oder bearbeiten, die sich noch auf die Site beziehen.

Uber diese Aufgabe
In den folgenden Fallen kdnnen Sie den Ablauf zur Deaktivierung der Website nicht starten:

* Es gibt eine vorgeschlagene ILM-Richtlinie. Wenn Sie Uber eine vorgeschlagene Richtlinie verfiigen,
mussen Sie diese Idschen.

» Jede ILM-Regel bezieht sich auf den Standort, selbst wenn diese Regel in keiner ILM-Richtlinie verwendet
wird. Sie mussen alle Regeln, die sich auf die Website beziehen, I6schen oder bearbeiten.

Schritte
1. Wenn eine vorgeschlagene Richtlinie aufgefuhrt ist, entfernen Sie sie.
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Decommission Site

O—9© 0 0 -

Select Site Vigw Details Revise ILM Remove ILM Resolve Node Manitor
Paolicy References Conflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site, even if
those rules are not currently used in an ILM policy.

Proposed policy exists A~

You must delete the proposed policy before you can start the site decommission procedure.

Palicy name: Data Protection for Two Sites (v2) (§ Delete Proposed Policy

4 ILM rules refer to Raleigh R
1 Erasure Coding profile will be deactivated v
3 storage pools will be deleted v

Previous

a. Wahlen Sie Vorgeschlagene Richtlinie Loschen.
b. Wahlen Sie im Bestatigungsdialogfeld * OK* aus.
2. Stellen Sie fest, ob sich ungenutzte ILM-Regeln auf den Standort beziehen.
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Decommission Site

A =, Y
@ —& (i - 5 6
Select Site View Details Revise ILM Remove ILM Resalve Mode Maonitor
Falicy References Caonflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site,
even if those rules are not currently used in an ILM paolicy.

Mo proposed policy exisis
4 |LM rules refer to [aia Center 3 -

This table lists the unused ILM rules that still refer to the site. For each rule listed. you must do one of the following:
« Edit the rule to remove the Erasure Coding profife or storage pool from the placement instructions.
« Delete the rule.

Go to the ILM Rules page (&

Name EC Profiles Storage Pools Delete
lMake 2 Coples — All Storage Modes m

3 copies for 53 tenant — Raleigh storage pool m

2 copies 2 sites for smaller objects — Raleigh storage pool m
EC larger objects three site EC profile All 3 Sites m

1 Erasure Coding profile will be deactivated v
3 storage pools will be deleted w

ILM-Regeln, die aufgefihrt sind, beziehen sich immer noch auf die Site, werden aber in keinen Richtlinien
verwendet. Im Beispiel:

> Die Stock make 2 Kopien Regel verwendet den Systemstandard Alle Speicherknoten Speicherpool,
der die Seite Alle Sites verwendet.

> Die ungenutzte 3 Kopien fiir S3-Mandanten-Regel bezieht sich auf den Raleigh-Speicherpool.

> Die ungenutzte 2 Copy 2-Seiten fiir kleinere Objekte-Regel bezieht sich auf den Raleigh
-Speicherpool.

o Die ungenutzten EC-Regeln fiir groBere Objekte verwenden die Raleigh-Site im Profil Alle 3 Sites
Erasure Coding.

> Wenn keine ILM-Regeln aufgefiihrt sind, wahlen Sie Weiter aus, um zu Schritt 5 (Node-Konflikte
auflésen) zu wechseln.

"Schritt 5: Auflésen von Knotenkonflikten (und Start der Stilllegung)"



Wenn StorageGRID den Standort dekomprimiert, werden automatisch alle nicht
verwendeten Erasure Coding-Profile deaktiviert, die auf den Standort verweisen. AulRerdem

@ werden alle nicht verwendeten Speicherpools, die sich auf den Standort beziehen,
automatisch geldscht. Der standardmaRige Speicherpool Alle Speicherknoten wird entfernt,
da er den Standort Alle Standorte verwendet.

> Wenn eine oder mehrere ILM-Regeln aufgefihrt sind, fahren Sie mit dem nachsten Schritt fort.
3. Bearbeiten oder Loschen jeder nicht verwendeten Regel:

o Um eine Regel zu bearbeiten, gehen Sie auf der Seite ILM-Regeln und aktualisieren Sie alle
Platzierungen, die ein Erasure Coding-Profil oder einen Speicherpool verwenden, der sich auf den
Standort bezieht. Kehren Sie dann zu Schritt 4 (ILM-Referenzen entfernen) zurtick.

@ Weitere Informationen finden Sie in den Anweisungen zum Verwalten von Objekten mit
Information Lifecycle Management.

> Um eine Regel zu I6schen, wéhlen Sie das Papierkorb-Symbol aus fj Und wéhlen Sie OK.

@ Sie muissen die Regel fir Lagerbestand Erstellen von 2 Kopien I6schen, bevor Sie
eine Website stilllegen kdnnen.

4. Vergewissern Sie sich, dass keine vorgeschlagene ILM-Richtlinie vorhanden ist, keine ungenutzten ILM-
Regeln auf die Site verweisen und die Schaltflache Weiter ist aktiviert.

Decommission Site

3 e 5 6

Selec:t_SFte View -[Setails Revise ILM Remove ILM Resaolve Node Monitor
Policy References Conflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site, even if
those rules are not currently used in an ILM policy.

No proposed policy exists
Na ILM rules refer to Raleigh
1 Erasure Coding profile will be deactivated v

3 storage pools will be deleted v

| "]

5. Wahlen Sie Weiter.

225



Alle verbleibenden Speicherpools und Erasure Coding-Profile, die sich auf den Standort
beziehen, werden ungliltig, wenn der Standort entfernt wird. Wenn StorageGRID den
Standort dekomprimiert, werden automatisch alle nicht verwendeten Erasure Coding-Profile

@ deaktiviert, die auf den Standort verweisen. Auferdem werden alle nicht verwendeten
Speicherpools, die sich auf den Standort beziehen, automatisch geléscht. Der
standardmafige Speicherpool Alle Speicherknoten wird entfernt, da er den Standort Alle
Standorte verwendet.

Schritt 5 (Auflésen von Knotenkonflikten) wird angezeigt.

Schritt 5: Auflésen von Knotenkonflikten (und Start der Stilllegung)

Ab Schritt 5 (Aufldsen von Knotenkonflikten) des Assistenten fir die Dekommission-
Website kdnnen Sie feststellen, ob Knoten in Ihrem StorageGRID-System getrennt sind
oder ob Knoten am ausgewahlten Standort zu einer HA-Gruppe gehoren. Nachdem
Konflikte mit Knoten behoben wurden, starten Sie den Vorgang zur Deaktivierung auf
dieser Seite.

Sie mussen sicherstellen, dass alle Nodes in Ihrem StorageGRID System den richtigen Status aufweisen, wie
folgt:

+ Alle Knoten im StorageGRID-System muissen verbunden sein (+").

Wenn Sie eine getrennte Site aulRer Betrieb nehmen, missen alle Nodes an der
entfernenden Site getrennt sein. Alle Nodes an allen anderen Standorten missen
verbunden sein.

» Kein Node an dem gerade entfernenden Standort kann eine Schnittstelle besitzen, die zu einer HA-Gruppe
(High Availability, Hochverfiigbarkeit) gehort.

Wenn ein Knoten fur Schritt 5 (Auflosen von Knotenkonflikten) aufgefiihrt ist, missen Sie das Problem
beheben, bevor Sie den Stilllegen starten kdnnen.

Prifen Sie vor dem Starten des Verfahrens zur Deaktivierung der Website auf dieser Seite die folgenden
Aspekte:

» Sie miUssen genigend Zeit haben, bis der Stilllegen abgeschlossen ist.

Das Verschieben oder Loschen von Objektdaten von einem Standort kann Tage, Wochen
@ oder sogar Monate dauern, abhangig von der Datenmenge am Standort, der Systemlast,
den Netzwerklatenzen und der Art der erforderlichen ILM-Anderungen.

« Wahrend die Deaktivierung der Website lauft:

o Sie kdnnen keine ILM-Regeln erstellen, die sich auf die auszugemusterte Site beziehen. Sie kdnnen
auch keine vorhandene ILM-Regel bearbeiten, um auf die Site zu verweisen.

o Sie kdnnen keine anderen Wartungsvorgange wie z. B. Erweiterung oder Upgrade durchfiihren.
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Wenn Sie wahrend der Stilllegung einer verbundenen Site einen weiteren
Wartungsvorgang durchflihren missen, kdnnen Sie den Vorgang unterbrechen,

@ wahrend die Storage-Nodes entfernt werden. Die Schaltflache Pause ist wahrend der
Phase ,DEcommissioning Replicated and Erasure coded Data“ aktiviert.

o Falls Nodes nach dem Starten der Deaktivierung der Website wiederhergestellt werden missen,
mussen Sie den Support kontaktieren.

Schritte

1. Uberpriifen Sie den Abschnitt ,nicht verbundene Knoten“ von Schritt 5 (Aufldsen von Knotenkonflikten), um

festzustellen, ob Knoten in Ihrem StorageGRID-System einen Verbindungsstatus von Unbekannt (
aufweisengy) Oder Administrativ Down ().

Decommission Site

= = O g Wk
Select Site View Details Revisa ILM Remaove ILM Resolve Maonitor
Policy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.
Note: If you are performing a disconnectad site decommission, all nodes at the site you are removing must be disconnected

« Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

1 disconnected node in the grd

The following nodes have a Connection State of Unknown (blue) or Administratively Down (gray}. You must bring these
disconnected nodes back enline,

For help bringing nodes back online, see the instructions for montoring and troubleshooting StorageGRID and the recovery and
maintenance instructions.

Node Name Connection State Site Type

DC1-83-99-193 5 Data Center 1

Administratively Down Storage Node

1 node in the selected site belongs to an HA group

Passphrase

Provisioning Passphrase @

s |
2. Wenn Knoten getrennt werden, bringen Sie sie wieder in den Online-Modus.

Anweisungen zum Monitoring und zur Fehlerbehebung fir StorageGRID und die Verfahren fir den Grid-

Node finden Sie in den Anweisungen. Wenden Sie sich an den technischen Support, wenn Sie Hilfe
bendtigen.
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3. Wenn alle getrennten Nodes wieder in den Online-Modus versetzt wurden, Uberprifen Sie den Abschnitt
HA-Gruppen in Schritt 5 (Auflésen von Node-Konflikten).

In dieser Tabelle werden alle Nodes am ausgewahlten Standort aufgelistet, die zu einer HA-Gruppe (High
Availability, Hochverfligbarkeit) gehoéren.

Decommission Site

) = = =
O 0 0 0 0 -

Select Site Vigw Details Revise ILM Remave ILM Resolve Monitor
Paolicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

* All nodes in your StorageGRID system are connected
Note: If you are performing a disconnected site decommission, all nodes at the site you are removing must be disconnected.

= Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected

1 node in the selected site belongs to an HA group A

The following nodes in the selected site belong to a high availability (HA) group. You must either edit the HA group to remaove
the node's interface or remove the entira HA group

Go to HA Groups page. &

For information about HA groups, see the instructions for administering StorageGRID

HA Group Name Node Name Node Type
HA group DC1-GW1-99-190 APl Gateway MNode
Passphrase

Provisioning Passphrass @

4. Wenn alle Knoten aufgelistet sind, fiihren Sie einen der folgenden Schritte aus:

o Bearbeiten Sie jede betroffene HA-Gruppe, um die Node-Schnittstelle zu entfernen.

o Entfernen Sie eine HA-Gruppe, die nur Nodes aus diesem Standort enthalt. Lesen Sie die
Anweisungen zum Verwalten von StorageGRID.

Wenn alle Nodes verbunden sind und keine Nodes am ausgewahlten Standort in einer HA-Gruppe
verwendet werden, ist das Feld Provisioning-Passphrase aktiviert.

5. Geben Sie die Provisionierungs-Passphrase ein.

Die Schaltflache Start Decommission wird aktiviert.
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Decommission Site

O—0 0 0 0 -

Select Site View Details Revise ILM Remove ILM Resolve Monitor
Policy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.

Note: [f you are performing a disconnected site decommission, all nodes at the site you are removing must be offline.
« Mo node at the selected site belongs to a high availability {HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected

No nodes in the selected site belong to an HA group

Passphrase

Provisioning Passphrase @ | seseesed

6. Wenn Sie bereit sind, den Vorgang zur Deaktivierung der Website zu starten, wahlen Sie Start
Decommission.

Eine Warnung zeigt den Standort und die Knoten, die entfernt werden. Sie werden daran erinnert, dass es
Tage, Wochen oder sogar Monate dauern kann, die Website vollstandig zu entfernen.

229



A Warning

The following site and its nodes have been selected for decommissioning and will be
permanently removed from the StorageGRID system:

Data Center 3
« DC3-57
= OC3-52
« DC3-53

When StorageGRID removes a site, it temporarily uses strong-site consistancy to prevent object
metadata from heing written to the site being removed. Client write and delete operations can fail
if multiple nodes become unavailable at the remaining sites.

This procedure might take days. weeks, or even months to complete. Select Maintenance =
Decommission to monitor the decommission progress.

Do you want to continua?

B

7. Uberpriifen Sie die Warnung. Wenn Sie bereit sind, zu beginnen, wéahlen Sie OK.

Beim Generieren der neuen Grid-Konfiguration wird eine Meldung angezeigt. Dieser Prozess kann je nach
Typ und Anzahl der nicht mehr verwendeten Grid-Nodes einige Zeit in Anspruch nehmen.

Passphrase

Provisioning Passphrase @& | ssssssee

€ Generating grid configuration. This may take some time depending on the type and the number of decommissioned arid nodes,

Previous e

Wenn die neue Grid-Konfiguration generiert wurde, wird Schritt 6 (Monitor Decommission) angezeigt.

CD Die Schaltflache * Previous* bleibt deaktiviert, bis die Stilllegung abgeschlossen ist.

Verwandte Informationen
"Monitor Fehlerbehebung"
"Verfahren fur den Grid-Node"

"StorageGRID verwalten"
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Schritt 6: Uberwachung Der Dekommission

Ab Schritt 6 (Uberwachung der Dekommission) des Seitenassistenten der
Decommission-Website konnen Sie den Fortschritt Uberwachen, wahrend die Site
entfernt wird.

Uber diese Aufgabe
Wenn StorageGRID einen verbundenen Standort entfernt, werden Nodes in dieser Reihenfolge entfernt:

1. Gateway-Nodes
2. Admin-Nodes
3. Storage-Nodes

Wenn StorageGRID einen getrennten Standort entfernt, werden Nodes in dieser Reihenfolge entfernt:

1. Gateway-Nodes
2. Storage-Nodes
3. Admin-Nodes

Jeder Gateway-Node oder Admin-Node kann moglicherweise nur ein paar Minuten oder eine Stunde entfernt
werden. Storage-Nodes konnen jedoch Tage oder Wochen in Anspruch nehmen.

Schritte
1. Sobald ein neues Wiederherstellungspaket erstellt wurde, laden Sie die Datei herunter.

Decommission Site

4 L5 6

Seleét- Site View I-Z)-etaiis Hevis:a LM Renmvé ILM Resolv_e MNode Monitor
Palicy References Conflicts Decommission

8 A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to
download it

Laden Sie das Wiederherstellungspaket so schnell wie mdglich herunter, um
@ sicherzustellen, dass Sie Ihr Grid wiederherstellen kdnnen, wenn wahrend des Stillfalls
etwas schief geht.

a. Wahlen Sie den Link in der Nachricht aus, oder wahlen Sie Wartung > System >
Wiederherstellungspaket.

b. Laden Sie die herunter . zip Datei:

Lesen Sie die Anweisungen zum Herunterladen des Wiederherstellungspakets.

Die Recovery Package-Datei muss gesichert sein, weil sie Verschlisselungsschlissel und
Passworter enthalt, die zum Abrufen von Daten vom StorageGRID-System verwendet
werden kdnnen.
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Uberwachen Sie mithilfe des Diagramms fiir die Datenverschiebung das Verschieben von Objektdaten von
dieser Seite zu anderen Standorten.

Datenverschiebung gestartet, als Sie die neue ILM-Richtlinie in Schritt 3 aktiviert haben (ILM-Richtlinie
Uberarbeiten). Die Datenverschiebung findet wahrend der gesamten Aul3erbetriebnahme statt.

Decommission Site Progress

5 : L L S,
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Uberwachen Sie im Abschnitt Status des Knotens der Seite den Fortschritt des Stillstandsvorgangs, wenn
Nodes entfernt werden.

Wenn ein Speicherknoten entfernt wird, durchlauft jeder Knoten eine Reihe von Phasen. Obwohl die
meisten dieser Phasen schnell oder sogar unmerklich auftreten, missen Sie mdglicherweise Tage oder
sogar Wochen warten, bis andere Phasen abgeschlossen sind, je nachdem, wie viele Daten verschoben

werden mussen. Zur Verwaltung von Daten, die mit Erasure Coding versehen sind, und zur Neubewertung
von ILM-Verfahren ist zusatzlicher Zeit erforderlich.



Node Progress

€ Depending on the number of objects stored, Storage Nodes might take significantly longer to decommission. Extra time is
needed to manage erasure coded data and re-evaluate [LM

The progress for each node s displayed while the decommission procedure is running. If you need to perform another
maintenance procedure. select Pause to suspend the decommission (only allowed during certain stages).

Searct Q
Name ¥ Type 1T Progress 11 Stage 11
RAL-S1-101-196 St Moie }‘ gizzr;lnr[}n;a;ianing Replicated and Erasure
RAL-82-101-197 Sinrage Node 1 g\z;z::r[}nizioning Replicated and Erasure
RAL-G3.101.198 Sibraga fiode i giii?r[}n;izinning Replicated and Erasure

Wenn Sie den Fortschritt der Deaktivierung einer verbundenen Site iberwachen, lesen Sie diese Tabelle,
um die Phasen zur Ausmusterung eines Storage Node zu verstehen:

Stufe Geschatzte Dauer

Ausstehend Minuten oder weniger

Warten Sie auf Sperren Minuten

Aufgabe Vorbereiten Minuten oder weniger

Markieren von LDR deaktiviert Minuten

Stilllegung replizierter und Stunden, Tage oder Wochen, basierend auf der Datenmenge

Erasure Coding von Daten
Hinweis: Wenn Sie weitere Wartungsarbeiten durchfiihren missen,
konnen Sie die Deaktivierung der Website wahrend dieser Phase

unterbrechen.
LDR-Status gesetzt Minuten
Audit-Warteschlangen Leeren Minuten bis Stunden, basierend auf der Anzahl der Nachrichten und

der Netzwerklatenz.

Vollstandig Minuten

Wenn Sie den Fortschritt der Deaktivierung einer getrennten Site Uiberwachen, lesen Sie diese Tabelle, um
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weitere Informationen zur Ausmusterung von Storage Nodes zu erhalten:

Stufe Geschatzte Dauer
Ausstehend Minuten oder weniger
Warten Sie auf Sperren Minuten

Aufgabe Vorbereiten Minuten oder weniger
Externe Dienste Deaktivieren Minuten

Widerruf Des Zertifikats Minuten

Knoten Nicht Registrieren Minuten
Storage-Klasse Nicht Registrieren Minuten

Entfernung Von Speichergruppen Minuten

Entfernen Der Einheit Minuten

Vollstandig Minuten

4. Sobald alle Nodes abgeschlossen sind, warten Sie, bis der restliche Standort aul3er Betrieb ist.

o Im Schritt Cassandra reparieren fihrt StorageGRID alle erforderlichen Reparaturen an den
Cassandra-Clustern durch, die in lhrem Grid verbleiben. Je nachdem, wie viele Speicherknoten im
Raster verbleiben, kann diese Reparaturen mehrere Tage oder langer dauern.

Decommission Site Progress
Decommission Nodes in-Site Completed
Repair Cassandra In Progress ':E

StorageGRID is repairing the remaining Cassandra clusters after removing the site. This might take several days or more,
depending on how many Storage Nodes remain in your grid.

Overall Progress 0%
Deactivate EC Profiles & Delete Storage Pools Pending
Remove Configurations Pending

o Wahrend des Schritts EC-Profile deaktivieren & Speicherpools I6schen werden folgende ILM-
Anderungen vorgenommen:

= Alle auf den Standort verwiesen Erasure Coding-Profile werden deaktiviert.
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= Alle Speicherpools, die auf den Standort verwiesen werden geldscht.

@ Der systemstandardmaRige Speicherpool ,Alle Speicherknoten® wird ebenfalls
entfernt, da er den Standort ,Alle Standorte” verwendet.

o SchlieBlich werden im Schritt Konfiguration entfernen alle verbleibenden Verweise auf die Site und
ihre Knoten aus dem Rest des Rasters entfernt.

Decommission Site Progress

Decommission Nodes in Site Completed
Repair Cassandra Completed
Deactivate EC Profiles & Delete Storage Pools Completed
Remaove Configurations In Progress :,:‘E

StorageGRID is removing the site and node configurations from the rest of the grid

5. Nach Abschluss des Stilllegen-Verfahrens wird auf der Seite Decommission Site eine Meldung angezeigt,
die den entfernten Standort nicht mehr anzeigt.

Decommission Site

o 2 3 4 5 6

Select Site View Details Revise LM Remove [LM Resolve Node Monitor
Palicy References Caonflicts Decommission

The previous decommission procedure completed successiully at 2021-01-12 14:28:32 MST

VWhen you decommission a site, all nodas at the site and the site itsalf are parmanantly removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then. select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state.

You might not be able to remove certain sites. For example. you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive Node.

Sites
Site Name Used Storage Capacity © Decommission Possible
Sunnyvale 479 MB
Vancouver 4.90 MB Mo. This site contains the primary Admin Node.

Nachdem Sie fertig sind
Flhren Sie diese Aufgaben nach Abschluss des Verfahrens zur Deaktivierung der Website durch:
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 Stellen Sie sicher, dass die Laufwerke aller Storage-Nodes am ausgemusterten Standort sauber geldscht
werden. Verwenden Sie ein handelslbliches Datenwischwerkzeug oder einen Dienst, um die Daten
dauerhaft und sicher von den Laufwerken zu entfernen.

* Wenn die Site einen oder mehrere Admin-Nodes enthalt und Single Sign-On (SSO) fir lhr StorageGRID-
System aktiviert ist, entfernen Sie alle Vertrauensstellen fir die Site aus Active Directory Federation
Services (AD FS).

* Nachdem die Knoten im Rahmen der Deaktivierung des angeschlossenen Standorts automatisch
ausgeschaltet wurden, entfernen Sie die zugehdrigen virtuellen Maschinen.

Verwandte Informationen

"Herunterladen des Wiederherstellungspakets"

Netzwerkwartungsverfahren

Sie konnen die Liste der Subnetze im Grid-Netzwerk konfigurieren oder IP-Adressen,
DNS-Server oder NTP-Server fur Ihr StorageGRID-System aktualisieren.

WahIimaoglichkeiten
« "Subnetze flur das Grid-Netzwerk aktualisieren”

* "IP-Adressen werden konfiguriert"
* "DNS-Server werden konfiguriert"
+ "Konfigurieren von NTP-Servern"

+ "Wiederherstellen der Netzwerkverbindung fiir isolierte Knoten"

Subnetze fiir das Grid-Netzwerk aktualisieren

StorageGRID pflegt eine Liste der flr die Kommunikation zwischen den Grid-Nodes im
Grid-Netzwerk (ethO) verwendeten Subnetze. Zu diesen Eintragen gehodren die Subnetze,
die von jedem Standort im StorageGRID-System fur das Grid-Netzwerk verwendet
werden, sowie alle Subnetze, die fur NTP, DNS, LDAP oder andere externe Server
verwendet werden, auf die Uber das Grid-Netzwerk-Gateway zugegriffen wird. Wenn Sie
Grid-Nodes oder einen neuen Standort in einer Erweiterung hinzufugen, mussen Sie
madglicherweise Subnetze zum Grid-Netzwerk aktualisieren oder hinzufigen.

Was Sie bendtigen
» Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

» Sie mussen Uber die Berechtigung Wartung oder Stammzugriff verflgen.
» Sie muissen Uber eine Passphrase fir die Bereitstellung verfigen.

» Sie missen die Netzwerkadressen in CIDR-Notation der Subnetze haben, die Sie konfigurieren mochten.

Uber diese Aufgabe

Wenn Sie eine Erweiterungsaktivitat durchfihren, die das Hinzufligen eines neuen Subnetzes beinhaltet,
mussen Sie das neue Grid-Subnetz hinzufligen, bevor Sie den Erweiterungsvorgang starten.

Schritte
1. Wahlen Sie Wartung Netzwerk Grid-Netzwerk.
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Grid Network

Configure the subnets that are used on the Grid Network. These entries typically include the subnets for the Grid Metwork (eth0) for each
site in your StorageGRID system as well as any subnets for NTP, DNS, LDAP, or other external servers accessed through the Grid
Network gateway.

Subnets

Subnet 1 10.96.104.0/22 ==

Passphrase

Provisioning
Passphrase

2. Klicken Sie in der Liste Subnetze auf das Pluszeichen, um ein neues Subnetz in CIDR-Notation
hinzuzufiigen.

Geben Sie beispielsweise ein 10.96.104.0/22.
3. Geben Sie die Provisionierungs-Passphrase ein, und klicken Sie auf Speichern.

Die angegebenen Subnetze werden automatisch fur lhr StorageGRID System konfiguriert.

IP-Adressen werden konfiguriert

Sie kdnnen eine Netzwerkkonfiguration durchfiihren, indem Sie IP-Adressen fur Grid-
Nodes mithilfe des Tools IP andern konfigurieren.

Sie miissen das Change IP-Tool verwenden, um die meisten Anderungen an der Netzwerkkonfiguration
vorzunehmen, die urspriinglich wahrend der Grid-Implementierung festgelegt wurde. Manuelle Anderungen
unter Verwendung von standardmafigen Linux-Netzwerkbefehlen und Dateien werden mdglicherweise nicht
an allen StorageGRID-Diensten weitergegeben. Dabei bleiben Upgrades, Neustarts oder Recovery-Verfahren
fur Knoten nicht erhalten.

@ Wenn Sie die Grid-Netzwerk-IP-Adresse fiir alle Knoten im Raster &ndern moéchten, verwenden
Sie das spezielle Verfahren fiir Grid-weite Anderungen.

"Andern der IP-Adressen fiir alle Nodes im Grid"

Wenn Sie nur Anderungen an der Netznetzwerksubnetz-Liste vornehmen, verwenden Sie den
Grid-Manager, um die Netzwerkkonfiguration hinzuzufligen oder zu andern. Verwenden Sie

@ andernfalls das Change IP-Tool, wenn der Grid Manager aufgrund eines
Netzwerkkonfigurationsproblem nicht erreichbar ist, oder Sie fiihren gleichzeitig eine Anderung
des Grid Network Routing und andere Netzwerkanderungen durch.

@ Das IP-Anderungsverfahren kann eine UnterbrechungsMaRnahme sein. Teile des Rasters sind
maoglicherweise erst verfligbar, wenn die neue Konfiguration angewendet wird.
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» Ethernet-Schnittstellen*

Die ethO zugewiesene IP-Adresse ist immer die Grid-Netzwerk-IP-Adresse des Grid-Node. Die eth1
zugewiesene IP-Adresse ist immer die Admin-Netzwerk-IP-Adresse des Grid-Node. Die eth2 zugewiesene IP-
Adresse ist immer die Client-Netzwerk-IP-Adresse des Grid-Node.

Beachten Sie, dass auf einigen Plattformen, z. B. StorageGRID Appliances, eth0, eth1 und eth2, aggregierte
Schnittstellen bestehen, die aus untergeordneten Bridges oder Bindungen von physischen oder VLAN-
Schnittstellen bestehen. Auf diesen Plattformen wird auf der Registerkarte SSM Ressourcen die Grid-, Admin-
und Client-Netzwerk-IP-Adresse angezeigt, die anderen Schnittstellen zusatzlich zu eth0, eth1 oder eth2
zugewiesen ist.

DHCP

Sie kdnnen DHCP nur wahrend der Bereitstellungsphase einrichten. Sie konnen DHCP wahrend der
Konfiguration nicht einrichten. Sie miissen die Anderungsverfahren fir die IP-Adresse verwenden, wenn Sie
IP-Adressen, Subnetzmaske und Standard-Gateways fiir einen Grid-Node andern mdéchten. Wenn Sie das
Tool IP andern verwenden, werden DHCP-Adressen statisch.

Hochverfiigbarkeitsgruppen
* Die Client-Netzwerk-IP-Adresse kann nicht auerhalb des Subnetzes einer HA-Gruppe geandert werden,

die in der Client-Netzwerkschnittstelle konfiguriert ist.

+ Sie kdnnen die IP-Adresse des Client-Netzwerks nicht in den Wert einer vorhandenen virtuellen 1P-
Adresse andern, die von einer HA-Gruppe zugewiesen wurde, die in der Client-Netzwerkschnittstelle
konfiguriert ist.

* Die Grid-Netzwerk-IP-Adresse kann nicht aul3erhalb des Subnetzes einer auf der Grid-
Netzwerkschnittstelle konfigurierten HA-Gruppe geandert werden.

+ Sie kdnnen die IP-Adresse des Grid-Netzwerks nicht in den Wert einer vorhandenen virtuellen IP-Adresse
andern, die von einer HA-Gruppe zugewiesen wurde, die auf der Grid-Netzwerkschnittstelle konfiguriert ist.

Wahlmoglichkeiten
+ "Andern der Netzwerkkonfiguration eines Node"

+ "Hinzufligen oder Andern von Subnetzlisten im Admin-Netzwerk"
* "Hinzufligen oder Andern von Subnetzlisten im Grid-Netzwerk"
« "Linux: Hinzufligen von Schnittstellen zu einem vorhandenen Node"

+ "Andern der IP-Adressen fiir alle Nodes im Grid"

Andern der Netzwerkkonfiguration eines Knotens

Mit dem Change IP-Tool konnen Sie die Netzwerkkonfiguration fur einen oder mehrere
Knoten andern. Sie kdnnen die Konfiguration des Grid-Netzwerks andern oder den
Administrator- oder Client-Netzwerk hinzuflgen, andern oder entfernen.

Was Sie bendtigen

Sie mussen die haben Passwords. txt Datei:

Uber diese Aufgabe

Linux: Wenn Sie zum ersten Mal einen Grid-Knoten zum Admin-Netzwerk oder Client-Netzwerk hinzufiigen
und SIE IN der Node-Konfigurationsdatei NOCH nicht ADMIN_NETWORK_TARGET oder
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CLIENT_NETWORK_TARGET konfiguriert haben, miissen Sie dies jetzt tun.
Weitere Informationen finden Sie in der StorageGRID-Installationsanleitung fur lhr Linux-Betriebssystem.

Appliances: bei StorageGRID-Geraten, wenn das Client- oder Admin-Netzwerk wahrend der Erstinstallation
nicht im StorageGRID Appliance Installer konfiguriert wurde, kann das Netzwerk nicht mit dem Change IP-Tool
hinzugefugt werden. Zunachst missen Sie das Gerat in den Wartungsmodus versetzen, die Links
konfigurieren, das Gerat in den normalen Betriebsmodus zuriickversetzen und die Netzwerkkonfiguration
mithilfe des Tools IP andern andern. Informationen zum Konfigurieren von Netzwerkverbindungen finden Sie in
der Installations- und Wartungsanleitung fur lhre Appliance.

Sie konnen die IP-Adresse, die Subnetzmaske, das Gateway oder den MTU-Wert fiir einen oder mehrere
Knoten in einem Netzwerk andern.

Sie kénnen auch einen Knoten aus einem Client-Netzwerk oder aus einem Admin-Netzwerk hinzufligen oder
entfernen:

« Sie kdnnen einem Client-Netzwerk oder einem Admin-Netzwerk einen Knoten hinzufligen, indem Sie dem
Knoten eine IP-Adresse/Subnetzmaske hinzufligen.
» Sie kdnnen einen Knoten aus einem Client-Netzwerk oder aus einem Admin-Netzwerk entfernen, indem

Sie die IP-Adresse/Subnetzmaske fir den Knoten in diesem Netzwerk 16schen.

Knoten kdnnen nicht aus dem Grid-Netzwerk entfernt werden.

@ IP-Adressenschwalben sind nicht zulassig. Wenn Sie IP-Adressen zwischen Grid-Nodes
austauschen missen, missen Sie eine temporare IP-Adresse verwenden.

Wenn Single Sign-On (SSO) fur Ihr StorageGRID-System aktiviert ist und Sie die IP-Adresse
eines Admin-Knotens andern, ist zu beachten, dass jedes Vertrauen, das mit der IP-Adresse
des Admin-Knotens konfiguriert wurde (anstelle des vollstandig qualifizierten Domanennamens,

@ wie empfohlen), unglltig wird. Sie kénnen sich nicht mehr bei dem Node anmelden. Unmittelbar
nach dem Andern der IP-Adresse missen Sie das Vertrauen des Knotens in Active Directory
Federation Services (AD FS) mit der neuen IP-Adresse aktualisieren oder neu konfigurieren.
Lesen Sie die Anweisungen zum Verwalten von StorageGRID.

Alle Anderungen, die Sie mit dem Change IP-Tool an das Netzwerk vornehmen, werden an die

@ Installer-Firmware fur die StorageGRID-Appliances Ubertragen. Auf diese Weise wird bei einer
erneuten Installation der StorageGRID Software auf einer Appliance oder beim Einsatz einer
Appliance in den Wartungsmodus die Netzwerkkonfiguration korrekt ausgefihrt.

Schritte
1. Melden Sie sich beim primaren Admin-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@primary Admin Node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords. txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.
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5.
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Starten Sie das Change IP-Tool mit folgendem Befehl: change-ip

Geben Sie an der Eingabeaufforderung die Provisionierungs-Passphrase ein.

Das Hauptmeni wird angezeigt.

Welcome to the StorsgeGRID IP Change Tool.
Selected nodes: all

SELECT MODES to edit

EDIT IP/mask, gateway and MTU

EDIT admin network subnet lists

EDIT grid network subnet list

SHOW changes

EHOW full configuration, with changes highlighted
WALIDATE changes

SAVE changes, s0 you can resume later
CLEAR 8ll chenges, to stert fresh
APPLY changes to the grid

Exit

L b
-

L
5:
-
i
B:
o
ia:
- H

=T = B
selection: §

. Wahlen Sie optional 1 aus, um die zu aktualisierenden Knoten auszuwahlen. Wahlen Sie dann eine der

folgenden Optionen aus:

o 1: Einzelner Knoten — nach Namen auswahlen

o 2: Single Node — Wahlen Sie nach Standort, dann nach Name
> 3: Single Node — Wahlen Sie nach aktueller IP

° 4: Alle Knoten an einem Standort

o 5: Alle Knoten im Raster
Hinweis: Wenn Sie alle Knoten aktualisieren mochten, lassen Sie "alle" ausgewahlt bleiben.

Nachdem Sie lhre Auswahl getroffen haben, wird das Hauptmeni angezeigt, wobei das Feld Ausgewahlte
Knoten aktualisiert wird, um lhre Auswahl zu bertcksichtigen. Alle nachfolgenden Aktionen werden nur auf
den angezeigten Nodes ausgefuhrt.

Wahlen Sie im Hauptmeni die Option 2, um IP/Maske, Gateway und MTU-Informationen fur die
ausgewahlten Knoten zu bearbeiten.

a. Wahlen Sie das Netzwerk aus, in dem Sie Anderungen vornehmen mochten:

= 1: Netznetz
= 2: Admin-Netzwerk
= 3: Client-Netzwerk

= 4: Alle Netzwerke nach der Auswahl zeigt die Eingabeaufforderung den Knotennamen, den
Netzwerknamen (Grid, Admin oder Client), den Datentyp (IP/Maske, Gateway oder MTU) und
aktueller Wert.

Wenn Sie die IP-Adresse, die Prafixlange, das Gateway oder die MTU einer DHCP-konfigurierten
Schnittstelle bearbeiten, wird die Schnittstelle zu statisch gedndert. Wenn Sie eine durch DHCP
konfigurierte Schnittstelle andern mochten, wird eine Warnung angezeigt, die Sie darliber
informiert, dass sich die Schnittstelle in statisch andert.

Als konfigurierte Schnittstellen £ixed Kann nicht bearbeitet werden.



b. Um einen neuen Wert festzulegen, geben Sie ihn in das fur den aktuellen Wert angezeigte Format ein.

c. Um den aktuellen Wert unverandert zu lassen, driicken Sie Enter.

d. Wenn der Datentyp ist IP/mask, Sie konnen das Admin- oder Client-Netzwerk vom Knoten l6schen,
indem Sie d oder 0.0.0.0/0 eingeben.

e. Nachdem Sie alle Knoten bearbeitet haben, die Sie d&ndern mdchten, geben Sie q ein, um zum
Hauptmeni zurickzukehren.

Ihre Anderungen werden so lange gespeichert, bis sie geldscht oder angewendet wurden.

6. Uberpriifen Sie Ihre Anderungen, indem Sie eine der folgenden Optionen auswahlen:

o 5: Zeigt Edits in der Ausgabe an, die isoliert sind, um nur das geanderte Element anzuzeigen.
Anderungen werden griin (Ergéanzungen) oder rot (L6schungen) hervorgehoben, wie in der
Beispielausgabe dargestellt:

o 6: Zeigt Anderungen in der Ausgabe an, die die vollstandige Konfiguration anzeigen. Anderungen
werden grin (Ergéanzungen) oder rot (L6schungen) markiert.

Bestimmte Befehlszeilenschnittstellen zeigen moglicherweise Erganzungen und
@ Léschungen mithilfe von durchgestrickter Formatierung. Die richtige Anzeige hangt von
Ihrem Terminalclient ab, der die erforderlichen VT100-Escape-Sequenzen unterstitzt.

7. Wahlen Sie Option 7, um alle Anderungen zu validieren.

Durch diese Validierung wird sichergestellt, dass die Regeln fur Grid-, Admin- und Client-Netzwerke, z. B.
die Verwendung Uberlappender Subnetze, nicht verletzt werden.

In diesem Beispiel ergab die Validierung Fehler.
In diesem Beispiel wurde die Validierung erfolgreich bestanden.

8. Wenn die Validierung erfolgreich abgeschlossen ist, wahlen Sie eine der folgenden Optionen:

o 8: Speichern Sie nicht angewendete Anderungen.

Mit dieser Option kénnen Sie das Tool IP andern beenden und es spater erneut starten, ohne dabei
unangewendete Anderungen zu verlieren.

> 10: Die neue Netzwerkkonfiguration anwenden.
9. Wenn Sie die Option 10 ausgewahlt haben, wahlen Sie eine der folgenden Optionen:
- Apply: Die Anderungen sofort anwenden und bei Bedarf automatisch jeden Knoten neu starten.
Wenn fiir die neue Netzwerkkonfiguration keine Anderungen am physischen Netzwerk erforderlich
sind, kénnen Sie Apply auswahlen, um die Anderungen sofort anzuwenden. Nodes werden bei Bedarf
automatisch neu gestartet. Knoten, die neu gestartet werden miissen, werden angezeigt.

o Stufe: Beim nachsten manuellen Neustart der Knoten die Anderungen anwenden.

Wenn Sie Anderungen an der physischen oder virtuellen Netzwerkkonfiguration vornehmen miissen,
damit die neue Netzwerkkonfiguration funktioniert, miissen Sie die Option Stage verwenden, die
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betroffenen Knoten herunterfahren, die erforderlichen Anderungen am physischen Netzwerk
vornehmen und die betroffenen Knoten neu starten. Wenn Sie Apply wahlen, ohne zuvor diese
Netzwerkanderungen vornehmen zu missen, schlagen die Anderungen normalerweise fehl.

@ Wenn Sie die Option Stage verwenden, missen Sie den Knoten nach der Staging so
schnell wie moglich neu starten, um Stérungen zu minimieren.

o Abbrechen: Nehmen Sie keine Netzwerkanderungen vor.

Wenn Sie nicht wissen, dass fiir die vorgeschlagenen Anderungen ein Neustart von Nodes erforderlich
ist, kdnnen Sie die Anderungen verschieben, um die Auswirkungen fiir den Benutzer zu minimieren.
Mit der Option Cancel gelangen Sie zuriick zum Hauptmenii und erhalten Ihre Anderungen, damit Sie
sie spater anwenden kdnnen.

Wenn Sie Apply oder Stage auswahlen, wird eine neue Netzwerkkonfigurationsdatei generiert, die
Bereitstellung durchgefiihrt und Knoten mit neuen Arbeitsinformationen aktualisiert.

Wahrend der Bereitstellung wird der Status bei der Anwendung von Aktualisierungen angezeigt.

Generating new grid networking description file...
Running provisioning...

Updating grid network configuration on Name

Nach dem Anwenden oder Staging von Anderungen wird ein neues Wiederherstellungspaket als Ergebnis
der Anderung der Grid-Konfiguration generiert.

10. Wenn Sie Phase ausgewahlt haben, fiihren Sie nach Abschluss der Bereitstellung folgende Schritte aus:
a. Nehmen Sie die erforderlichen Anderungen am physischen oder virtuellen Netzwerk vor.

Physische Netzwerkinderungen: Nehmen Sie die erforderlichen Anderungen an der physischen
Netzwerkumgebung vor, und fahren Sie den Knoten bei Bedarf sicher herunter.

Linux: Wenn Sie den Knoten zum ersten Mal zu einem Admin-Netzwerk oder Client-Netzwerk hinzufiigen,
stellen Sie sicher, dass Sie die Schnittstelle wie unter ,Hinzufiligen von Schnittstellen zu einem
vorhandenen Knoten® hinzugefiigt haben.
a. Starten Sie die betroffenen Knoten neu.
11. Wahlen Sie 0 aus, um das Change IP-Tool nach Abschluss der Anderungen zu beenden.
12. Laden Sie ein neues Wiederherstellungspaket aus dem Grid Manager herunter.
a. Wahlen Sie Wartung > System > Wiederherstellungspaket.

b. Geben Sie die Provisionierungs-Passphrase ein.

Verwandte Informationen
"Linux: Hinzufigen von Schnittstellen zu einem vorhandenen Node"

"Installieren Sie Red hat Enterprise Linux oder CentOS"
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"Installieren Sie Ubuntu oder Debian"
"SG100 SG1000 Services-Appliances"
"SG6000 Storage-Appliances”
"SG5700 Storage-Appliances”
"StorageGRID verwalten"

"IP-Adressen werden konfiguriert"

Hinzufiigen oder Andern von Subnetzlisten im Admin-Netzwerk

Sie konnen die Subnetze in der Subnetz-Liste Admin-Netzwerk eines oder mehrerer
Nodes hinzufugen, I6schen oder andern.

Was Sie bendtigen

* Sie mussen die haben Passwords. txt Datei:

Sie kdbnnen Subnetze zu allen Nodes in der Subnetz-Liste des Admin-Netzwerks hinzufligen, |I6schen oder
andern.
Schritte

1. Melden Sie sich beim primaren Admin-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@primary Admin Node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

2. Starten Sie das Change IP-Tool mit folgendem Befehl: change-ip

3. Geben Sie an der Eingabeaufforderung die Provisionierungs-Passphrase ein.

Das Hauptmenu wird angezeigt.

Welcome to the StorageGRID IP Change Tool.
Selected nodes: all

SELECT NODES to edit

EDIT IP/mask, gateway and MTU

EDIT admin network subnet lists

EDIT grid network subnet list

SHOW changes

EHOW full configuration, with changes highlighted
WALIDATE changes

SAVE changes, s0 you can resume later
CLEAR 8ll chenges, to stert fresh
APPLY changes to the grid

Exit
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4. Optional kdnnen Sie auch die Netzwerke/Nodes begrenzen, auf denen Vorgange ausgefihrt werden.
Folgenden Optionen wahlbar:

o Wahlen Sie die Knoten aus, die Sie bearbeiten mdchten, indem Sie 1 wahlen, wenn Sie bestimmte
Knoten filtern méchten, auf denen der Vorgang ausgefiihrt werden soll. Wahlen Sie eine der folgenden
Optionen:

= 1: Einzelner Knoten (nach Namen auswahlen)

= 2: Einzelner Knoten (nach Standort auswahlen, dann nach Name)
= 3: Einzelner Knoten (nach aktueller IP auswahlen)

= 4: Alle Knoten an einem Standort

= 5: Alle Knoten im Raster

= 0: Zurlck

° Die Option ,a11“ bleibt aktiviert. Nach der Auswahl wird der Hauptmenu-Bildschirm angezeigt. Das
Feld ,Ausgewahlte Knoten“ gibt Ihre neue Auswahl wieder. Nun werden alle ausgewahlten Vorgange
nur fur dieses Element ausgefuhrt.

5. Wahlen Sie im Hauptmenu die Option zum Bearbeiten von Subnetzen flr das Admin-Netzwerk (Option 3).

6. Folgenden Optionen wahlbar:

° Flgen Sie ein Subnetz hinzu, indem Sie diesen Befehl eingeben: add CIDR
° Léschen Sie ein Subnetz, indem Sie diesen Befehl eingeben: del CIDR

° Legen Sie die Liste der Subnetze fest, indem Sie diesen Befehl eingeben: set CIDR

@ Fir alle Befehle kénnen Sie mit diesem Format mehrere Adressen eingeben: add
CIDR, CIDR

Beispiel: add 172.14.0.0/16, 172.15.0.0/16, 172.16.0.0/16

Sie kénnen den erforderlichen Tippaufwand reduzieren, indem Sie ,Pfeil nach
oben” verwenden, um zuvor eingegebene Werte an die aktuelle Eingabeaufforderung
abzurufen und diese gegebenenfalls zu bearbeiten.

Im folgenden Beispiel werden Subnetze zur Subnetz-Liste des Admin-Netzwerks hinzugefiigt:

244



7. Wenn Sie bereit sind, geben Sie q ein, um zum Hauptmeni-Bildschirm zuriickzukehren. lhre Anderungen
werden so lange gespeichert, bis sie geldscht oder angewendet wurden.

@ Wenn Sie in Schritt 2 einen der ,alle“ Knotenauswahlmodi ausgewahlt haben, missen Sie
Enter (ohne q) driicken, um zum nachsten Knoten in der Liste zu gelangen.

8. Folgenden Optionen wahlbar:

> Wahlen Sie die Option 5, um Anderungen in der Ausgabe anzuzeigen, die isoliert sind, um nur das
geanderte Element anzuzeigen. Anderungen werden griin (Zuséatze) oder rot (Léschungen)
hervorgehoben, wie in der Beispielausgabe unten gezeigt:

> Wahlen Sie die Option 6, um Anderungen in der Ausgabe anzuzeigen, die die vollstandige
Konfiguration anzeigen. Anderungen werden griin (Ergéanzungen) oder rot (Léschungen) markiert.
Hinweis: bestimmte Terminalemulatoren kénnten Erganzungen und Léschungen mit durchgestrickter
Formatierung anzeigen.

Wenn Sie versuchen, die Subnetz-Liste zu andern, wird die folgende Meldung angezeigt:

CAUTION: The Admin Network subnet list on the node might contain /32
subnets derived from automatically applied routes that are not
persistent. Host routes (/32 subnets) are applied automatically if
the IP addresses provided for external services such as NTP or DNS
are not reachable using default StorageGRID routing, but are
reachable using a different interface and gateway. Making and
applying changes to the subnet list will make all automatically
applied subnets persistent. If you do not want that to happen, delete
the unwanted subnets before applying changes. If you know that all
/32 subnets in the list were added intentionally, you can ignore this
caution.

Wenn Sie die NTP- und DNS-Servernetze nicht speziell einem Netzwerk zugewiesen haben, erstellt
StorageGRID automatisch eine Host-Route (/32) fur die Verbindung. Wenn Sie beispielsweise eine /16-
oder /24-Route fir eine ausgehende Verbindung zu einem DNS- oder NTP-Server verwenden
mochten, sollten Sie die automatisch erstellte /32-Route I6schen und die gewlinschten Routen
hinzufigen. Wenn Sie die automatisch erstellte Host-Route nicht I6schen, wird sie beibehalten,
nachdem Sie Anderungen an der Subnetz-Liste vorgenommen haben.

Sie kdnnen diese automatisch erkannten Host-Routen verwenden, aber im Allgemeinen
sollten Sie die DNS- und NTP-Routen manuell konfigurieren, um die Konnektivitat zu
gewabhrleisten.

9. Wahlen Sie Option 7, um alle stufenweisen Anderungen zu validieren.

Diese Validierung stellt sicher, dass die Regeln fiir Grid, Admin und Client-Netzwerke befolgt werden, z. B.
die Verwendung Uberlappender Subnetze.

10. Wahlen Sie optional die Option 8, um alle Anderungen in der Stufendschicht zu speichern und spéater
zuriickzukehren, um die Anderungen fortzusetzen.
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Mit dieser Option kdnnen Sie das Tool IP andern beenden und es spater erneut starten, ohne dabei
unangewendete Anderungen zu verlieren.
11. Flhren Sie einen der folgenden Schritte aus:

> Wahlen Sie Option 9, wenn Sie alle Anderungen l6schen mochten, ohne die neue
Netzwerkkonfiguration zu speichern oder anzuwenden.

> Wahlen Sie Option 10, wenn Sie bereit sind, Anderungen anzuwenden und die neue
Netzwerkkonfiguration bereitzustellen. Wahrend des Provisioning wird der Status als Aktualisierung
angezeigt, wie in der folgenden Beispielausgabe dargestellt:

Generating new grid networking description file...
Running provisioning...

Updating grid network configuration on Name

12. Laden Sie ein neues Wiederherstellungspaket aus dem Grid Manager herunter.
a. Wahlen Sie Wartung > System > Wiederherstellungspaket.

b. Geben Sie die Provisionierungs-Passphrase ein.

Verwandte Informationen

"IP-Adressen werden konfiguriert"

Hinzufiigen oder Andern von Subnetzlisten im Grid-Netzwerk

Mithilfe des Tools IP andern konnen Sie Subnetze im Grid Network hinzufigen oder
andern.

Was Sie bendtigen

* Sie haben die Passwords. txt Datei:

Uber diese Aufgabe

Sie kdnnen Subnetze in der Netznetznetznetznetznetznetzsubnetliste hinzufiigen, I6schen oder andern.
Anderungen wirken sich auf das Routing aller Knoten im Raster aus.

Wenn Sie nur Anderungen an der Netznetzwerksubnetz-Liste vornehmen, verwenden Sie den
Grid-Manager, um die Netzwerkkonfiguration hinzuzufligen oder zu andern. Verwenden Sie

@ andernfalls das Change IP-Tool, wenn der Grid Manager aufgrund eines
Netzwerkkonfigurationsproblem nicht erreichbar ist, oder Sie fiihren gleichzeitig eine Anderung
des Grid Network Routing und andere Netzwerkadnderungen durch.

Schritte
1. Melden Sie sich beim primaren Admin-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@primary Admin Node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
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d. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

2. Starten Sie das Change IP-Tool mit folgendem Befehl: change-ip

3. Geben Sie an der Eingabeaufforderung die Provisionierungs-Passphrase ein.

Das Hauptmenu wird angezeigt.

Welcome to the StorageGRID IP Change Tool.
Selected nodes: all

SELECT MWODES to edit

EDIT IP/mask, gateway and MTU

EDIT admin network subnet Iists

EDIT grid network subnet list

EHOW changes

SHOW full configuration, with changes highlighted
VALIDATE changes

SAVE changes, s0 you can resume later
CLEAR 8ll chenges, to stert fresh
APPLY changes to the grid

Exit
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4. Wahlen Sie im Hauptmenu die Option zum Bearbeiten von Subnetzen fir das Grid-Netzwerk (Option 4).
@ Anderungen an der Netznetzwerksubnetz-Liste sind im gesamten Grid verfuigbar.

5. Folgenden Optionen wahlbar:

° Flgen Sie ein Subnetz hinzu, indem Sie diesen Befehl eingeben: add CIDR
° Léschen Sie ein Subnetz, indem Sie diesen Befehl eingeben: del CIDR

° Legen Sie die Liste der Subnetze fest, indem Sie diesen Befehl eingeben: set CIDR

@ Fir alle Befehle kénnen Sie mit diesem Format mehrere Adressen eingeben: add
CIDR, CIDR

Beispiel: add 172.14.0.0/16, 172.15.0.0/16, 172.16.0.0/16

Sie kénnen den erforderlichen Tippaufwand reduzieren, indem Sie ,Pfeil nach

. oben” verwenden, um zuvor eingegebene Werte an die aktuelle Eingabeaufforderung
abzurufen und diese gegebenenfalls zu bearbeiten.

Die unten stehende Beispieleingabe zeigt das Festlegen von Subnetzen fir die Netzsubnetz-Liste:

6. Wenn Sie bereit sind, geben Sie q ein, um zum Hauptmeni-Bildschirm zuriickzukehren. lhre Anderungen
werden so lange gespeichert, bis sie geldscht oder angewendet wurden.

7. Folgenden Optionen wahlbar:

> Wahlen Sie die Option 5, um Anderungen in der Ausgabe anzuzeigen, die isoliert sind, um nur das
geanderte Element anzuzeigen. Anderungen werden griin (Zuséatze) oder rot (Léschungen)
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hervorgehoben, wie in der Beispielausgabe unten gezeigt:

> Wahlen Sie die Option 6, um Anderungen in der Ausgabe anzuzeigen, die die vollstandige
Konfiguration anzeigen. Anderungen werden griin (Erganzungen) oder rot (Léschungen) markiert.

@ Bestimmte Befehlszeilenschnittstellen zeigen moglicherweise Erganzungen und
Léschungen mithilfe von durchgestrickter Formatierung.

8. Wahlen Sie Option 7, um alle stufenweisen Anderungen zu validieren.

Diese Validierung stellt sicher, dass die Regeln fiir Grid, Admin und Client-Netzwerke befolgt werden, z. B.
die Verwendung Uberlappender Subnetze.

9. Wahlen Sie optional die Option 8, um alle Anderungen in der Stufendschicht zu speichern und spéater
zuriickzukehren, um die Anderungen fortzusetzen.

Mit dieser Option kénnen Sie das Tool IP andern beenden und es spater erneut starten, ohne dabei
unangewendete Anderungen zu verlieren.

10. Fuhren Sie einen der folgenden Schritte aus:

> Wahlen Sie Option 9, wenn Sie alle Anderungen l6schen mdchten, ohne die neue
Netzwerkkonfiguration zu speichern oder anzuwenden.

> Wahlen Sie Option 10, wenn Sie bereit sind, Anderungen anzuwenden und die neue
Netzwerkkonfiguration bereitzustellen. Wahrend des Provisioning wird der Status als Aktualisierung
angezeigt, wie in der folgenden Beispielausgabe dargestellt:

Generating new grid networking description file...
Running provisioning...

Updating grid network configuration on Name
11. Wenn Sie beim Andern des Grid-Netzwerks die Option 10 ausgewahlt haben, wahlen Sie eine der
folgenden Optionen aus:

- Apply: Die Anderungen sofort anwenden und bei Bedarf automatisch jeden Knoten neu starten.
Wenn die neue Netzwerkkonfiguration ohne externe Anderungen gleichzeitig mit der alten
Netzwerkkonfiguration funktioniert, kdnnen Sie die Option Apply fir eine vollautomatische
Konfigurationsénderung verwenden.

o Stufe: Beim nachsten Neustart der Knoten die Anderungen anwenden.

Wenn Sie Anderungen an der physischen oder virtuellen Netzwerkkonfiguration vornehmen miissen,
damit die neue Netzwerkkonfiguration funktioniert, miissen Sie die Option Stage verwenden, die

betroffenen Knoten herunterfahren, die erforderlichen Anderungen am physischen Netzwerk
vornehmen und die betroffenen Knoten neu starten.

@ Wenn Sie die Option Stage verwenden, missen Sie den Knoten nach der Staging so
schnell wie moglich neu starten, um Stérungen zu minimieren.
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o Abbrechen: Nehmen Sie keine Netzwerkanderungen vor.

Wenn Sie nicht wissen, dass fir die vorgeschlagenen Anderungen ein Neustart von Nodes erforderlich
ist, kdnnen Sie die Anderungen verschieben, um die Auswirkungen fiir den Benutzer zu minimieren.
Mit der Option Cancel gelangen Sie zuriick zum Hauptmenii und erhalten Ihre Anderungen, damit Sie
sie spater anwenden kénnen.

Nach dem Anwenden oder Staging von Anderungen wird ein neues Wiederherstellungspaket als Ergebnis
der Anderung der Grid-Konfiguration generiert.
12. Wenn die Konfiguration aufgrund von Fehlern angehalten wird, stehen folgende Optionen zur Verfligung:
> Um den IP-Anderungsvorgang abzubrechen und zum Hauptmentii zuriickzukehren, geben Sie A ein.
o Um den fehlgeschlagenen Vorgang erneut zu versuchen, geben Sie r ein.
o Um mit der nachsten Operation fortzufahren, geben Sie ¢ ein.
Der fehlgeschlagene Vorgang kann spater erneut versucht werden, indem Sie im Hauptmenu die

Option 10 (Anderungen iibernehmen) wéhlen. Das IP-Anderungsverfahren wird erst abgeschlossen,
wenn alle Vorgange erfolgreich abgeschlossen wurden.

o Wenn Sie manuell eingreifen mussten (zum Beispiel um einen Knoten neu zu starten) und sich sicher
sind, dass die Aktion, die das Tool fir erfolgreich halt, tatsachlich erfolgreich abgeschlossen wurde,
geben Sie f ein, um sie als erfolgreich zu markieren und zum nachsten Vorgang zu wechseln.

13. Laden Sie ein neues Wiederherstellungspaket aus dem Grid Manager herunter.

a. Wahlen Sie Wartung > System > Wiederherstellungspaket.

b. Geben Sie die Provisionierungs-Passphrase ein.

Die Recovery Package-Datei muss gesichert sein, weil sie Verschlisselungsschlissel und
Passworter enthalt, die zum Abrufen von Daten vom StorageGRID-System verwendet
werden kdnnen.

Verwandte Informationen

"IP-Adressen werden konfiguriert"

Linux: Hinzufiigen von Schnittstellen zu einem vorhandenen Node

Wenn Sie eine Schnittstelle zu einem Linux-basierten Node hinzufligen mdchten, den Sie
anfangs nicht installiert haben, mussen Sie diese Vorgehensweise anwenden.

Wenn SIE WAHREND der Installation IN der Node-Konfigurationsdatei auf dem Linux-Host NICHT
ADMIN_NETWORK_TARGET oder CLIENT_NETWORK_TARGET konfiguriert haben, verwenden Sie dieses
Verfahren, um die Schnittstelle hinzuzufiigen. Weitere Informationen zur Node-Konfigurationsdatei finden Sie
in den StorageGRID-Installationsanweisungen fir lhr Linux-Betriebssystem.

"Installieren Sie Red hat Enterprise Linux oder CentOS"

"Installieren Sie Ubuntu oder Debian"

Sie fuhren diese Schritte auf dem Linux-Server durch, der den Node hostet, der die neue Netzwerkzuweisung

bendtigt, nicht innerhalb des Nodes. Bei diesem Vorgang wird die Schnittstelle nur dem Knoten hinzugefigt.
Ein Validierungsfehler tritt auf, wenn Sie versuchen, andere Netzwerkparameter anzugeben.
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Um Adressinformationen bereitzustellen, missen Sie das Werkzeug IP andern verwenden. Informationen zum
Andern der Netzwerkkonfiguration eines Node finden Sie unter.

"Andern der Netzwerkkonfiguration eines Node"

Schritte

1. Melden Sie sich beim Linux-Server an, auf dem der Node gehostet wird, der die neue Netzwerkzuweisung
bendtigt.

2. Bearbeiten Sie die Konfigurationsdatei des Knotens unter /etc/storagegrid/nodes/node-
name.conf.

@ Geben Sie keine anderen Netzwerkparameter an, oder ein Validierungsfehler fuhrt zu einem
Ergebnis.

a. Flgen Sie das neue Netzwerkziel hinzu.
CLIENT NETWORK TARGET = bond0.3206
b. Optional: Fligen Sie eine MAC-Adresse hinzu.

CLIENT NETWORK MAC = aa:57:61:07:ea:5c

3. Flhren Sie den Node-Validier-Befehl aus: sudo storagegrid node validate node-name
4. Beheben Sie alle Validierungsfehler.

5. Fuhren Sie den Befehl zum erneuten Laden des Node aus: sudo storagegrid node reload node-
name

Verwandte Informationen

"Installieren Sie Red hat Enterprise Linux oder CentOS"
"Installieren Sie Ubuntu oder Debian"

"Andern der Netzwerkkonfiguration eines Node"

Andern der IP-Adressen fiir alle Nodes im Grid

Wenn Sie die Grid-Netzwerk-IP-Adresse fur alle Knoten im Raster andern mussen,
mussen Sie dieses spezielle Verfahren befolgen. Sie kdnnen eine Grid-Netzwerk-IP-
Anderung nicht unter Verwendung des Verfahrens zum Andern einzelner Knoten
vornehmen.

Was Sie bendtigen

* Sie missen die haben Passwords. txt Datei:

Uber diese Aufgabe

Um sicherzustellen, dass das Raster erfolgreich gestartet wird, miissen Sie alle Anderungen gleichzeitig
vornehmen.
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@ Dieses Verfahren gilt nur fiir das Grid-Netzwerk. Mit diesem Verfahren kénnen Sie keine IP-
Adressen in Admin- oder Client-Netzwerken andern.

Wenn Sie die IP-Adressen und die MTU nur fur die Nodes an einem Standort andern mdchten, befolgen Sie
die Anweisungen zum Andern der Netzwerkkonfiguration eines Node.

Schritte

1. Planen Sie im Voraus, wenn Anderungen auRerhalb des Tools zur Anderung der IP vorgenommen werden
mussen, z. B. Anderungen an DNS oder NTP oder Anderungen an der SSO-Konfiguration (Single Sign
On).

Wenn auf den neuen IP-Adressen nicht auf die vorhandenen NTP-Server fir das Grid
@ zugegriffen werden kann, figen Sie die neuen NTP-Server hinzu, bevor Sie das Change-ip-
Verfahren durchfiihren.

Wenn auf den neuen IP-Adressen nicht auf die vorhandenen DNS-Server fur das Grid
@ zugegriffen werden kann, fligen Sie die neuen DNS-Server hinzu, bevor Sie das Change-ip-
Verfahren durchfiihren.

Wenn SSO fur Ihr StorageGRID-System aktiviert ist und alle Vertrauensstellen, die sich auf
Administratorknoten-IP-Adressen befinden, konfiguriert wurden (anstelle von vollstandig

@ qualifizierten Domanennamen, wie empfohlen), missen Sie diese Vertrauensstellungen der
betreffenden Partei in Active Directory Federation Services (AD FS) aktualisieren oder neu
konfigurieren. Unmittelbar nach dem Andern der IP-Adressen. Lesen Sie die Anweisungen
zum Verwalten von StorageGRID.

@ Flgen Sie bei Bedarf das neue Subnetz fir die neuen IP-Adressen hinzu.

2. Melden Sie sich beim primaren Admin-Node an:
a. Geben Sie den folgenden Befehl ein: ssh admin@primary Admin Node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

d. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

3. Starten Sie das Change IP-Tool mit folgendem Befehl: change-ip

4. Geben Sie an der Eingabeaufforderung die Provisionierungs-Passphrase ein.

Das Hauptmeni wird angezeigt. Standardmafig wird der verwendet Selected nodes Feld ist auf
festgelegt a11.
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Welcome to the StorageGRID IP Change Tool.
Selected nodes: all

SELECT MODES to edit

EDIT IP/mask, gateway and MTU

EDIT admin network subnet 1

EDIT grid network subnet list

SHOW changes

EHOW full configuration, with changes highlighted
WALIDATE changes

SAVE changes, s0 you can resume later
CLEAR 8ll chenges, to stert fresh
APPLY changes to the grid

Exit
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5. Wahlen Sie im Hauptmeni 2 aus, um IP/Subnetzmaske, Gateway und MTU-Informationen fir alle Knoten
zu bearbeiten.

a. Wahlen Sie 1, um Anderungen am Grid-Netzwerk vorzunehmen.

Nach der Auswahl werden in der Eingabeaufforderung die Node-Namen, Grid Network Name,
Datentyp (IP/Maske, Gateway oder MTU) angezeigt. Und aktuellen Werten.

Wenn Sie die IP-Adresse, die Prafixlange, das Gateway oder die MTU einer DHCP-konfigurierten
Schnittstelle bearbeiten, wird die Schnittstelle zu statisch geéndert. Vor jeder Gber DHCP konfigurierten
Schnittstelle wird eine Warnung angezeigt.

Als konfigurierte Schnittstellen £ixed Kann nicht bearbeitet werden.

a. Um einen neuen Wert festzulegen, geben Sie ihn in das fur den aktuellen Wert angezeigte Format ein.

b. Nachdem Sie alle Knoten bearbeitet haben, die Sie andern mdchten, geben Sie q ein, um zum
Hauptmenu zurtckzukehren.

Ihre Anderungen werden so lange gespeichert, bis sie geldscht oder angewendet wurden.

6. Uberprifen Sie Ihre Anderungen, indem Sie eine der folgenden Optionen auswéhlen:

o 5: Zeigt Edits in der Ausgabe an, die isoliert sind, um nur das geanderte Element anzuzeigen.
Anderungen werden griin (Erganzungen) oder rot (Léschungen) hervorgehoben, wie in der
Beispielausgabe dargestellt:

o 6: Zeigt Anderungen in der Ausgabe an, die die vollstandige Konfiguration anzeigen. Anderungen
werden grin (Ergéanzungen) oder rot (L6schungen) markiert.

Bestimmte Befehlszeilenschnittstellen zeigen moglicherweise Erganzungen und
@ Léschungen mithilfe von durchgestrickter Formatierung. Die richtige Anzeige hangt von
Ihrem Terminalclient ab, der die erforderlichen VT100-Escape-Sequenzen unterstitzt.

7. Wahlen Sie Option 7, um alle Anderungen zu validieren.

Diese Validierung stellt sicher, dass die Regeln fiir das Grid-Netzwerk, wie z. B. die Verwendung
Uberlappender Subnetze, nicht verletzt werden.

In diesem Beispiel ergab die Validierung Fehler.
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In diesem Beispiel wurde die Validierung erfolgreich bestanden.

8. Wenn die Validierung erfolgreich abgeschlossen ist, wahlen Sie 10 aus, um die neue
Netzwerkkonfiguration anzuwenden.

9. Wahlen Sie Stufe, um die Anderungen beim néchsten Neustart der Knoten anzuwenden.

@ Sie mussen Stufe wahlen. Fuhren Sie keinen Rolling-Neustart durch, entweder manuell
oder durch Auswahl von Apply statt Stage; das Raster wird nicht erfolgreich gestartet.

10. Wenn die Anderungen abgeschlossen sind, wahlen Sie 0 aus, um das Change IP-Tool zu verlassen.

11. Fahren Sie alle Nodes gleichzeitig herunter.

@ Das gesamte Grid muss gleichzeitig heruntergefahren werden, um alle Nodes gleichzeitig
ausgefallen zu sein.

12. Nehmen Sie die erforderlichen Anderungen am physischen oder virtuellen Netzwerk vor.
13. Vergewissern Sie sich, dass alle Grid-Nodes ausgefallen sind.
14. Schalten Sie alle Knoten ein.
15. Sobald das Raster erfolgreich gestartet wurde:
a. Wenn Sie neue NTP-Server hinzugefligt haben, I6schen Sie die alten NTP-Serverwerte.
b. Wenn Sie neue DNS-Server hinzugefligt haben, I6schen Sie die alten DNS-Serverwerte.
16. Laden Sie das neue Wiederherstellungspaket aus dem Grid Manager herunter.
a. Wahlen Sie Wartung > System > Wiederherstellungspaket.

b. Geben Sie die Provisionierungs-Passphrase ein.

Verwandte Informationen

"StorageGRID verwalten"
"Andern der Netzwerkkonfiguration eines Node"
"Hinzufligen oder Andern von Subnetzlisten im Grid-Netzwerk"

"Herunterfahren eines Grid-Node"

DNS-Server werden konfiguriert

Sie kdnnen DNS-Server (Domain Name System) hinzufigen, entfernen und
aktualisieren, sodass Sie vollstandig qualifizierte Domain Name (FQDN) Hostnamen
anstelle von IP-Adressen verwenden konnen.

Was Sie benétigen
« Sie mlssen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

« Sie mlssen Uber die Berechtigung Wartung oder Stammzugriff verfligen.

» Sie mussen die IP-Adressen der DNS-Server konfigurieren.

Uber diese Aufgabe
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Wenn Sie DNS-Serverinformationen angeben, kdnnen Sie vollstandig qualifizierte Domanennamen (FQDN)-
Hostnamen anstelle von IP-Adressen fiir E-Mail- oder SNMP-Benachrichtigungen und AutoSupport
verwenden. Es wird empfohlen, mindestens zwei DNS-Server anzugeben.

Geben Sie zwei bis sechs IP-Adressen fur DNS-Server ein. Im Allgemeinen wahlen Sie DNS-
Server aus, auf die jeder Standort im Falle einer NetzwerkisLanding lokal zugreifen kann. Damit

@ soll sichergestellt werden, dass ein islanded-Standort weiterhin Zugriff auf den DNS-Dienst hat.
Nach der Konfiguration der DNS-Serverliste fir das gesamte Grid kdnnen Sie die DNS-
Serverliste fir jeden Knoten weiter anpassen.

"Andern der DNS-Konfiguration fiir einen einzelnen Grid-Node"

Wenn die DNS-Serverinformationen nicht angegeben oder falsch konfiguriert sind, wird ein DNST-Alarm flr
den SSM-Service jedes Grid-Knotens ausgeldst. Der Alarm wird geléscht, wenn DNS richtig konfiguriert ist und
die neuen Serverinformationen alle Grid-Knoten erreicht haben.

Schritte
1. Wahlen Sie Wartung Netzwerk DNS Server.

2. Flgen Sie im Abschnitt ,Server nach Bedarf Aktualisierungen hinzu oder entfernen Sie DNS-
Servereintrage.

Als Best Practice empfehlen wir, mindestens zwei DNS-Server pro Standort anzugeben. Sie kdnnen bis zu
sechs DNS-Server angeben.

3. Klicken Sie Auf Speichern.

Andern der DNS-Konfiguration fiir einen einzelnen Grid-Node

Anstatt das Domain Name System (DNS) global fur die gesamte Bereitstellung zu
konfigurieren, kdnnen Sie ein Skript ausfiihren, um DNS fiur jeden Grid-Knoten
unterschiedlich zu konfigurieren.

Im Aligemeinen sollten Sie die Option Wartung Netzwerk DNS Server im Grid Manager verwenden, um DNS-
Server zu konfigurieren. Verwenden Sie das folgende Skript nur, wenn Sie unterschiedliche DNS-Server flr
unterschiedliche Grid-Nodes verwenden muissen.

1. Melden Sie sich beim primaren Admin-Node an:
a. Geben Sie den folgenden Befehl ein: ssh admin@primary Admin Node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

d. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

e. Fugen Sie den SSH-privaten Schlissel zum SSH-Agenten hinzu. Geben Sie Ein: ssh-add
f. Geben Sie das SSH-Zugriffspasswort ein, das im aufgefiihrt ist Passwords . txt Datei:

2. Melden Sie sich beim Knoten an, den Sie mit einer benutzerdefinierten DNS-Konfiguration aktualisieren
mochten: ssh node IP address

3. Fuhren Sie das DNS-Setup-Skript aus: setup_resolv.rb.
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Das Skript antwortet mit der Liste der unterstitzten Befehle.

Tool to modify external name servers

available commands:

add search <domain>
add a specified domain to search list
e.g.> add search netapp.com

remove search <domain>
remove a specified domain from list
e.g.> remove search netapp.com

add nameserver <ip>
add a specified IP address to the name server list
e.g.> add nameserver 192.0.2.65

remove nameserver <ip>
remove a specified IP address from list
e.g.> remove nameserver 192.0.2.65

remove nameserver all

remove all nameservers from list

save write configuration to disk and quit
abort quit without saving changes
help display this help message

Current list of name servers:
192.0.2.64
Name servers inherited from global DNS configuration:
192.0.2.126
192.0.2.127
Current list of search entries:
netapp.com

Enter command [ add search <domain>|remove search <domain>|add
nameserver <ip>']
[ 'remove nameserver <ip>|remove nameserver

all|save|abort|help ]

. Flgen Sie die IPv4-Adresse eines Servers hinzu, der einen Domanennamendienst flr Ihr Netzwerk
bereitstellt: add <nameserver IP address>

. Wiederholen Sie den add nameserver Befehl zum Hinzufiigen von Nameserver.
. Befolgen Sie die Anweisungen, wenn Sie dazu aufgefordert werden, weitere Befehle einzugeben.
. Speichern Sie Ihre Anderungen und beenden Sie die Anwendung: save

SchlieRen Sie die Befehlsshell auf dem Server: exit

. Wiederholen Sie flr jeden Grid-Node die Schritte von Anmeldung beim Node Bis Schlielien der
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Befehlsshell.

10. Wenn Sie keinen passwortlosen Zugriff auf andere Server mehr bendtigen, entfernen Sie den privaten
Schlissel vom SSH-Agent. Geben Sie Ein: ssh-add -D

Konfigurieren von NTP-Servern

Sie kdnnen NTP-Server (Network Time Protocol) hinzufigen, aktualisieren oder
entfernen, um sicherzustellen, dass die Daten zwischen den Grid-Nodes in lhrem
StorageGRID-System korrekt synchronisiert werden.

Was Sie bendtigen
» Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

+ Sie missen Uber die Berechtigung Wartung oder Stammzugriff verfligen.
» Sie mussen Uber eine Passphrase fir die Bereitstellung verfligen.

+ Sie missen die IPv4-Adressen der NTP-Server konfigurieren.

Uber diese Aufgabe

Das StorageGRID-System verwendet das Network Time Protocol (NTP) zur Synchronisierung der Zeit
zwischen allen Grid-Nodes im Grid.

Jedem Standort werden mindestens zwei Nodes im StorageGRID-System die primare NTP-Rolle zugewiesen.
Sie synchronisieren sich mit einem vorgeschlagenen Minimum von vier und maximal sechs externen
Zeitquellen und miteinander. Jeder Node im StorageGRID System, der kein primarer NTP-Node ist, fungiert als
NTP-Client und synchronisiert mit diesen primadren NTP-Nodes.

Die externen NTP-Server stellen eine Verbindung zu den Nodes her, denen Sie zuvor primare NTP-Rollen
zugewiesen haben. Aus diesem Grund wird die Angabe von mindestens zwei Nodes mit primaren NTP-Rollen
empfohlen.

Vergewissern Sie sich, dass mindestens zwei Nodes an jedem Standort auf mindestens vier
externe NTP-Quellen zugreifen kénnen. Wenn nur ein Node an einem Standort die NTP-Quellen

@ erreichen kann, treten Probleme mit dem Timing auf, wenn dieser Node ausfallt. Durch die
Festlegung von zwei Nodes pro Standort als primare NTP-Quellen ist zudem ein genaues
Timing gewabhrleistet, wenn ein Standort vom Rest des Grid isoliert ist.

Die angegebenen externen NTP-Server missen das NTP-Protokoll verwenden. Sie missen NTP-
Serverreferenzen von Stratum 3 oder besser angeben, um Probleme mit Zeitdrift zu vermeiden.

Wenn Sie die externe NTP-Quelle fir eine StorageGRID-Installation auf Produktionsebene
angeben, verwenden Sie den Windows Time-Dienst (W32Time) nicht auf einer Windows-

@ Version als Windows Server 2016. Der Zeitdienst fir altere Windows Versionen ist nicht
ausreichend genau und wird von Microsoft nicht fir die Verwendung in Umgebungen mit hoher
Genauigkeit, wie z. B. StorageGRID, unterstutzt.

"Begrenzung des Supports, um Windows Time Service fir hochprazise Umgebungen zu konfigurieren"

Wenn Probleme mit der Stabilitat oder Verfligbarkeit der NTP-Server auftreten, die urspringlich wahrend der
Installation angegeben wurden, kénnen Sie die Liste der externen NTP-Quellen, die das StorageGRID-System
verwendet, aktualisieren oder entfernen Sie vorhandene Server.

Schritte
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1. Wahlen Sie Wartung Netzwerk NTP Server.

2. Fugen Sie im Abschnitt ,Server® bei Bedarf Update hinzu oder entfernen Sie NTP-Servereintrage.

Sie sollten mindestens 4 NTP-Server enthalten, und Sie kénnen bis zu 6 Server angeben.

3. Geben Sie im Textfeld Provisioning Passphrase die Provisioning-Passphrase fur Ihr StorageGRID-
System ein und klicken Sie auf Speichern.

Der Status des Verfahrens wird oben auf der Seite angezeigt. Die Seite wird deaktiviert, bis die
Konfigurationsaktualisierungen abgeschlossen sind.

Wenn alle NTP-Server den Verbindungstest nicht ausfiihren, nachdem Sie die neuen NTP-
Server gespeichert haben, fahren Sie nicht fort. Wenden Sie sich an den technischen

Support.

Wiederherstellen der Netzwerkverbindung fiir isolierte Knoten

Unter bestimmten Umsténden, z. B. Anderungen an der IP-Adresse fur Standort oder das
gesamte Grid, kann sich eine oder mehrere Node-Gruppen mdglicherweise nicht an den

Rest des Grid wenden.

Wenn ein Knoten grau ist, oder wenn ein Knoten blau ist und viele seiner Dienste einen anderen Status als
laufen zeigen, sollten Sie im Grid Manager (Support > Tools > Grid Topology) auf Knotenisolierung prufen.
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Isolierte Nodes haben einige der Folgen:

* Wenn mehrere Knoten isoliert sind, kdnnen Sie sich moglicherweise nicht bei Grid Manager anmelden
oder auf diesen zugreifen.

* Wenn mehrere Nodes isoliert sind, sind die im Dashboard fir den Mandanten-Manager angezeigten Werte
fur Storage-Auslastung und Kontingente mdglicherweise nicht mehr aktuell. Die Gesamtwerte werden
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aktualisiert, wenn die Netzwerkverbindung wiederhergestellt ist.

Um das Isolationsproblem zu I6sen, fihren Sie auf jedem isolierten Knoten oder auf einem Knoten in einer
Gruppe (alle Knoten in einem Subnetz, das nicht den primaren Admin-Node enthalt) ein Befehlszeilen-
Dienstprogramm aus, das vom Raster isoliert ist. Das Dienstprogramm stellt den Knoten die IP-Adresse eines
nicht isolierten Knotens im Raster zur Verfligung, sodass der isolierte Knoten oder die Gruppe der Knoten das
gesamte Raster erneut kontaktieren kann.

Wenn das Multicast Domain Name System (mDNS) in den Netzwerken deaktiviert ist, muss
moglicherweise auf jedem isolierten Knoten das Befehlszeilendienstprogramm ausgefiihrt
werden.

Schritte

1. Auf den Knoten zugreifen und Uberpriifen /var/local/log/dynip.log Fir Isolationsmeldungen.
Beispiel:
[2018-01-09T19:11:00.545] UpdateQueue - WARNING -- Possible isolation,

no contact with other nodes.
If this warning persists, manual action may be required.

Wenn Sie die VMware Konsole verwenden, enthalt sie eine Meldung, dass der Node mdéglicherweise
isoliert ist.

Bei Linux-Bereitstellungen werden in Isolationsmeldungen angezeigt
/var/log/storagegrid/node/<nodename>.log Dateien:

2. Wenn die Isolationsmeldungen immer wieder und dauerhaft sind, fihren Sie den folgenden Befehl aus:
add node ip.py <address\>

Wo <address\> Ist die IP-Adresse eines Remote-Node, der mit dem Grid verbunden ist.

# /usr/sbin/add node ip.py 10.224.4.210

Retrieving local host information

Validating remote node at address 10.224.4.210
Sending node IP hint for 10.224.4.210 to local node
Local node found on remote node. Update complete.

3. Uberpriifen Sie Folgendes fiir jeden zuvor isolierten Node:
> Die Services des Knotens wurden gestartet.

° Der Status des dynamischen IP-Dienstes lautet ,Running®, nachdem Sie den ausgefihrt haben
storagegrid-status Befehl.

o In der Struktur Grid Topology erscheint der Knoten nicht mehr vom Rest des Rasters getrennt.
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@ Wenn Sie den ausflihren add _node ip.py Der Befehl I6st das Problem nicht, es kdnnen
weitere Netzwerkprobleme auftreten, die geldst werden missen.

Verfahren auf Host-Ebene und Middleware

Einige Wartungsverfahren sind fir Linux oder VMware Implementierungen von
StorageGRID oder speziell fur andere Komponenten der StorageGRID Losung
entwickelt.

Linux: Migration eines Grid-Node zu einem neuen Host

Sie konnen StorageGRID Nodes von einem Linux-Host auf einen anderen migrieren, um
Host-Wartungsarbeiten (wie BS-Patches und Neustart) durchzufihren, ohne die
Funktionalitat oder Verfugbarkeit Ihres Grid zu beeintrachtigen.

Sie migrieren einen oder mehrere Knoten von einem Linux-Host (der ,source Host")zu einem anderen
Linux-Host (der ,target-Host"). Der Zielhost muss bereits fir die Verwendung mit StorageGRID vorbereitet
sein.

@ Sie kénnen diese Prozedur nur verwenden, wenn Sie die StorageGRID-Bereitstellung mit
Migrationssupport geplant haben.

Um einen Grid-Node auf einen neuen Host zu migrieren, missen beide der folgenden Bedingungen erfiillt
sein:

» Shared Storage wird fir alle Storage Volumes pro Node verwendet

¢ Netzwerkschnittstellen haben zwischen Hosts einheitliche Namen

Flhren Sie in einer Produktionsimplementierung nicht mehr als einen Speicherknoten auf einem
einzelnen Host aus. Die Verwendung eines dedizierten Hosts flr jeden Speicherknoten stellt
eine isolierte Ausfalldomane zur Verfigung.

Andere Node-Typen, wie beispielsweise Admin-Nodes oder Gateway-Nodes, kdnnen auf demselben Host
implementiert werden. Wenn Sie jedoch mehrere Nodes desselben Typs haben (z. B. zwei Gateway-Nodes),
installieren Sie nicht alle Instanzen auf demselben Host.

Weitere Informationen finden Sie unter ,Node Migration Requirements”in der StorageGRID-
Installationsanleitung fir lhr Linux-Betriebssystem.

Verwandte Informationen
"Bereitstellen neuer Linux-Hosts"

"Installieren Sie Red hat Enterprise Linux oder CentOS"

"Installieren Sie Ubuntu oder Debian"

Linux: Exportieren des Knotens vom Quell-Host

Fahren Sie den Grid-Node herunter, und exportieren Sie ihn vom Linux-Quell-Host.
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Fihren Sie den folgenden Befehl auf dem Linux-Quell-Host aus.

1. Abrufen des Status aller derzeit auf dem Quell-Host ausgefuhrten Nodes

sudo storagegrid node status all

Name Config-State Run-State
DC1-ADM1 Configured Running
DC1-ARC1 Configured Running
DC1-GW1l Configured Running
DC1-S1 Configured Running
DC1-S2 Configured Running
DC1-S3 Configured Running

2. Geben Sie den Namen des Node an, den Sie migrieren mdchten, und beenden Sie ihn, wenn dessen
Ausfiihrungszustand lautet Running.

sudo storagegrid node stop DC1-S3

Stopping node DC1-S3

Waiting up to 630 seconds for node shutdown

3. Exportieren Sie den Knoten vom Quell-Host.

sudo storagegrid node export DC1-S3

Finished exporting node DC1-S3 to /dev/mapper/sgws-dcl-s3-var-local.
Use 'storagegrid node import /dev/mapper/sgws-dcl-s3-var-local' if you
want to import it again.

4. Beachten Sie die import command suggested in the output of the export Befehl.

Im nachsten Schritt fuhren Sie diesen Befehl auf dem Zielhost aus.

Linux: Importieren des Knotens auf dem Zielhost

Nachdem Sie den Knoten vom Quell-Host exportiert haben, importieren und validieren
Sie den Knoten auf dem Ziel-Linux-Host. Die Validierung bestatigt, dass der Knoten
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Zugriff auf denselben Block-Speicher und Netzwerkschnittstellengerate hat, wie er auf
dem Quell-Host hatte.

Fihren Sie den folgenden Befehl auf dem Ziel-Linux-Host aus.

1. Importieren Sie den Knoten auf dem Zielhost.

sudo storagegrid node import /dev/mapper/sgws-dcl-s3-var-local

Finished importing node DC1-S3 from /dev/mapper/sgws—-dcl-s3-var-local.
You should run 'storagegrid node validate DC1-S3'

2. Validieren der Node-Konfiguration auf dem neuen Host

sudo storagegrid node validate DC1-S3

Confirming existence of node DCl1-S3... PASSED

Checking configuration file /etc/storagegrid/nodes/DC1-S3.conf for node DCl-
S3... PASSED

Checking for duplication of unique wvalues... PASSED

3. Wenn Validierungsfehler auftreten, beheben Sie diese, bevor Sie den migrierten Knoten starten.

Informationen zur Fehlerbehebung finden Sie in der StorageGRID-Installationsanleitung fur Ihr Linux-
Betriebssystem.

Verwandte Informationen

"Installieren Sie Red hat Enterprise Linux oder CentOS"

"Installieren Sie Ubuntu oder Debian"

Linux: Der migrierte Knoten wird gestartet

Nachdem Sie den migrierten Node validiert haben, starten Sie den Node durch
Ausfuhren eines Befehls auf dem Linux-Zielhost.

Schritte
1. Starten Sie den Knoten auf dem neuen Host.

sudo storagegrid node start DC1-S3
Starting node DC1-S3

2. Uberprifen Sie im Grid Manager, ob der Status des Knotens griin ist und keine Alarme dagegen ausgeldst
werden.
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Uberpriifen, ob der Status des Node griin lautet, stellt sicher, dass der migrierte Node

@ vollstadndig neu gestartet und wieder dem Grid beigetreten ist. Wenn der Status nicht griin
lautet, migrieren Sie keine zusatzlichen Nodes, damit nicht mehr als ein Node aul3er Betrieb
ist.

Wenn Sie nicht auf den Grid Manager zugreifen kénnen, warten Sie 10 Minuten, und flihren Sie den
folgenden Befehl aus:

sudo storagegrid node status node-name

Vergewissern Sie sich, dass der migrierte Knoten einen Run-State von hat Running.

Wartung von Archivierungs-Nodes fiir TSM Middleware

Archive Nodes sind moglicherweise fur Tapes Uber einen TSM Middleware-Server oder
die Cloud uber die S3-API konfiguriert. Nach der Konfiguration kann das Ziel eines
Archivierungs-Knotens nicht mehr geandert werden.

Wenn der Server, der den Archivknoten hostet, ausfallt, ersetzen Sie den Server, und befolgen Sie den
entsprechenden Wiederherstellungsvorgang.

Fehler bei Archivgeraten

Wenn Sie feststellen, dass ein Fehler beim Archivspeichergerat vorliegt, auf das der Archivknoten Uber Tivoli
Storage Manager (TSM) zugreift, schalten Sie den Archivknoten offline, um die Anzahl der im StorageGRID-
System angezeigten Alarme zu begrenzen. Anschlielend kénnen Sie das Problem mit den administrativen
Tools des TSM-Servers, des Speichergerats oder beidem weiter diagnostizieren und I6sen.

Versetzen der Zielkomponente in den Offline-Modus

Bevor Sie eine Wartung des TSM Middleware-Servers durchfihren, der dazu flihren kann, dass der Knoten
»2Archiv‘ nicht mehr verfiigbar ist, nehmen Sie die Zielkomponente offline, um die Anzahl der Alarme zu
begrenzen, die ausgeldst werden, wenn der TSM Middleware-Server nicht mehr verfligbar ist.

Was Sie bendtigen

Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

Schritte
1. Wahlen Sie Support > Tools > Grid Topology Aus.
2. Wahlen Sie Archivknoten ARC Ziel Konfiguration Main.

3. Andern Sie den Wert fiir Tivoli Storage Manager Status in Offline und klicken Sie auf Anderungen
anwenden.

4. Nachdem die Wartung abgeschlossen ist, andern Sie den Wert des Tivoli Storage Manager-Status in
Online und klicken Sie auf Anderungen iibernehmen.

Administrative Tools fiir Tivoli Storage Manager

Das dsmadmc-Tool ist die Administrationskonsole fiir den TSM Middleware-Server, der auf dem Archiv-Knoten
installiert ist. Sie kdnnen auf das Tool zugreifen, indem Sie eingeben dsmadmc In der Befehlszeile des Servers.
Melden Sie sich an der Verwaltungskonsole mit demselben administrativen Benutzernamen und Kennwort an,

das fur den ARC-Dienst konfiguriert ist.
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Der tsmquery. rb Skript wurde erstellt, um Statusinformationen aus dsmadmc in lesbarer Form zu
generieren. Sie konnen dieses Skript ausfiihren, indem Sie den folgenden Befehl in der Befehlszeile des
Archiv-Knotens eingeben: /usr/local/arc/tsmquery.rb status

Weitere Informationen zur TSM Administrationskonsole dsmadmc finden Sie im Tivoli Storage Manager flir
Linux: Administrator's Reference.

Objekt dauerhaft nicht verfiigbar

Wenn der Archivknoten ein Objekt vom Tivoli Storage Manager (TSM)-Server anfordert und der Abruf
fehlschlagt, versucht der Archivknoten die Anforderung nach einem Intervall von 10 Sekunden erneut. Wenn
das Objekt dauerhaft nicht verfligbar ist (z. B. weil das Objekt auf Band beschadigt ist), kann die TSM-API dies
nicht auf den Archiv-Node hinweisen, sodass der Archivknoten die Anforderung weiterhin erneut versucht.

Wenn diese Situation eintritt, wird ein Alarm ausgeldst, und der Wert steigt weiter. Um den Alarm anzuzeigen,
wahlen Sie Support Tools Grid Topology. Wahlen Sie dann Archiv-Knoten ARC Abrufen Fehler
anfordern.

Wenn das Objekt dauerhaft nicht verfligbar ist, miissen Sie das Objekt identifizieren und die Anfrage des
Archivierungs-Nodes manuell abbrechen, wie in der Prozedur beschrieben. Bestimmen, ob Objekte dauerhaft
nicht verfligbar sind.

Ein Abruf kann auch fehlschlagen, wenn das Objekt vortibergehend nicht verfigbar ist. In diesem Fall sollten
nachfolgende Abrufanfragen erfolgreich sein.

Wenn das StorageGRID System so konfiguriert ist, dass eine ILM-Regel verwendet wird, die eine einzelne
Objektkopie erstellt und die Kopie nicht abgerufen werden kann, geht das Objekt verloren und kann nicht
wiederhergestellt werden. Sie mussen jedoch weiterhin das Verfahren befolgen, um festzustellen, ob das
Objekt zum Entfernen von™ zum StorageGRID-System dauerhaft nicht verfigbar ist, zum Abbrechen der
Anfrage des Archivknotens und zum L&schen von Metadaten fir das verlorene Objekt.

Bestimmen, ob Objekte dauerhaft nicht verfiigbar sind

Sie kdonnen feststellen, ob Objekte dauerhaft nicht verfligbar sind, indem Sie eine Anforderung Uber die TSM-
Administrationskonsole erstellen.

Was Sie bendtigen
» Sie mussen Uber spezifische Zugriffsberechtigungen verfugen.
* Sie mussen die haben Passwords.txt Datei:
» Sie mussen die IP-Adresse eines Admin-Knotens kennen.

Uber diese Aufgabe

Dieses Beispiel dient nur zu lhren Informationen. Dieses Verfahren kann lhnen nicht dabei helfen, alle
Ausfallbedingungen zu identifizieren, die zu nicht verfigbaren Objekten oder Bandvolumes flihren konnen.
Informationen zur TSM-Administration finden Sie in der TSM-Server-Dokumentation.

Schritte
1. Melden Sie sich bei einem Admin-Knoten an:
a. Geben Sie den folgenden Befehl ein: ssh admin@Admin Node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

2. Identifizieren Sie das Objekt oder die Objekte, die nicht vom Archiv-Node abgerufen werden konnten:
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a. Gehen Sie zu dem Verzeichnis, das die Audit-Log-Dateien enthalt: cd /var/local/audit/export

Die aktive Audit-Log-Datei heil3t Audit.log. Einmal am Tag, die aktive audit.log Die Datei wird
gespeichert und eine neue audit.log Datei wird gestartet. Der Name der gespeicherten Datei gibt
an, wann sie gespeichert wurde, im Format yyyy-mm-dd. txt. Nach einem Tag wird die gespeicherte
Datei komprimiert und im Format umbenannt yyyy-mm-dd. txt . gz, Die das urspringliche Datum
bewahrt.

. Durchsuchen Sie die entsprechende Audit-Log-Datei nach Meldungen, die darauf hinweisen, dass ein

archiviertes Objekt nicht abgerufen werden konnte. Geben Sie beispielsweise Folgendes ein: grep
ARCE audit.log | less -n

Wenn ein Objekt nicht von einem Archiv-Node abgerufen werden kann, zeigt die ARCE-
Uberwachungsmeldung (Archivobjekt Retrieve End) IM Ergebnisfeld ARUN (nicht verfliigbare Archiv-
Middleware) oder GERR (allgemeiner Fehler) an. Die folgende Beispielzeile aus dem Audit-Protokoll
zeigt, dass die ARCE-Meldung mit dem Ergebnis ARUN fir CBID 498D8A1F681F05B3 beendet
wurde.

[AUDT: [CBID(UI64) : 0x498D8A1F681F05B3] [VLID(UI64) :[120091127] [RSLT (FC32
) :ARUN] [AVER (UI32) : 7]

[ATIM (UI64) :1350613602969243] [ATYP (FC32) :ARCE] [ANID(UI32) :13959984] [A
MID (FC32) :ARCI]

[ATID(UI64) :45603497513125206311]1

Weitere Informationen finden Sie in den Anweisungen zum Versténdnis von Uberwachungsmeldungen.

. Notieren Sie die CBID jedes Objekts, bei dem ein Anforderungsfehler auftritt.

Méglicherweise méchten Sie auch die folgenden zusatzlichen Informationen aufzeichnen, die vom
TSM zur Identifizierung von Objekten verwendet werden, die vom Archiv-Node gespeichert wurden:

= Dateiplatzname: Entspricht der Archiv-Knoten-ID. Um die Archiv-Knoten-ID zu finden, wahlen Sie
Support Tools Grid Topology. Wahlen Sie dann Archiv-Node ARC Ziel Ubersicht.

= Hoher Level Name: Entspricht der Volume-ID, die dem Objekt durch den Archiv-Node zugewiesen
wurde. Die Volume-ID hat die Form eines Datums (z. B. 20091127), und wird als VLID des Objekts
in Archiv-Audit-Nachrichten aufgezeichnet.

= Name der unteren Ebene: Entspricht der CBID, die einem Objekt vom StorageGRID-System
zugewiesen wurde.

d. Melden Sie sich aus der Befehlsshell ab: exit

3. Uberpriifen Sie den TSM-Server, ob die in Schritt 2 identifizierten Objekte dauerhaft nicht verfligbar sind:
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a. Melden Sie sich bei der Administrationskonsole des TSM-Servers an: dsmadmc

Verwenden Sie den flr den ARC-Dienst konfigurierten administrativen Benutzernamen und das flr den
ARC-Dienst konfigurierte Passwort. Geben Sie den Benutzernamen und das Kennwort in den Grid
Manager ein. (Um den Benutzernamen anzuzeigen, wahlen Sie Support Tools Grid Topology aus.
Wahlen Sie dann Archiv-Node ARC Ziel Konfiguration.)

b. Stellen Sie fest, ob das Objekt dauerhaft nicht verfligbar ist.



Beispielsweise kdnnen Sie im TSM-Aktivitatsprotokoll nach einem Datenintegritatsfehler fir das Objekt
suchen. Das folgende Beispiel zeigt eine Suche des Aktivitatsprotokolls fir den letzten Tag nach einem
Objekt mit CBID 498D8A1F681F05B3.

> query actlog begindate=-1 search=276C14E94082CC69
12/21/2008 05:39:15 ANRO548W Retrieve or restore

failed for session 9139359 for node DEV-ARC-20 (Bycast ARC)
processing file space /19130020 4 for file /20081002/
498D8A1F681F05B3 stored as Archive - data

integrity error detected. (SESSION: 9139359)
>

Je nach Art des Fehlers kann die CBID nicht im TSM-Aktivitatsprotokoll aufgezeichnet werden. Zum
Zeitpunkt des Fehlers der Anforderung missen Sie moglicherweise das Protokoll nach anderen TSM-
Fehlern durchsuchen.

c. Wenn ein ganzes Band dauerhaft nicht verfiigbar ist, identifizieren Sie die CBIDs fiir alle Objekte, die
auf diesem Volume gespeichert sind: query content TSM Volume Name

Wo TSM Volume Name Ist der TSM-Name fur das nicht verfligbare Band. Im Folgenden finden Sie ein
Beispiel fur die Ausgabe dieses Befehls:

> query content TSM-Volume-Name

Node Name Type Filespace FSID Client's Name for File Name
DEV-ARC-20 Arch /19130020 216 /20081201/ C1D172940E6C7E12
DEV-ARC-20 Arch /19130020 216 /20081201/ F1D7FBC2B4B0779E

DerClient’s Name for File Name Entspricht der Archiv-Node-Volume-ID (oder TSM ,High-
Level Name"), gefolgt von der CBID des Objekts (oder TSM ,Low-Level-Name®). Das ist, das
Client’s Name for File Name Nimmtdas Formularan /Archive Node volume ID /CBID.
In der ersten Zeile der Beispielausgabe wird der angezeigt Client’s Name for File Name Ist
/20081201/ C1D172940E6C7E12.

Erinnern Sie sich auch daran, dass die Filespace Ist die Knoten-ID des Archiv-Knotens.

Sie bendtigen die CBID jedes auf dem Volume gespeicherten Objekts und die Node-ID des Archiv-Node,
um die Anforderung zum Abrufen abzubrechen.

4. Brechen Sie bei jedem Objekt, das dauerhaft nicht verfigbar ist, die Abfrage ab, und geben Sie einen
Befehl ein, um das StorageGRID System Uber den Verlust der Objektkopie zu informieren:

Verwenden Sie die ADE-Konsole vorsichtig. Wenn die Konsole nicht ordnungsgemaf

(D verwendet wird, kdnnen Systemvorgange und beschadigte Daten unterbrochen werden.
Geben Sie Befehle sorgfaltig ein, und verwenden Sie nur die in diesem Verfahren
dokumentierten Befehle.

a. Wenn Sie nicht bereits beim Archiv-Node angemeldet sind, melden Sie sich wie folgt an:
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i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
i. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
iv. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
b. Zugriff auf die ADE-Konsole des ARC-Dienstes: telnet localhost 1409

C. Abbrechen der Anfrage fur das Objekt: /proc/BRTR/cancel -c CBID
Wo CBID Ist die Kennung des Objekts, das nicht vom TSM abgerufen werden kann.

Wenn sich die einzigen Kopien des Objekts auf Band befinden, wird die Anforderung ,Bulk refrain®
mit einer Nachricht abgebrochen, ,1 Requests stornierte®. Wenn Kopien des Objekts an anderer
Stelle im System vorhanden sind, wird der Objektabruf durch ein anderes Modul verarbeitet, sodass
die Antwort auf die Nachricht ,0 Requests stornierte”lautet.

d. Geben Sie einen Befehl ein, um das StorageGRID System dartiber zu informieren, dass eine
Objektkopie verloren gegangen ist und dass weitere Kopien erstellt werden missen:
/proc/CMSI/Object Lost CBID node ID

Wo CB1ID Ist die Kennung des Objekts, das nicht vom TSM-Server abgerufen werden kann, und
node ID Ist die Knoten-ID des Archiv-Knotens, bei dem der Abruf fehlgeschlagen ist.

Sie mussen einen separaten Befehl fir jede verlorene Objektkopie eingeben: Die Eingabe eines
Bereichs von CBIDs wird nicht unterstttzt.

In den meisten Fallen erstellt das StorageGRID System sofort zusatzliche Kopien von Objektdaten, um
sicherzustellen, dass die ILM-Richtlinie des Systems befolgt wird.

Wenn jedoch die ILM-Regel fir das Objekt angegeben hat, dass nur eine Kopie erstellt wurde und nun
verloren gegangen ist, kann das Objekt nicht wiederhergestellt werden. In diesem Fall die ausflihren
Object Lost Der Befehl bereinigt die Metadaten des verlorenen Objekts aus dem StorageGRID
System.

Wenn der Object Lost Befehl wurde erfolgreich abgeschlossen, die folgende Meldung wird
zurtckgegeben:

CLOC LOST ANS returned result ‘SUCS’

@ Der /proc/CMSI/Object Lost Der Befehl ist nur fir verlorene Objekte glltig, die auf
Archiv-Knoten gespeichert sind.

a. Verlassen Sie die ADE-Konsole: exit
b. Melden Sie sich vom Archiv-Knoten ab: exit

5. Zuriicksetzen des Werts von Anfragefehlern im StorageGRID System:

a. Gehen Sie zu Archivknoten ARC Abruf Konfiguration, und wahlen Sie Fehleranzahl der
Anforderung zuriicksetzen.
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b. Klicken Sie Auf Anderungen Ubernehmen.

Verwandte Informationen

"StorageGRID verwalten"

"Priifung von Audit-Protokollen”

VMware: Konfiguration einer virtuellen Maschine fiir automatischen Neustart

Wenn die virtuelle Maschine nach dem Neustart des VMware vSphere-Hypervisors nicht
neu gestartet wird, missen Sie die virtuelle Maschine mdglicherweise fur den
automatischen Neustart konfigurieren.

Fihren Sie diese Schritte aus, wenn Sie bemerken, dass eine virtuelle Maschine nicht neu gestartet wird,
wahrend Sie einen Grid-Knoten wiederherstellen oder einen anderen Wartungsvorgang ausfihren.

Schritte
1. Wahlen Sie in der VMware vSphere Client-Struktur die virtuelle Maschine aus, die nicht gestartet wurde.
2. Klicken Sie mit der rechten Maustaste auf die virtuelle Maschine, und wahlen Sie Einschalten.

3. Konfigurieren Sie den VMware vSphere Hypervisor, um die virtuelle Maschine in Zukunft automatisch neu
zu starten.

Verfahren fiir den Grid-Node

Madglicherweise mussen Sie auf einem bestimmten Grid-Node Verfahren durchfuhren. Sie
konnen zwar einige dieser Verfahren im Grid Manager ausfuhren, jedoch mussen Sie bei
den meisten Verfahren von der Befehlszeile des Knotens aus auf Server Manager
zugreifen.

Server Manager wird auf jedem Grid-Knoten ausgeflihrt, um das Starten und Beenden von Diensten zu
Uberwachen und sicherzustellen, dass Dienste problemlos dem StorageGRID-System beitreten und das
System verlassen. Server Manager Uberwacht auch die Dienste auf jedem Grid-Knoten und versucht
automatisch, alle Services, die Fehler melden, neu zu starten.

@ Sie sollten auf Server Manager zugreifen, wenn Sie von technischem Support dazu aufgefordert
wurden.

@ Sie mussen die aktuelle Shell-Sitzung des Befehls schliefen und sich ausloggen, nachdem Sie
mit Server Manager fertig sind. Geben Sie Ein: exit

Wahlméglichkeiten
* "Anzeigen von Status und Version von Server Manager"

* "Anzeigen des aktuellen Status aller Dienste"

« "Starten von Server Manager und allen Diensten"

* "Neustart von Server Manager und allen Diensten"
« "Beenden von Server Manager und allen Diensten"

* "Anzeigen des aktuellen Status eines Dienstes"
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"Anhalten eines Dienstes"

"Versetzen einer Appliance in den Wartungsmodus"
"Beendigung eines Dienstes erzwingen"

"Starten oder Neustarten eines Dienstes"
"Entfernen von Port-Remaps"

"Entfernen von Port-Remaps auf Bare-Metal-Hosts"
"Neubooten eines Grid-Node"

"Herunterfahren eines Grid-Node"

"Herunterfahren eines Hosts"

"Ausschalten und Einschalten aller Knoten im Grid"
"Verwenden einer DoNotStart-Datei"

"Fehlerbehebung Fur Server Manager"

Anzeigen von Status und Version von Server Manager

Fur jeden Grid-Node kdnnen Sie den aktuellen Status und die Version des auf diesem
Grid-Node ausgefuhrten Server Managers anzeigen. Zudem erhalten Sie den aktuellen
Status aller auf diesem Grid-Node ausgeflihrten Services.

Was Sie bendtigen

Sie

mussen die haben Passwords. txt Datei:

Schritte

1.
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Melden Sie sich beim Grid-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
d. Geben Sie das im aufgefliihrte Passwort ein Passwords. txt Datei:

Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

Anzeigen des aktuellen Status von Server Manager, der auf dem Grid-Node ausgefiihrt wird: service
servermanager status

Der aktuelle Status von Server Manager, der auf dem Grid-Knoten ausgefiihrt wird, wird gemeldet (wird

ausgefuhrt oder nicht). Wenn der Status von Server Manager lautet running, Die Zeit, die es seit dem
letzten Start lauft, ist aufgelistet. Beispiel:

servermanager running for 1d, 13h, Om, 30s

Dieser Status ist das Aquivalent zum Status, der in der Kopfzeile der lokalen Konsolenanzeige angezeigt
wird.



3. Zeigen Sie die aktuelle Version von Server Manager an, der auf einem Grid-Node ausgefihrt wird:
service servermanager version

Die aktuelle Version wird aufgelistet. Beispiel:

11.1.0-20180425.1905.39c9493

4. Melden Sie sich aus der Befehlsshell ab: exit

Anzeigen des aktuellen Status aller Dienste

Sie kdnnen jederzeit den aktuellen Status aller auf einem Grid-Node ausgefuhrten
Services anzeigen.

Was Sie bendtigen

Sie missen die haben Passwords. txt Datei:

Schritte
1. Melden Sie sich beim Grid-Node an:
a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.
2. Status aller auf dem Grid-Node ausgefiihrten Services anzeigen: storagegrid-status

Beispielsweise zeigt die Ausgabe fir den primaren Admin-Node den aktuellen Status der AMS-, CMN- und
NMS-Dienste als ausgefihrt an. Diese Ausgabe wird sofort aktualisiert, wenn sich der Status eines
Dienstes andert.
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Host Mame 190-ADM1
IP Address

Operating em Kernel 4.9.0
Operating System Environment  Debian 9.4
StorageGRID Webscale Release 11.1.0
Networking

Storage Subsystem

Database Engine

Network Monitoring

Time Synchronization

dynip
nginx q
Running
Running
Running
prometheus 3. Running
persistence 1.8 Running
ade exporter 1.8 Running
attriownPurge 1.0 Running
attrDownSampl 1.8 Running
attrDownSamp2 .1.8 Running
node exporter 3.13.0+ds Running

3. Kehren Sie zur Befehlszeile zurtick und driicken Sie Strg+C.

4. Optional kdnnen Sie einen statischen Bericht fur alle Dienste anzeigen, die auf dem Grid-Node ausgefihrt
werden: /usr/local/servermanager/reader.rb

Dieser Bericht enthalt dieselben Informationen wie der standig aktualisierte Bericht, wird jedoch nicht
aktualisiert, wenn sich der Status eines Dienstes andert.

5. Melden Sie sich aus der Befehlsshell ab: exit

Starten von Server Manager und allen Diensten

Madglicherweise mussen Sie Server Manager starten, der auch alle Dienste auf dem Grid-
Knoten startet.

Was Sie benétigen

Sie mussen die haben Passwords. txt Datei:

Uber diese Aufgabe

Der Start von Server Manager auf einem Grid-Knoten, auf dem er bereits ausgefiihrt wird, fliihrt zu einem
Neustart des Server-Managers und aller Dienste auf dem Grid-Knoten.

Schritte
1. Melden Sie sich beim Grid-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
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d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

2. Server Manager Starten: service servermanager start

3. Melden Sie sich aus der Befehlsshell ab: exit

Neustart von Server Manager und allen Diensten

Moglicherweise mussen Sie den Server-Manager und alle Dienste, die auf einem Grid-
Knoten ausgefuhrt werden, neu starten.

Was Sie bendtigen

Sie missen die haben Passwords. txt Datei:

Schritte
1. Melden Sie sich beim Grid-Node an:
a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

2. Starten Sie Server Manager und alle Services auf dem Grid-Knoten neu: service servermanager
restart

Server Manager und alle Dienste auf dem Grid-Knoten werden angehalten und dann neu gestartet.

@ Verwenden der restart Der Befehl ist der gleiche wie mit dem stop Befehl gefolgt vom
start Befehl.

3. Melden Sie sich aus der Befehlsshell ab: exit

Beenden von Server Manager und allen Diensten

Server Manager ist daflr gedacht, immer ausgeflihrt zu werden, aber moglicherweise
mussen Sie Server Manager und alle Dienste, die auf einem Grid-Knoten ausgefuhrt
werden, anhalten.

Was Sie bendtigen

Sie missen die haben Passwords. txt Datei:

Uber diese Aufgabe

Das einzige Szenario, in dem Sie den Server Manager anhalten missen, wahrend das Betriebssystem
ausgefiihrt wird, ist, wenn Sie Server Manager in andere Dienste integrieren missen. Wenn der Server
Manager fir die Wartung der Hardware oder die Neukonfiguration des Servers angehalten werden muss, sollte
der gesamte Server angehalten werden.
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Schritte
1. Melden Sie sich beim Grid-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

2. Stoppen Sie Server Manager und alle Services, die auf dem Grid-Knoten ausgeflhrt werden: service
servermanager stop

Server Manager und alle auf dem Grid-Knoten ausgefiihrten Dienste werden ordnungsgemaf beendet.
Das Herunterfahren des Services kann bis zu 15 Minuten dauern.

3. Melden Sie sich aus der Befehlsshell ab: exit

Anzeigen des aktuellen Status eines Dienstes

Sie kdnnen jederzeit den aktuellen Status einer auf einem Grid-Node ausgeflhrten
Services anzeigen.

Was Sie bendtigen

Sie missen die haben Passwords. txt Datei:

Schritte
1. Melden Sie sich beim Grid-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
d. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:

Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

2. Den aktuellen Status eines Dienstes anzeigen, der auf einem Grid-Knoten ausgeflhrt wird:
‘Service_servicename_ Status der aktuelle Status des angeforderten Dienstes, der auf dem Grid-Knoten
ausgefuhrt wird, wird gemeldet (wird ausgefihrt oder nicht). Beispiel:

cmn running for 1d, 14h, 21m, 2s

3. Melden Sie sich aus der Befehlsshell ab: exit

Anhalten eines Dienstes

Einige Wartungsvorgange erfordern, dass Sie einen einzelnen Service beenden und
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gleichzeitig andere Services auf dem Grid-Node ausgefuhrt werden. Stoppen Sie nur
einzelne Dienste, wenn Sie dazu durch ein Wartungsverfahren angewiesen werden.

Was Sie benétigen

Sie missen die haben Passwords. txt Datei:

Uber diese Aufgabe

Wenn Sie mit diesen Schritten einen Dienst ,administrativ stoppen® beenden, startet der Server
Manager den Dienst nicht automatisch neu. Sie mussen entweder den einzelnen Dienst manuell starten oder
Server Manager neu starten.

Wenn Sie den LDR-Dienst auf einem Speicherknoten anhalten missen, beachten Sie, dass es mdglicherweise
eine Weile dauern kann, bis der Dienst beendet wird, wenn aktive Verbindungen vorhanden sind.

Schritte
1. Melden Sie sich beim Grid-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
d. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:

Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.
2. Beenden eines einzelnen Dienstes: service servicename stop

Beispiel:

service ldr stop

@ Der Service kann bis zu 11 Minuten dauern.

3. Melden Sie sich aus der Befehlsshell ab: exit

Verwandte Informationen

"Beendigung eines Dienstes erzwingen"

Versetzen einer Appliance in den Wartungsmodus

Sie mlssen das Gerat in den Wartungsmodus versetzen, bevor Sie bestimmte
Wartungsarbeiten durchftuhren.

Was Sie bendtigen
» Sie mussen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.

» Sie muissen Uber die Berechtigung Wartung oder Stammzugriff verfligen. Weitere Informationen finden Sie
in den Anweisungen zum Verwalten von StorageGRID.

Uber diese Aufgabe
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Wenn Sie eine StorageGRID Appliance in den Wartungsmodus versetzen, ist das Gerat moglicherweise flr
den Remote-Zugriff nicht verfigbar.

@ Das Passwort und der Hostschlissel fiir eine StorageGRID-Appliance im Wartungsmodus
bleiben identisch mit dem, als das Gerat in Betrieb war.

Schritte
1. Wahlen Sie im Grid Manager die Option Nodes aus.
2. Wabhlen Sie in der Strukturansicht der Seite Knoten den Appliance Storage Node aus.
3. Wahlen Sie Aufgaben.

Owerview Hardware Metwork Storage Objects ILIM Events Tasks
Reboot
Shuts down and restarts the node. Reboot

Maintenance Mode
Places the appliance’s compute controller Maintenance Mode
into maintenance mode.
4. Wahlen Sie Wartungsmodus.

Ein Bestatigungsdialogfeld wird angezeigt.

A Enter Maintenance Mode on SGA-106-15

You must place the appliance’s compute controller into maintenance mode to perform certain
maintenance procedures on the appliance.

Attention: All StorageGRID senices on this node will be shut down. Wait a few minutes for the
node to reboot into maintenance mode.

If vou are ready to start, enter the provisioning passphrase and click OK.

Provisioning Passphrase

5. Geben Sie die Provisionierungs-Passphrase ein, und wahlen Sie OK.

Eine Fortschrittsleiste und eine Reihe von Meldungen, darunter ,Anfrage gesendet", ,StorageGRID
stoppen” und ,neu booten®, geben an, dass die Appliance die Schritte zum Eintritt in den Wartungsmodus
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abschlief3t.

Owendiew Hardware Metwork Storage Objects LM Evenis Tasks

Reboot

Shuts down and restaris the node.

Maintenance Mode

Attention: Your request has been sent, but the appliance might take 10-15 minutes to enter
maintenance mode. Do not perform maintenance procedures until this tab indicates
maintenance mode is ready, or data could become comupted.

. Reguest Sent

Wenn sich die Appliance im Wartungsmodus befindet, wird in einer Bestatigungsmeldung die URLs
aufgefiihrt, mit denen Sie auf das Installationsprogramm der StorageGRID-Appliance zugreifen kdnnen.

Owverview Hardware Metwork Storage Objects ILM Events Tasks

Reboot

Shuts down and restarts the node.

Maintenance Mode

This node is currently in maintenance mode. Navigate to one of the URLs listed below and
perform any necessary maintenance proceduras.

= DfipsAH72 16.2.106:8443
« hffpsAH0.224 2 106:8443
« iips47 47 2 106:5443
« hifpsAH169.254 0.1:5443

When you are done with any required maintenance procedures, you must exit maintenance
mode by clicking Reboot Controller from the StorageGRID Appliance Installer

6. Um auf das Installationsprogramm der StorageGRID-Appliance zuzugreifen, navigieren Sie zu einer
beliebigen der angezeigten URLSs.

Verwenden Sie nach Moglichkeit die URL, die die IP-Adresse des Admin Network-Ports der Appliance
enthalt.

@ Zugriff Auf https://169.254.0.1:8443 Erfordert eine direkte Verbindung zum lokalen
Management-Port.
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7. Vergewissern Sie sich beim Installationsprogramm der StorageGRID Appliance, dass sich die Appliance im
Wartungsmodus befindet.

A This nodeis in maintenance made. Perfarm any required maintenance pracedures. If you want to exit maintenance mode
manually to resume normal operation, go to Advanced = Reboot Conttoller to reboot the cantroller,

8. Flhren Sie alle erforderlichen Wartungsaufgaben durch.

9. Beenden Sie nach Abschluss der Wartungsaufgaben den Wartungsmodus und fahren Sie den normalen
Node-Betrieb fort. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Erweitert
> Controller neu starten aus, und wahlen Sie dann Neustart in StorageGRID aus.

NetApp® StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Menitor Installation Advanced -

RAID Mode
Reboot Controller Upgrade Firmware
Regquest a controller reboot. l Reboot Controller ]

[ Reboal info SlorageGRID l | Reboot inlo Mainlenance Mode I

Die Appliance kann bis zu 20 Minuten dauern, bis sie neu gestartet und wieder in das Grid eingesetzt wird.
Um zu Gberprifen, ob das Neubooten abgeschlossen ist und dass der Node wieder dem Grid beigetreten
ist, gehen Sie zurlick zum Grid Manager. Auf der Registerkarte Nodes sollte ein normaler Status angezeigt
werden « Fir den Appliance-Node gibt an, dass keine Meldungen aktiv sind und der Node mit dem Grid
verbunden ist.

NetApp® StorageGRID® Help ~ | Root ~ | Sign Out

Dashboard " Alerts ~ Tenants ILM ~ Configuration « Maintenance ~ Support ~

# StorageGRID Deployment StorageGRID Deployment

# Data Center 1
' |DC1-ADM1
«'|DC1-ARC1
«|DC1-G1

Network Storage Obijecis ILM Load Balancer

1 hour 1 day 1 week 1 month Custom

«|DC1-51 Network Traffic @
«|DC1-52

| DCG1-53

6.0 Mbps

TR A A

Beendigung eines Dienstes erzwingen

Wenn Sie einen Dienst sofort beenden mussen, kbnnen Sie den verwenden force-
stop Befehl.
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Was Sie bendtigen

Sie mussen die haben Passwords. txt Datei:

Schritte
1. Melden Sie sich beim Grid-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
d. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

2. Erzwingen Sie den Dienst manuell zum Beenden: service servicename force-stop

Beispiel:
service ldr force-stop

Das System wartet 30 Sekunden, bevor der Dienst beendet wird.

3. Melden Sie sich aus der Befehlsshell ab: exit

Starten oder Neustarten eines Dienstes

Moglicherweise mussen Sie einen Dienst starten, der angehalten wurde, oder Sie
mussen einen Dienst anhalten und neu starten.

Was Sie bendtigen

Sie mussen die haben Passwords. txt Datei:

Schritte
1. Melden Sie sich beim Grid-Node an:
a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

2. Entscheiden Sie, welcher Befehl das Problem verursacht, basierend darauf, ob der Service derzeit
ausgefuhrt oder angehalten ist.

° Wenn der Dienst derzeit angehalten ist, verwenden Sie das start Befehl zum manuellen Starten des
Dienstes: service servicename start

Beispiel:
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service ldr start

° Wenn der Dienst derzeit ausgefuhrt wird, verwenden Sie das restart Befehl, um den Dienst zu
beenden und ihn dann neu zu starten: service servicename restart

Beispiel:

service ldr restart

Verwenden der restart Der Befehl ist der gleiche wie mit dem stop Befehl gefolgt vom
start Befehl. Sie kdbnnen ein Problem l0sen restart Selbst wenn der Dienst derzeit
angehalten ist.

3. Melden Sie sich aus der Befehlsshell ab: exit

Entfernen von Port-Remaps

Wenn Sie einen Endpunkt fur den Load Balancer-Dienst konfigurieren mochten und einen
Port verwenden mdchten, der bereits als Port mit dem Port einer Port-Remap konfiguriert
wurde, mussen Sie zunachst die vorhandene Port-Remap entfernen, oder der Endpunkt
ist nicht wirksam. Sie mussen auf jedem Admin-Node und Gateway-Node ein Skript
ausfuhren, das Uber widersprichliche neu zugeordnete Ports verfigt, um alle Port-
Remaps des Node zu entfernen.

@ Durch dieses Verfahren werden alle Port-Remaps entfernt. Wenden Sie sich an den
technischen Support, wenn Sie einige der Rickplane aufbewahren missen.

Informationen Uber das Konfigurieren von Endpunkten fir den Load Balancer finden Sie in den Anweisungen
zur Verwaltung von StorageGRID.

Wenn die Port-Remap Client-Zugriff bietet, sollte der Client neu konfiguriert werden, um einen

@ anderen Port zu verwenden, der, wenn mdglich, als Load Balancer-Endpunkt konfiguriert ist, um
einen Serviceverlust zu vermeiden, andernfalls flihrt das Entfernen der Port-Zuordnung zu
einem Verlust des Client-Zugriffs und sollte entsprechend geplant werden.

Dieses Verfahren ist bei einem StorageGRID System, das als Container auf Bare-Metal-Hosts
@ bereitgestellt wird, nicht mdglich. Lesen Sie die Anweisungen zum Entfernen von Port-Remaps
auf Bare-Metal-Hosts.

Schritte
1. Melden Sie sich bei dem Node an.

a. Geben Sie den folgenden Befehl ein: ssh -p 8022 admin@node IP

Port 8022 ist der SSH-Port des Basis-Betriebssystems, wahrend Port 22 der SSH-Port des Docker

278



Containers ist, auf dem StorageGRID ausgeftihrt wird.

b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

d. Geben Sie das im aufgefliihrte Passwort ein Passwords. txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

2. Flhren Sie das folgende Skript aus: remove-port-remap.sh

3. Booten Sie den Node neu.
Befolgen Sie die Anweisungen zum Neubooten eines Grid-Node.

4. Wiederholen Sie diese Schritte auf jedem Admin-Node und Gateway-Node mit gegensatzlichen neu
zugeordneten Ports.

Verwandte Informationen

"StorageGRID verwalten"
"Neubooten eines Grid-Node"

"Entfernen von Port-Remaps auf Bare-Metal-Hosts"

Entfernen von Port-Remaps auf Bare-Metal-Hosts

Wenn Sie einen Endpunkt fur den Load Balancer-Dienst konfigurieren mochten und einen
Port verwenden mdchten, der bereits als Port mit dem Port einer Port-Remap konfiguriert
wurde, mussen Sie zunachst die vorhandene Port-Remap entfernen, oder der Endpunkt
ist nicht wirksam. Wenn Sie StorageGRID auf Bare-Metal-Hosts ausfuihren, fihren Sie
dieses Verfahren anstelle des allgemeinen Verfahrens zum Entfernen von Port-Remaps
durch. Sie mussen die Node-Konfigurationsdatei fur jeden Admin-Node und Gateway-
Node bearbeiten, der Uber widersprichliche neu zugeordnete Ports verfigt, um alle Port-
Neuzuordnungen des Node zu entfernen und den Node neu zu starten.

@ Durch dieses Verfahren werden alle Port-Remaps entfernt. Wenden Sie sich an den
technischen Support, wenn Sie einige der Rickplane aufbewahren missen.

Informationen Uber das Konfigurieren von Endpunkten fir den Load Balancer finden Sie in den Anweisungen
zur Verwaltung von StorageGRID.

@ Dieses Verfahren kann zu einem voriibergehenden Serviceverlust fiihren, wenn Knoten neu
gestartet werden.

Schritte

1. Melden Sie sich bei dem Host an, der den Node unterstiitzt. Melden Sie sich als root oder mit einem Konto
an, das Uber sudo-Berechtigung verfugt.

2. Flhren Sie den folgenden Befehl aus, um den Node voriibergehend zu deaktivieren: sudo storagegrid
node stop node-name
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3. Bearbeiten Sie mithilfe eines Texteditors wie vim oder pico die Konfigurationsdatei des Knotens fur den
Knoten.

Die Konfigurationsdatei des Knotens ist unter zu finden /etc/storagegrid/nodes/node-name.conf.

4. Suchen Sie den Abschnitt der Node-Konfigurationsdatei, die die Port-Zuordnungen enthalt.

Siehe die letzten beiden Zeilen im folgenden Beispiel.

ADMIN NETWORK CONFIG = STATIC

ADMIN NETWORK ESL = 10.0.0.0/8, 172.19.0.0/16, 172.21.0.0/16
ADMIN NETWORK GATEWAY = 10.224.0.1

ADMIN NETWORK IP = 10.224.5.140

ADMIN NETWORK MASK = 255.255.248.0

ADMIN NETWORK MTU = 1400

ADMIN NETWORK TARGET = ethl

ADMIN NETWORK TARGET TYPE = Interface

BLOCK DEVICE VAR LOCAL = /dev/sda2

CLIENT NETWORK CONFIG = STATIC

CLIENT NETWORK GATEWAY = 47.47.0.1

CLIENT NETWORK IP = 47.47.5.140

CLIENT NETWORK MASK = 255.255.248.0

CLIENT NETWORK MTU = 1400

CLIENT NETWORK TARGET = eth2

CLIENT NETWORK TARGET TYPE = Interface

GRID NETWORK CONFIG = STATIC

GRID NETWORK GATEWAY = 192.168.0.1

GRID NETWORK IP = 192.168.5.140

GRID NETWORK MASK = 255.255.248.0

GRID NETWORK MTU = 1400

GRID NETWORK TARGET = ethO

GRID NETWORK TARGET TYPE = Interface

NODE TYPE = VM API Gateway

<strong>PORT REMAP = client/tcp/8082/443</strong>
<strong>PORT_ REMAP INBOUND = client/tcp/8082/443</strong>

5. BEARBEITEN Sie DIE Eintrage PORT_REMAP und PORT_REMAP_INBOUND, um Port-Remaps zu
entfernen.

PORT REMAP =
PORT REMAP INBOUND =

6. Fihren Sie den folgenden Befehl aus, um lhre Anderungen an der Node-Konfigurationsdatei fiir den Node
zu validieren: sudo storagegrid node validate node-name

Beheben Sie Fehler oder Warnungen, bevor Sie mit dem nachsten Schritt fortfahren.
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7. Fihren Sie den folgenden Befehl aus, um den Node ohne Port-Zuordnungen neu zu starten: sudo
storagegrid node start node-name

8. Loggen Sie sich als Administrator beim Node mit dem im angegebenen Passwort ein Passwords. txt
Datei:

9. Uberpriifen Sie, ob die Dienste richtig starten.

a. Anzeigen einer Liste der Status aller Dienste auf dem Server:sudo storagegrid-status
Der Status wird automatisch aktualisiert.

b. Warten Sie, bis alle Dienste den Status ,wird ausgefihrt‘ oder ,verifiziert* aufweisen.
C. Statusbildschirm verlassen:Ctrl+cC

10. Wiederholen Sie diese Schritte auf jedem Admin-Node und Gateway-Node mit gegensatzlichen neu
zugeordneten Ports.

Neubooten eines Grid-Node

Sie kdnnen einen Grid-Node aus dem Grid Manager oder aus der Befehlshaber des
Node neu booten.

Uber diese Aufgabe

Beim Neubooten eines Grid-Node wird der Node heruntergefahren und neu gestartet. Alle Dienste werden
automatisch neu gestartet.

Wenn Sie Storage-Nodes neu starten mdchten, beachten Sie Folgendes:

* Wenn eine ILM-Regel ein Aufnahmeverhalten von Dual-Commit angibt oder die Regel einen Ausgleich
angibt und nicht sofort alle erforderlichen Kopien erstellen kann, werden neu aufgenommenen Objekte
sofort von StorageGRID auf zwei Storage-Nodes am selben Standort Gbertragen und ILM wird spéater
ausgewertet. Wenn Sie zwei oder mehr Storage-Nodes an einem bestimmten Standort neu starten
mdchten, kdnnen Sie wahrend des Neustarts moglicherweise nicht auf diese Objekte zugreifen.

» Um sicherzustellen, dass Sie wahrend des Neubootens eines Storage-Node auf alle Objekte zugreifen
koénnen, beenden Sie die Verarbeitung von Objekten an einem Standort etwa eine Stunde lang, bevor Sie
den Node neu booten.

Verwandte Informationen

"StorageGRID verwalten"

Wahlméglichkeiten
* "Neubooten eines Grid-Node aus dem Grid Manager"

* "Neubooten eines Grid-Node aus der Eingabeaufforderung"

Neubooten eines Grid-Node aus dem Grid Manager

Beim Neubooten eines Grid-Node aus dem Grid Manager wird der Probleme auftreten
reboot Befehl auf dem Ziel-Node.

Was Sie bendétigen
» Sie missen Uber einen unterstitzten Browser beim Grid Manager angemeldet sein.
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« Sie mlssen Uber die Berechtigung Wartung oder Stammzugriff verfligen.

» Sie mussen Uber eine Passphrase fur die Bereitstellung verfugen.

Schritte
1. Wahlen Sie Knoten.

2. Wahlen Sie den Grid-Node aus, den Sie neu booten mochten.

3. Wahlen Sie die Registerkarte Aufgaben aus.

DC3-53 (Storage Node)

Cwerview Hardware Metwork Storage Objects ILIM Events Tasks
Reboot
Reboot shuts down and restarts the node. Reboot

4. Klicken Sie Auf Neustart.

Ein Bestatigungsdialogfeld wird angezeigt.

A Reboot Node DC3-53

Reboot shuts down and restarts a node, based on where the node is installed:

» Rebooting a WVMware node reboots the virtual machine.
* Rebooting a Linux node reboots the container.
» Febooting a StorageGRID Appliance node reboots the compute controller.

If vou are ready to reboot this node, enter the provisioning passphrase and click Ok

Provisioning Passphrase

Wenn Sie den primaren Admin-Knoten neu starten, wird im Bestatigungsdialogfeld darauf
hingewiesen, dass die Verbindung |Ihres Browsers zum Grid Manager voribergehend
verloren geht, wenn Dienste beendet werden.

5. Geben Sie die Provisionierungs-Passphrase ein, und klicken Sie auf OK.

6. Warten Sie, bis der Node neu gebootet wird.
Es kann einige Zeit dauern, bis Dienste heruntergefahren werden.

Wenn der Knoten neu gestartet wird, wird das graue Symbol (Administrativ Down) auf der linken Seite der
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Seite Knoten angezeigt. Wenn alle Dienste wieder gestartet wurden, andert sich das Symbol wieder in
seine ursprungliche Farbe.

Neubooten eines Grid-Node aus der Eingabeaufforderung

Wenn Sie den Neustart genauer Uberwachen mussen oder nicht auf den Grid Manager
zugreifen kdnnen, kdnnen Sie sich beim Grid-Node anmelden und den Befehl Server
Manager reboot Uber die Befehlszeile ausfuhren.

Was Sie bendétigen

* Sie mussen die haben Passwords. txt Datei:

Schritte
1. Melden Sie sich beim Grid-Node an:
a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.
2. Optional Dienste beenden: service servermanager stop

Das Beenden von Diensten ist ein optionaler, aber empfohlener Schritt. Die Services kdnnen bis zu 15
Minuten zum Herunterfahren dauern. Méglicherweise méchten Sie sich beim System per Remote-Zugriff
anmelden, um den Shutdown-Prozess zu Gberwachen, bevor Sie im nachsten Schritt den Node neu
booten.

3. Booten Sie den Grid-Node neu: reboot

4. Melden Sie sich aus der Befehlsshell ab: exit

Herunterfahren eines Grid-Node
Sie konnen einen Grid-Node Uber die Befehlshaber des Node herunterfahren.

Was Sie bendtigen

* Sie mussen die haben Passwords. txt Datei:

Uber diese Aufgabe
Bevor Sie dieses Verfahren durchfiihren, sollten Sie folgende Punkte beachten:

» Im Allgemeinen sollten Sie nicht mehr als einen Node gleichzeitig herunterfahren, um Unterbrechungen zu
vermeiden.

» Schalten Sie einen Node wahrend eines Wartungsvorgangs nicht herunter, es sei denn, er wird
ausdricklich von der Dokumentation oder vom technischen Support dazu aufgefordert.

» Das Herunterfahren basiert auf dem Installationsort des Node, wie folgt:

o Durch das Herunterfahren eines VMware-Knotens wird die virtuelle Maschine heruntergefahren.
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o Durch das Herunterfahren eines Linux-Node wird der Container heruntergefahren.

o Durch das Herunterfahren eines StorageGRID-Appliance-Node wird der Computing-Controller
heruntergefahren.

* Wenn Sie Storage-Nodes herunterfahren mochten, beachten Sie Folgendes:

> Wenn eine ILM-Regel ein Aufnahmeverhalten von Dual-Commit angibt oder die Regel einen Ausgleich
angibt und nicht sofort alle erforderlichen Kopien erstellen kann, werden neu aufgenommenen Objekte
sofort von StorageGRID auf zwei Storage-Nodes am selben Standort tbertragen und ILM wird spater
ausgewertet. Wenn Sie zwei oder mehr Speicherknoten an einem bestimmten Standort herunterfahren
mochten, kdnnen Sie wahrend des Herunterfahrens moéglicherweise nicht auf diese Objekte zugreifen.

o Um sicherzustellen, dass Sie bei Herunterfahren eines Storage-Nodes auf alle Objekte zugreifen
kénnen, beenden Sie die Aufnahme von Objekten an einem Standort flr etwa eine Stunde, bevor Sie
den Node herunterfahren.

Schritte
1. Melden Sie sich beim Grid-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.
2. Beenden Sie alle Dienste: service servermanager stop

Die Dienste kdnnen bis zu 15 Minuten zum Herunterfahren dauern. Au3erdem kdnnen Sie sich
maoglicherweise per Remote-Zugriff beim System anmelden, um den Shutdown-Prozess zu Uberwachen.

3. Melden Sie sich aus der Befehlsshell ab: exit
Nach dem Herunterfahren konnen Sie den Grid-Node ausschalten.

"Herunterfahren eines Hosts"

Verwandte Informationen

"StorageGRID verwalten"

Herunterfahren eines Hosts

Bevor Sie einen Host herunterfahren, mussen Sie Dienste auf allen Grid-Nodes auf
diesem Host anhalten.

Schritte
1. Melden Sie sich beim Grid-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
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d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.
2. Beenden Sie alle auf dem Knoten ausgefiihrten Services: service servermanager stop

Die Dienste kénnen bis zu 15 Minuten zum Herunterfahren dauern. AuRerdem kdnnen Sie sich
moglicherweise per Remote-Zugriff beim System anmelden, um den Shutdown-Prozess zu Uiberwachen.
3. Wiederholen Sie die Schritte 1 und 2 fiir jeden Knoten auf dem Host.
4. Wenn Sie einen Linux-Host haben:
a. Melden Sie sich beim Host-Betriebssystem an.
b. Stoppen Sie den Knoten: storagegrid node stop
c. Fahren Sie das Host-Betriebssystem herunter.

5. Wenn der Node auf einer virtuellen VMware-Maschine ausgefuhrt wird oder er ein Appliance-Node ist,
geben Sie den Befehl zum Herunterfahren aus: shutdown -h now

Flhren Sie diesen Schritt unabhangig vom Ergebnis des aus service servermanager stop Befehl.

@ Nachdem Sie das ausstellen shutdown -h now Befehl auf einem Appliance-Node missen
Sie die Appliance aus- und wieder einschalten, um den Node neu zu starten.

Bei diesem Befehl wird der Controller heruntergefahren, das Gerat ist jedoch weiterhin eingeschaltet. Sie
mussen den nachsten Schritt abschlielen.
6. Wenn Sie einen Appliance-Node herunterfahren:
o Fir die SG100- oder SG1000-Services-Appliance
i. Schalten Sie das Gerat aus.
i. Warten Sie, bis die blaue Betriebs-LED erlischt.
o Fur das SG6000-Gerat
i. Warten Sie, bis die griine LED Cache Active auf der Riickseite des Storage Controllers

ausgeschaltet ist.

Diese LED leuchtet, wenn zwischengespeicherte Daten auf die Laufwerke geschrieben werden
mussen. Sie mussen warten, bis diese LED ausgeschaltet ist, bevor Sie den Strom ausschalten.

i. Schalten Sie das Gerat aus und warten Sie, bis die blaue Strom-LED ausgeschaltet ist.
o Fur die SG5700 Appliance

i. Warten Sie, bis die grine LED Cache Active auf der Riickseite des Storage Controllers
ausgeschaltet ist.

Diese LED leuchtet, wenn zwischengespeicherte Daten auf die Laufwerke geschrieben werden
mussen. Sie mussen warten, bis diese LED ausgeschaltet ist, bevor Sie den Strom ausschalten.

i. Schalten Sie das Gerat aus und warten Sie, bis alle LED- und siebensegmentreichen
Anzeigeaktivitdten angehalten sind.

7. Melden Sie sich aus der Befehlsshell ab: exit

285



Verwandte Informationen
"SG100 SG1000 Services-Appliances"

"SG6000 Storage-Appliances"

"SG5700 Storage-Appliances"

Ausschalten und Einschalten aller Knoten im Grid

Moglicherweise miussen Sie |hr gesamtes StorageGRID System herunterfahren, wenn
Sie ein Datacenter verschieben. Diese Schritte bieten einen allgemeinen Uberblick Gber
die empfohlene Sequenz fur ein kontrolliertes Herunterfahren und Starten.

Wenn Sie alle Nodes an einem Standort oder Grid ausschalten, kénnen Sie nicht auf aufgenommene Objekte
zugreifen, wahrend die Storage-Nodes offline sind.

Beenden von Services und Herunterfahren von Grid-Nodes

Bevor Sie ein StorageGRID System ausschalten konnen, mussen Sie alle Services, die
auf jedem Grid-Node ausgefuhrt werden, anhalten und anschlieend alle VMware Virtual
Machines, Docker Container und StorageGRID Appliances herunterfahren.

Uber diese Aufgabe
Wenn mdglich, sollten Sie Dienste auf den Grid-Knoten in dieser Reihenfolge stoppen:

» Stoppen Sie zuerst Dienste auf Gateway Nodes.

» Stoppen Sie die Dienste auf dem primaren Admin-Knoten zuletzt.

Dieser Ansatz ermoglicht Ihnen, den primaren Admin-Knoten so lange wie mdglich zu verwenden, um den
Status der anderen Grid-Knoten zu uberwachen.

Wenn ein einzelner Host mehr als einen Grid-Node enthalt, fahren Sie den Host erst herunter,
@ wenn Sie alle Nodes auf diesem Host angehalten haben. Wenn der Host den primaren Admin-
Node enthalt, fahren Sie diesen Host zuletzt herunter.

Bei Bedarf konnen Sie Nodes von einem Linux-Host auf einen anderen migrieren, um die Host-
@ Wartung durchzufiihren, ohne die Funktionalitdt oder Verfligbarkeit Ihres Grid zu
beeintrachtigen.

"Linux: Migration eines Grid-Node zu einem neuen Host"

Schritte
1. Beenden Sie alle Client-Applikationen vom Zugriff auf das Grid.

2.  Melden Sie sich bei jedem Gateway-Knoten an:
a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords. txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
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3.

Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.
Beenden Sie alle Dienste, die auf dem Knoten ausgefiihrt werden: service servermanager stop

Die Dienste kénnen bis zu 15 Minuten zum Herunterfahren dauern. AuRerdem kénnen Sie sich
moglicherweise per Remote-Zugriff beim System anmelden, um den Shutdown-Prozess zu Giberwachen.

Wiederholen Sie die beiden vorherigen Schritte, um die Dienste auf allen Speicherknoten, den Knoten
Archiv und nicht-primaren Admin-Knoten anzuhalten.

Sie kdnnen die Dienste auf diesen Knoten in beliebiger Reihenfolge anhalten.

Wenn Sie das ausgeben service servermanager stop Befehl zum Beenden der
Dienste auf einem Appliance-Speicherknoten missen Sie die Appliance aus- und wieder
einschalten, um den Node neu zu starten.

Wiederholen Sie fur den primaren Admin-Knoten die Schritte fir Anmeldung beim Node Und Anhalten aller
Dienste auf dem Knoten.

Fir Knoten, die auf Linux-Hosts ausgefiihrt werden:
a. Melden Sie sich beim Host-Betriebssystem an.
b. Stoppen Sie den Knoten: storagegrid node stop

c. Fahren Sie das Host-Betriebssystem herunter.

. Geben Sie fur Knoten, die auf VMware Virtual Machines und fiir Appliance Storage Nodes ausgefuhrt

werden, den Befehl shutdown aus: shutdown -h now
Flhren Sie diesen Schritt unabhangig vom Ergebnis des aus service servermanager stop Befehl.

Bei diesem Befehl wird der Compute-Controller heruntergefahren, das Gerat ist jedoch weiterhin
eingeschaltet. Sie miissen den nachsten Schritt abschlielen.
Wenn Sie Appliance-Nodes haben:
o Fir die SG100- oder SG1000-Services-Appliance
i. Schalten Sie das Gerat aus.
i. Warten Sie, bis die blaue Betriebs-LED erlischt.
o Fur das SG6000-Gerat
i. Warten Sie, bis die griine LED Cache Active auf der Riickseite des Storage Controllers

ausgeschaltet ist.

Diese LED leuchtet, wenn zwischengespeicherte Daten auf die Laufwerke geschrieben werden
mussen. Sie mussen warten, bis diese LED ausgeschaltet ist, bevor Sie den Strom ausschalten.

i. Schalten Sie das Gerat aus und warten Sie, bis die blaue Strom-LED ausgeschaltet ist.
o Fir die SG5700 Appliance

i. Warten Sie, bis die griine LED Cache Active auf der Riickseite des Storage Controllers
ausgeschaltet ist.

Diese LED leuchtet, wenn zwischengespeicherte Daten auf die Laufwerke geschrieben werden
mussen. Sie mussen warten, bis diese LED ausgeschaltet ist, bevor Sie den Strom ausschalten.
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i. Schalten Sie das Gerat aus und warten Sie, bis alle LED- und siebensegmentreichen
Anzeigeaktivitdten angehalten sind.

9. Melden Sie sich bei Bedarf von der Eingabeaufforderung ab: exit

Das StorageGRID-Grid wurde jetzt heruntergefahren.

Verwandte Informationen
"SG100 SG1000 Services-Appliances"

"SG6000 Storage-Appliances"

"SG5700 Storage-Appliances"

Die Grid-Nodes starten

Folgen Sie dieser Sequenz, um die Grid-Knoten nach einem vollstandigen
Herunterfahren zu starten.

Wenn das gesamte Grid seit mehr als 15 Tagen heruntergefahren wurde, missen Sie sich an

@ den technischen Support wenden, bevor Sie die Grid-Nodes starten. Versuchen Sie nicht, die
Wiederherstellungsverfahren fur die Wiederherstellung von Cassandra-Daten zu verwenden.
Dies kann zu Datenverlust fuhren.

Uber diese Aufgabe
Wenn mdglich, sollten Sie die Netzknoten in dieser Reihenfolge einschalten:

« Zuerst die Administratorknoten mit Strom versorgen.

» Strom auf Gateway-Knoten zuletzt anwenden.

@ Wenn ein Host mehrere Grid-Nodes enthalt, werden die Nodes automatisch wieder online
geschaltet, wenn Sie den Host einschalten.

Schritte

1. Schalten Sie die Hosts flir den primaren Admin-Node und alle nicht-primaren Admin-Nodes ein.

@ Sie konnen sich erst bei den Admin-Knoten anmelden, wenn die Speicherknoten neu
gestartet wurden.

2. Schalten Sie die Hosts fir alle Archiv-Nodes und Speicherknoten ein.
Sie kdnnen diese Knoten in beliebiger Reihenfolge einschalten.

3. Schalten Sie die Hosts fir alle Gateway-Nodes ein.
4. Melden Sie sich beim Grid Manager an.

5. Klicken Sie auf Knoten, und Gberwachen Sie den Status der Rasterknoten. Vergewissern Sie sich, dass
alle Nodes in den Status ,grun“ zurlickkehren.
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Verwenden einer DoNotStart-Datei

Wenn Sie unter Anleitung des technischen Supports verschiedene Wartungs- oder
Konfigurationsverfahren ausfuhren, werden Sie moglicherweise aufgefordert, eine
DoNotStart-Datei zu verwenden, um zu verhindern, dass Dienste beim Starten von
Server Manager gestartet oder neu gestartet werden.

@ Sie sollten eine DoNotStart-Datei nur hinzufligen oder entfernen, wenn Sie vom technischen
Support dazu aufgefordert wurden.

Um den Start eines Dienstes zu verhindern, legen Sie eine DoNotStart-Datei in das Verzeichnis des Dienstes,
den Sie verhindern mdchten, dass dieser gestartet wird. Beim Start sucht der Server Manager nach der
DoNotStart-Datei. Wenn die Datei vorhanden ist, wird der Dienst (und alle Services, die davon abhangig sind)
nicht gestartet. Wenn die DoNotStart-Datei entfernt wird, wird der zuvor angefangente Dienst beim nachsten
Start oder Neustart von Server Manager gestartet. Dienste werden beim Entfernen der DoNotStart-Datei nicht
automatisch gestartet.

Der effizienteste Weg, um einen Neustart aller Dienste zu verhindern, ist, dass der NTP-Dienst nicht gestartet

wird. Alle Dienste sind vom NTP-Dienst abhangig und kdnnen nicht ausgefiihrt werden, wenn der NTP-Dienst
nicht ausgefuihrt wird.

Hinzufiigen einer DoNotStart-Datei fiir einen Dienst

Sie kdnnen verhindern, dass ein einzelner Dienst gestartet wird, indem Sie dem
Verzeichnis dieses Dienstes auf einem Grid-Node eine DoNotStart-Datei hinzufiigen.

Was Sie bendtigen

Sie missen die haben Passwords. txt Datei:
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Schritte
1. Melden Sie sich beim Grid-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

2. Fugen Sie eine DoNotStart-Datei hinzu: touch /etc/sv/service/DoNotStart
Wo service Ist der Name des Dienstes, der verhindert werden soll, dass der Dienst gestartet wird.
Beispiel:

touch /etc/sv/ldr/DoNotStart

Eine DoNotStart-Datei wird erstellt. Es werden keine Dateiinhalte bendtigt.

Wenn Server Manager oder der Grid-Node neu gestartet wird, wird der Server Manager neu gestartet, der
Service jedoch nicht.

3. Melden Sie sich aus der Befehlsshell ab: exit

Entfernen einer DoNotStart-Datei fiir einen Dienst

Wenn Sie eine DoNotStart-Datei entfernen, die den Start eines Dienstes verhindert,
mussen Sie diesen Dienst starten.

Was Sie bendtigen

Sie missen die haben Passwords. txt Datei:

Schritte
1. Melden Sie sich beim Grid-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
d. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:

Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.
2. Entfernen Sie die DoNotStart-Datei aus dem Service-Verzeichnis: rm /etc/sv/service/DoNotStart

Wo service Ist der Name des Service. Beispiel:
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rm /etc/sv/ldr/DoNotStart

3. Starten Sie den Service: service servicename start

4. Melden Sie sich aus der Befehlsshell ab: exit

Fehlerbehebung Fiir Server Manager

Der technische Support leitet Sie moglicherweise zur Fehlerbehebung, um die Quelle der
mit Server Manager verbundenen Probleme zu ermitteln.

Zugriff auf die Protokolldatei von Server Manager

Wenn bei der Verwendung von Server Manager ein Problem auftritt, Gberprifen Sie
dessen Protokolldatei.

Fehlermeldungen im Zusammenhang mit Server Manager werden in der Server Manager-Protokolldatei
erfasst, die sich unter befindet: /var/local/log/servermanager.log

Prufen Sie diese Datei auf Fehlermeldungen zu Fehlern. Eskalieren des Problems gegebenenfalls an den
technischen Support. Méglicherweise werden Sie aufgefordert, Protokolldateien an den technischen Support
weiterzuleiten.

Dienst mit Fehlerstatus

Wenn Sie feststellen, dass ein Dienst einen Fehlerstatus eingegeben hat, versuchen Sie,
den Dienst neu zu starten.

Was Sie benétigen

Sie missen die haben Passwords. txt Datei:

Uber diese Aufgabe

Server Manager Uberwacht Dienste und startet alle, die unerwartet angehalten haben. Wenn ein Dienst
ausfallt, versucht der Server Manager, ihn neu zu starten. Wenn drei fehlgeschlagene Versuche bestehen,
einen Dienst innerhalb von finf Minuten zu starten, wechselt der Dienst in einen Fehlerzustand. Server
Manager versucht keinen anderen Neustart.

Schritte
1. Melden Sie sich beim Grid-Node an:
a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
d. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:

Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

2. Bestatigen Sie den Fehlerstatus des Dienstes: service servicename status
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Beispiel:
service ldr status

Wenn sich der Dienst in einem Fehlerzustand befindet, wird die folgende Meldung zurlickgegeben:
servicename in error state. Beispiel:

ldr in error state

@ Wenn der Servicestatus lautet disabled, Siehe Anweisungen zum Entfernen einer
DoNotStart-Datei fiir einen Dienst.

3. Versuchen Sie, den Fehlerstatus durch Neustart des Dienstes zu entfernen: service servicename
restart

Wenn der Service nicht neu gestartet werden kann, wenden Sie sich an den technischen Support.
4. Melden Sie sich aus der Befehlsshell ab: exit

Verwandte Informationen
"Entfernen einer DoNotStart-Datei fiir einen Dienst"

Klonen von Appliance-Nodes

Sie kdonnen einen Appliance-Node in StorageGRID klonen, um eine Appliance mit
neuerem Design oder hoheren Funktionen zu verwenden. Durch das Klonen werden alle
Informationen des vorhandenen Nodes an die neue Appliance Ubertragen, ein Hardware-
Upgrade-Prozess ist einfach durchzufihren und eine Alternative zur Ausmusterung und
Erweiterung beim Austausch von Appliances zu bieten.

Funktionsweise des Appliance-Node-Klonens

Mit dem Appliance-Node-Klonen kénnen Sie einen vorhandenen Appliance-Node
(Quelle) im Grid ganz einfach durch eine kompatible Appliance (Ziel) ersetzen, die Teil
desselben logischen StorageGRID-Standorts ist. Dabei werden alle Daten auf die neue
Appliance ubertragen, die Appliance wird in Betrieb versetzt, um den alten Appliance-
Node zu ersetzen und die alte Appliance im Installationszustand zu lassen.

Warum einen Appliance-Node klonen?
Sie kdnnen einen Appliance-Node klonen, wenn Sie Folgendes bendtigen:
» Ersetzen Sie Appliances, die sich dem Ende ihrer Lebensdauer nahert.

« Aktualisieren Sie vorhandene Nodes, um von der verbesserten Appliance-Technologie zu profitieren.

» Erhéhen Sie die Grid-Storage-Kapazitat, ohne die Anzahl der Storage-Nodes in lhrem StorageGRID
System zu andern.
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« Verbessern Sie die Storage-Effizienz, z. B. durch Andern des RAID-Modus von DDP-8 auf DDP-16 oder
auf RAID-6.

* Node-Verschlusselung wird effizient implementiert, sodass die externen Verschliisselungsmanagement-
Server (KMS) verwendet werden kénnen.

Welches StorageGRID Netzwerk wird verwendet?

Durch das Klonen werden Daten vom Quell-Node Uber ein beliebiges StorageGRID-Netzwerk direkt an die
Ziel-Appliance Ubertragen. Das Grid-Netzwerk wird normalerweise verwendet, Sie kdnnen aber auch das
Admin-Netzwerk oder das Client-Netzwerk verwenden, wenn die Quell-Appliance mit diesen Netzwerken
verbunden ist. Wahlen Sie das Netzwerk fur den Klon-Traffic aus, das die beste Performance bei der
Datentbertragung bietet, ohne die Leistung des StorageGRID-Netzwerks oder die Datenverfligbarkeit zu
beeintrachtigen.

Bei der Installation der Ersatzanwendung mussen Sie temporare IP-Adressen fur StorageGRID-Verbindung
und Datentransfer angeben. Da die Ersatz-Appliance Teil derselben Netzwerke ist wie der von ihr ersetzte
Appliance-Node, missen Sie fir jedes dieser Netzwerke auf der Ersatzanwendung temporare |IP-Adressen
angeben.

Kompatibilitat der Ziel-Appliance

Ersatz-Appliances missen vom gleichen Typ sein wie der Quell-Node, den sie ersetzen, und beide missen
Teil desselben logischen StorageGRID-Standorts sein.

 Eine Ersatz-Services-Appliance kann sich von dem Admin-Node oder dem Gateway-Node unterscheiden,
den er ersetzt.

> Sie kénnen eine SG100-Quell-Node-Appliance zu einer SG1000-Services-Ziel-Appliance klonen, um
dem Admin-Node oder Gateway-Node eine héhere Funktion zuzuweisen.

o Sie kdnnen eine SG1000-Quell-Node-Appliance in einer SG100-Services-Ziel-Appliance klonen, um
die SG1000 fur eine anspruchsvollere Applikation neu zu implementieren.

Beispiel: Wenn eine SG1000-Quell-Node-Appliance als Admin-Node verwendet wird und Sie sie als
dedizierten Load-Balancing-Node verwenden moéchten.

> Durch den Austausch einer SG1000-Quell-Node-Appliance durch eine SG100-Services-Ziel-Appliance
wird die maximale Geschwindigkeit der Netzwerkports von 100 GbE auf 25 GbE verringert.

> Die SG100- und SG1000-Appliances verflugen uber unterschiedliche Netzwerkverbindungen. Wenn Sie
den Geratetyp andern, miissen moglicherweise die Kabel oder SFP-Module ersetzt werden.

 Eine Ersatz-Speicher-Appliance muss die gleiche oder h6here Kapazitat aufweisen als der
Speicherknoten, den sie ersetzt.

o Wenn die Ziel-Speicher-Appliance die gleiche Anzahl von Laufwerken wie der Quellknoten hat, miissen
die Laufwerke in der ZielAppliance dieselbe Kapazitat (in TB) oder gréRer haben.

o Wenn die Anzahl der Standardlaufwerke, die in einer Ziel-Storage Appliance installiert sind, kleiner als
die Anzahl der Laufwerke im Quell-Node ist, da Solid State Drives (SSDs) installiert sind, wird die
gesamte Storage-Kapazitat der Standardlaufwerke in der Ziel-Appliance (in TB) Die Gesamtkapazitat
aller Laufwerke im Quell-Storage-Node muss erreicht oder lGberschritten werden.

Wenn beispielsweise eine SG5660 Quell-Storage Node Appliance mit 60 Laufwerken auf eine SG6060
Ziel-Appliance mit 58 Standardlaufwerken geklont wird, sollten vor dem Klonen grof3ere Laufwerke in
der SG6060 Ziel-Appliance installiert werden, um die Storage-Kapazitat erhalten zu kénnen. (Die zwei
Laufwerksschachte mit SSDs in der Ziel-Appliance sind nicht in der gesamten Appliance-Storage-
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Kapazitat enthalten.)

Wenn jedoch eine SG5660 Quell-Node-Appliance mit 60 Laufwerken mit SANtricity Dynamic Disk
Pools DDP-8 konfiguriert ist, kann die Konfiguration einer SG6060 Ziel-Appliance mit 58 Laufwerken
und DDP-16 die SG6060 Appliance aufgrund der verbesserten Storage-Effizienz als gultiges Klonziel
machen.

Informationen zum aktuellen RAID-Modus des Quell-Appliance-Knotens kénnen Sie auf der Seite Nodes
im Grid Manager anzeigen. Wahlen Sie die Registerkarte * Storage™* flr das Gerat aus.

Welche Informationen sind nicht geklont?

Die folgenden Appliance-Konfigurationen werden wahrend des Klonens nicht auf die Ersatz-Appliance
Ubertragen. Sie missen sie wahrend der Ersteinrichtung des Ersatzgerats konfigurieren.

* BMC Schnittstelle

* Netzwerkverbindungen

 Verschlusselungsstatus der Nodes

» SANTtricity System Manager (fir Storage-Nodes)

* RAID-Modus (fur Storage-Nodes)

Welche Probleme verhindern das Klonen?

Wenn beim Klonen eines der folgenden Probleme auftreten, stoppt der Klonprozess und eine Fehlermeldung
wird erzeugt:

 Falsche Netzwerkkonfiguration

» Fehlende Konnektivitat zwischen Quell- und Ziel-Appliances

* Nicht kompatibel mit Quell- und Ziel-Appliance

» Bei Storage-Nodes eine Ersatz-Appliance mit unzureichender Kapazitat

Sie mussen jedes Problem I6sen, damit das Klonen fortgesetzt werden kann.

Uberlegungen und Anforderungen zum Klonen von Appliance-Nodes

Vor dem Klonen eines Appliance-Nodes missen Sie die Uberlegungen und
Anforderungen verstehen.

Hardwareanforderungen fiir die Ersatz-Appliance

Stellen Sie sicher, dass das Ersatzgerat die folgenden Kriterien erfullt:
» Der Quell-Node (eine Appliance, die ersetzt wird) und das Ziel-Appliance missen denselben Appliance-
Typ sein:

o Sie kdnnen eine Admin-Node-Appliance oder eine Gateway-Node-Appliance nur auf einer neuen
Services-Appliance klonen.

> Sie kénnen eine Storage-Node-Appliance nur auf einer neuen Storage Appliance klonen.

* Bei Admin-Node- oder Gateway-Node-Appliances missen die Quell-Node-Appliance und die Ziel-
Appliance nicht vom gleichen Appliance-Typ sein. Bei Anderungen des Appliance-Typs miissen jedoch
moglicherweise die Kabel oder SFP-Module ausgetauscht werden.
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Sie kdnnen beispielsweise eine SG1000-Node-Appliance durch ein SG100 ersetzen oder eine SG100-
Appliance durch eine SG1000-Appliance ersetzen.

Bei Storage Node Appliances missen die Quell-Node-Appliance und die Ziel-Appliance nicht denselben
Appliance-Typ sein. Die Ziel-Appliance muss jedoch dieselbe oder groliere Storage-Kapazitat aufweisen
wie die Quell-Appliance.

So kdnnen Sie beispielsweise eine SG5600 Node-Appliance durch eine SG5700 oder SG6000 Appliance
ersetzen.

Wenden Sie sich an Ihren StorageGRID Vertriebsmitarbeiter, wenn Sie Unterstiitzung bei der Auswabhl
kompatibler Ersatzgerate bendétigen, um bestimmte Appliance-Nodes in Ihrer StorageGRID Installation zu
klonen.

Das Klonen eines Appliance-Node wird vorbereitet

Vor dem Klonen eines Appliance-Node missen Sie folgende Informationen haben:

Beziehen Sie eine temporare IP-Adresse fur das Grid-Netzwerk von lhrem Netzwerkadministrator zur
Verwendung mit der Ziel-Appliance wahrend der ersten Installation. Wenn der Quellknoten zu einem
Admin-Netzwerk oder Client-Netzwerk gehdrt, erhalten Sie temporare IP-Adressen fir diese Netzwerke.

Temporare IP-Adressen befinden sich normalerweise im selben Subnetz wie die zu klonenden Quell-Node-
Appliance und werden nach Abschluss des Klonens nicht benétigt. Die Quell- und Ziel-Appliances miissen
eine Verbindung zu dem primaren Admin-Node lhrer StorageGRID herstellen, um eine Klonverbindung
herzustellen.

Bestimmung des Netzwerks zum Klonen von Datenulbertragungsdaten, das die beste Performance bei der
Datenubertragung bietet, ohne die Leistung des StorageGRID-Netzwerks oder die Datenverfligbarkeit zu
beeintrachtigen

@ Die Verwendung des 1-GbE-Admin-Netzwerks fiir die Ubertragung von Klondaten fiihrt zu
langsamerem Klonen.

Ermitteln, ob die Node-Verschlisselung mithilfe eines Verschlliisselungsmanagement-Servers (KMS) auf
der Ziel-Appliance verwendet wird, damit die Node-Verschllisselung wahrend der Erstinstallation der Ziel-
Appliance vor dem Klonen aktiviert werden kann. Sie kénnen Uberprifen, ob die Node-Verschlisselung auf
dem Quell-Appliance-Node aktiviert ist, wie in der Appliance-Installation beschrieben.

Der Quell- und die Ziel-Appliance kdnnen unterschiedliche Node-Verschlisselungseinstellungen
aufweisen. Die Entschllsselung und Verschlisselung der Daten erfolgt automatisch wahrend des
Datentransfers und beim Neustart des Ziel-Nodes und Beitritt zum Grid.

o "SG100 SG1000 Services-Appliances"

> "SG5600 Storage Appliances"

o "SG5700 Storage-Appliances"

o "SG6000 Storage-Appliances"

Ermitteln Sie, ob der RAID-Modus auf der Ziel-Appliance von der Standardeinstellung geandert werden
soll, damit Sie diese Informationen bei der Erstinstallation der Ziel-Appliance vor dem Klonen angeben
kénnen. Informationen zum aktuellen RAID-Modus des Quell-Appliance-Knotens kdnnen Sie auf der Seite
Nodes im Grid Manager anzeigen. Wahlen Sie die Registerkarte * Storage* fur das Geréat aus.
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Der Quell- und die Ziel-Appliance kénnen unterschiedliche RAID-Einstellungen aufweisen.

* Planen Sie ausreichend Zeit, um den Node-Klonprozess abzuschliel3en. Fir den Datentransfer von einem
betrieblichen Storage Node zu einer Ziel-Appliance sind mdglicherweise mehrere Tage erforderlich. Planen
Sie das Klonen zu einer Zeit, die die Auswirkungen auf Ihr Geschaft minimiert.

+ Sie sollten jeweils nur einen Appliance-Node klonen. Durch Klonen wird verhindert, dass Sie weitere
StorageGRID-Wartungsarbeiten gleichzeitig ausfihren.

* Nachdem Sie einen Appliance-Node geklont haben, kdnnen Sie die Quell-Appliance verwenden, die zu
einem Installationszustand zurlickgeschickt wurde, als Ziel, eine weitere kompatible Node-Appliance zu
klonen.

Klonen von Appliance-Node

Der Klonprozess kann mehrere Tage dauern, bis die Daten zwischen dem Quell-Node
(Appliance, die ersetzt wird) und der Ziel-Appliance Ubertragen werden.

Was Sie bendétigen

« Sie haben das kompatible Zielgerat in einem Schrank oder Rack installiert, alle Kabel angeschlossen und
mit Strom versorgt.

+ Sie haben Uberprift, ob die Installationsversion flr die StorageGRID Appliance auf der Ersatzanwendung
mit der Softwareversion des StorageGRID-Systems Ubereinstimmt. Dabei missen Sie ggf. die
StorageGRID Appliance Installer-Firmware aktualisieren.

« Sie haben die Ziel-Appliance konfiguriert, einschlieRlich der Konfiguration von StorageGRID-Verbindungen,
SANtricity System Manager (nur Storage Appliances) und der BMC-Schnittstelle.

> Verwenden Sie beim Konfigurieren von StorageGRID-Verbindungen die temporaren IP-Adressen.

o Verwenden Sie bei der Konfiguration von Netzwerkverbindungen die abschlieRende Link-Konfiguration.

Lassen Sie das Installationsprogramm der StorageGRID Appliance nach Abschluss der
Erstkonfiguration der Ziel-Appliance offen. Nach dem Start des Node-Klonprozesses kehren Sie
zur Installationsseite der Zielanwendung zurick.

» Optional ist die Node-Verschlisselung fur die Ziel-Appliance aktiviert.
« Sie haben optional den RAID-Modus fir die Ziel-Appliance eingestellt (nur Storage Appliances).

+ "Uberlegungen und Anforderungen zum Klonen von Appliance-Nodes"
"SG100 SG1000 Services-Appliances"
"SG5600 Storage Appliances"
"SG5700 Storage-Appliances"

"SG6000 Storage-Appliances"

Sie sollten jeweils nur einen Appliance-Node klonen, um die Netzwerk-Performance und Datenverfiigbarkeit
von StorageGRID zu erhalten.

Schritte
1. Platzieren Sie den Quellknoten, den Sie klonen, in den Wartungsmodus.

"Versetzen einer Appliance in den Wartungsmodus"
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2. Wahlen Sie im StorageGRID-Appliance-Installationsprogramm auf dem Quellknoten im Abschnitt

Installation der Startseite die Option Klonen aktivieren aus.

NetApp® StorageGRID® Appliance Installer Help

Home Configure Networking - Configure Hardware - Maonitor Installation Advanced -

Home

A\ This node is in maintenance mode. Perform any required maintenance procedures. If you want to exit maintenance mode manually to resume normal operation, go
to Advanced > Reboot Controller to reboot the controller.

This Node
MNode typs Storage =
Node name hrmny2-1-254-sn

Primary Admin Node connection

Enable Admin Nods
discovery

Primary Admin Node IP 172.16.0.62

Connection state Connection to 172.16.0.62 ready.

Installation

Current state Maintenance mode. Reboot the node
to resume normal operation.

Enable Cloning

Der Abschnitt primare Admin-Node-Verbindung wird durch den Abschnitt ,Verbindung zum Ziel-Node
klonen®“ ersetzt.

297



3.
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NetApp® StorageGRID® Appliance Installer Help

Home Configure Networking « Configure Hardware ~ Monitor Installation Advanced -
Home

A\ This node is in maintenance mode. Perform any required maintenance procedures. If you want to exit maintenance mode manually to resume normal operation, go
to Advanced > Reboot Controller to reboot the controller.

This Node
Node type Storage A
Node name hrmny2-1-254-sn
(T:Ione target node connection \
Clone target nede IP 0.0.0.0
Connection state MNa connection information available.
Installation

Current state Waiting for configuration and
validation of clone targst.

Disable Cloning

Geben Sie fiur Zielknoten-IP die temporare IP-Adresse ein, die dem Zielknoten zugewiesen ist, das
Netzwerk fur den Datenverkehr der Klondatentibertragung verwenden soll, und wahlen Sie dann
Speichern aus.

Normalerweise geben Sie die IP-Adresse fiir das Grid-Netzwerk ein. Wenn Sie jedoch ein anderes
Netzwerk fur den Datenverkehr von Klondaten verwenden missen, geben Sie die IP-Adresse des
Zielknoten in diesem Netzwerk ein.

@ Die Verwendung des 1-GbE-Admin-Netzwerks fiir die Ubertragung von Klondaten fiihrt zu
langsamerem Klonen.

Nachdem die Zielanwendung konfiguriert und validiert wurde, ist im Abschnitt Installation Klonen starten
auf dem Quellknoten aktiviert.



NetApp® StorageGRID® Appliance Installer He

Home Configure Networking « Caonfigure Hardware « IMonitor Installation Advanced «
Home

A\ This node is in maintenance mode. Perform any required maintenance procedures. If you want to exit maintenance mode manually to resume normal operation,
go to Advanced > Reboot Controller to reboot the controller.

@ The cloning process is ready to be started. Select Start Cloning when you are ready. To terminate cloning before it completes and return this node to service,
trigger a reboot.

This Node
MNode type Storage ¥

Node name hrmny2-1-254-sn

Clone target node connection

Clone target node [P 10.224.1.253

Connection state Connection to 10.224.1.253 ready.

| |
Installation

Current state Ready to start cloning all data from
this node to the clone target node
using the Admin Network connection.
£\ Attention: the Admin Network
typically has less bandwidth than the
Grid or Client Networks. Use the Grid
or Client IP of the target node far
faster cloning.

Start Cloning

| Disable Cloning |

Wenn Probleme bestehen, die das Klonen verhindern, ist Klonen starten nicht aktiviert und Probleme, die
Sie I6sen missen, werden als Verbindungsstatus aufgefiihrt. Diese Probleme sind auf der Startseite des
StorageGRID-Appliance-Installationsprogramms sowohl des Quell-Knotens als auch der Ziel-Appliance
aufgeflihrt. Es wird immer nur ein Problem angezeigt, und der Status wird automatisch aktualisiert, wenn
sich die Bedingungen andern. Losen Sie alle Klonprobleme, um Klonen starten zu aktivieren.

Wenn Klonen starten aktiviert ist, zeigt der Aktueller Status das zum Klonen des Datenverkehrs
ausgewahlte StorageGRID-Netzwerk sowie Informationen tber die Verwendung dieser
Netzwerkverbindung an.

"Uberlegungen und Anforderungen zum Klonen von Appliance-Nodes"

. Wahlen Sie Klonen starten auf dem Quellknoten aus.

5. Uberwachen Sie den Klonfortschritt mit dem Installationsprogramm von StorageGRID Appliance auf dem

Quell- oder Zielknoten.
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Das Installationsprogramm der StorageGRID Appliance auf den Quell- und den Ziel-Nodes weist
denselben Status auf.

NetApp® StorageGRID® Appliance Installer Help

Home Configure Networking ~ Configure Hardware « IMonitor Installation Advanced ~

Manitor Cloning

1. Establish clone peering relationship Complete
2. Clone another node from this node Running
Step Progress Status

Send data to clone target node Sending data, 0% complets, 8.99 GB transferred
3. Activate cloned node and leave this one offline Pending

Die Seite Klonen tberwachen bietet detaillierte Fortschritte flr jede Phase des Klonprozesses:

> Aufbau einer Klon-Peering-Beziehung zeigt den Fortschritt der Klonerstellung und -Konfiguration.

o Ein weiterer Knoten von diesem Knoten klonen zeigt den Fortschritt der Datentbertragung an.
(Dieser Teil des Klonprozesses kann mehrere Tage dauern.)

- Geklonter Knoten aktivieren und diesen offline lassen zeigt den Fortschritt der Ubertragung der
Steuerung auf den Zielknoten und der Platzierung des Quellknoten in einen Pre-install Zustand,
nachdem die Datenubertragung abgeschlossen ist.

6. Wenn Sie den Klonprozess beenden und den Quellknoten vor dem Abschluss des Klonens in den Dienst
zuriicksenden mussen, wechseln Sie auf dem Quellknoten zur Startseite des StorageGRID Appliance
Installer und wéahlen Sie Erweitert > Controller neu starten aus, und wahlen Sie dann Neustart in
StorageGRID aus.

Wenn der Klonprozess beendet wird:

> Der Quell-Node beendet den Wartungsmodus und verbindet sich neu zu StorageGRID.
> Der Ziel-Node bleibt im Installationszustand. Um das Klonen des Quellknoten neu zu starten, starten
Sie den Klonprozess erneut von Schritt 1.

Wenn das Klonen erfolgreich abgeschlossen wurde:

* Die Quell- und Ziel-Knoten tauschen IP-Adressen aus:

o Der Zielknoten verwendet nun die IP-Adressen, die urspringlich dem Quellknoten fur Grid-, Admin-
und Client-Netzwerke zugewiesen wurden.

> Der Quellknoten verwendet jetzt die temporére IP-Adresse, die dem Zielknoten urspriinglich
zugewiesen wurde.

* Der Ziel-Node beendet den Wartungsmodus und tritt dem StorageGRID bei und ersetzt den Quell-Node.

» Die Quell-Appliance befindet sich im vorinstallierten Zustand, als ob Sie sie zur Neuinstallation vorbereitet
hatten.

"Vorbereiten eines Gerats fir die Neuinstallation (nur Plattformaustausch)"
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Wenn das Gerat nicht wieder in das Raster integriert wird, wechseln Sie zur Startseite des
StorageGRID-Appliance-Installationsprogramms fiir den Quellknoten, wahlen Sie Erweitert >

@ Controller neu starten und wahlen Sie dann Neustart im Wartungsmodus aus. Nachdem der
Quell-Node im Wartungsmodus neu gebootet wurde, wiederholen Sie den Vorgang des Node-
Klonens.

Benutzerdaten auf der Quell-Appliance bleiben als Wiederherstellungsoption, wenn bei dem Ziel-Node ein
unerwartetes Problem auftritt. Nachdem der Ziel-Node der StorageGRID erneut beigetreten ist, sind die
Benutzerdaten auf der Quell-Appliance veraltet und werden nicht mehr bendtigt. Bitten Sie den StorageGRID-
Support bei Bedarf, die Quell-Appliance zu lI6schen, damit diese Daten zerstort werden kdnnen.

lhre Vorteile:

» Verwenden Sie die Quell-Appliance als Ziel fur weitere Klonvorgange: Es ist keine zusatzliche
Konfiguration erforderlich. Dieser Appliance wurde bereits die temporare IP-Adresse zugewiesen, die
ursprunglich fir das erste Klonziel angegeben wurde.

* Installieren und richten Sie die Quell-Appliance als neuen Appliance-Node ein.

» Entsorgen Sie die Quell-Appliance, wenn sie nicht mehr mit StorageGRID verwendet wird.
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