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Grid-Nodes oder Standort hinzufugen

Grid-Nodes zu vorhandenem Standort hinzufugen oder
neuen Standort hinzufugen

Gehen Sie folgendermalien vor, um vorhandenen Standorten Grid-Nodes hinzuzuflgen
oder einen neuen Standort hinzuzufligen, aber Sie kdnnen nicht beide Erweiterungstypen
gleichzeitig ausfuhren.

Was Sie benétigen
« Sie haben die Berechtigung Root-Zugriff oder Wartung.

 Alle bestehenden Nodes im Grid sind Uber alle Standorte hinweg betriebsbereit.

« Alle vorherigen Erweiterungs-, Upgrade-, Stilllegungs- oder Recovery-Verfahren sind abgeschlossen.

Sie kdnnen eine Erweiterung nicht starten, wahrend noch ein weiteres Verfahren zur

@ Erweiterung, Aktualisierung, Wiederherstellung oder aktiven Deaktivierung ausgefiihrt wird.
Sie kdnnen jedoch bei Bedarf eine Deaktivierung unterbrechen, um eine Erweiterung zu
starten.

Schritte
1. Subnetze fur Grid Network aktualisieren.

2. Neue Grid-Nodes implementieren.

3. Erweiterung durchfuhren.

Subnetze fur Grid Network aktualisieren

Wenn Sie Grid-Nodes oder einen neuen Standort in einer Erweiterung hinzufugen,
mussen Sie moglicherweise Subnetze zum Grid-Netzwerk aktualisieren oder hinzuftigen.

StorageGRID pflegt eine Liste der fiur die Kommunikation zwischen den Grid-Nodes im Grid-Netzwerk (eth0)
verwendeten Subnetze. Zu diesen Eintragen gehoren die Subnetze, die von jedem Standort im StorageGRID-
System fir das Grid-Netzwerk verwendet werden, sowie alle Subnetze, die fiir NTP, DNS, LDAP oder andere
externe Server verwendet werden, auf die Uber das Grid-Netzwerk-Gateway zugegriffen wird.

Was Sie bendtigen
« Sie sind mit einem bei Grid Manager angemeldet Unterstutzter Webbrowser.
 Sie haben die Berechtigung Wartung oder Stammzugriff.
* Sie haben die Provisionierungs-Passphrase.

 Sie haben die Netzwerkadressen in CIDR-Notation der Subnetze, die Sie konfigurieren mdchten.

Uber diese Aufgabe

Wenn einer der neuen Knoten eine Grid-Netzwerk-IP-Adresse in einem Subnetz hat, das zuvor nicht
verwendet wurde, missen Sie das neue Subnetz der Netznetzwerkliste hinzufiigen, bevor Sie die Erweiterung
starten. Andernfalls mussen Sie die Erweiterung abbrechen, das neue Subnetz hinzufiigen und den Vorgang
erneut starten.


https://docs.netapp.com/de-de/storagegrid-116/admin/web-browser-requirements.html

Schritte
1. Wahlen Sie WARTUNG > Netzwerk > Grid-Netzwerk.

Grid Network

Configure the subnets that are used on the Grid Network. These entries typically include the subnets for the Grid Network (eth() for each
site in your StorageGRID system as well as any subnets for NTP, DNS, LDAP, or other external servers accessed through the Gnd
Network gateway.

Subnets

Subnet 1 10.96.104.0/22 ==

Passphrase

Pravisioning
Passphrase

2. Wahlen Sie in der Liste Subnetze das Pluszeichen aus, um ein neues Subnetz in CIDR-Notation
hinzuzufligen.

Geben Sie beispielsweise 10.96.104.0/22 ein.
3. Geben Sie die Provisionierungs-Passphrase ein, und wahlen Sie Speichern.

Die angegebenen Subnetze werden automatisch fur Ihr StorageGRID System konfiguriert.

Neue Grid-Nodes implementieren

Die Schritte zur Implementierung neuer Grid-Nodes in einer Erweiterung entsprechen
den Schritten, die bei der ersten Installation des Grid verwendet wurden. Sie mussen alle
neuen Grid-Nodes implementieren, bevor Sie die Erweiterung durchflihren kénnen.

Wenn Sie das Raster erweitern, missen die hinzuzufigenden Nodes nicht mit den vorhandenen Node-Typen
Ubereinstimmen. VMware Nodes, Linux Container-basierte Nodes oder Appliance-Nodes lassen sich
hinzufigen.

VMware: Grid-Nodes implementieren

Sie mussen fir jeden VMware Node, den Sie der Erweiterung hinzufligen méchten, eine Virtual Machine in
VMware vSphere implementieren.

Schritte

1. Implementieren Sie den neuen Node als Virtual Machine Und verbinden Sie sie mit einem oder mehreren
StorageGRID-Netzwerken.

Bei der Implementierung des Node kdnnen Sie optional Node-Ports neu zuordnen oder CPU- oder
Speichereinstellungen erhéhen.

2. Nachdem Sie alle neuen VMware-Nodes implementiert haben, Das Erweiterungsverfahren durchftihren.


https://docs.netapp.com/de-de/storagegrid-116/vmware/deploying-storagegrid-node-as-virtual-machine.html

Linux: Grid-Nodes implementieren

Die Grid-Nodes konnen auf neuen Linux-Hosts oder auf vorhandenen Linux-Hosts implementiert werden.
Wenn Sie zusatzliche Linux-Hosts bendétigen, um die CPU-, RAM- und Storage-Anforderungen der
StorageGRID-Nodes, die Sie dem Grid hinzufligen méchten, zu unterstiitzen, bereiten Sie sie auf die gleiche
Weise vor, wie Sie die Hosts bei der ersten Installation vorbereitet haben. Anschliefiend implementieren Sie
die Erweiterungs-Nodes auf dieselbe Weise wie bei der Installation die Grid-Nodes.

Was Sie bendtigen
 Sie haben Anweisungen zum Installieren von StorageGRID fir lhre Linux-Version und haben die
Hardware- und Speicheranforderungen geprtift.
o Installieren Sie Red hat Enterprise Linux oder CentOS
o Installieren Sie Ubuntu oder Debian

* Wenn Sie neue Grid-Nodes auf vorhandenen Hosts implementieren méchten, haben Sie bestatigt, dass
die vorhandenen Hosts Uber geniigend CPU-, RAM- und Storage-Kapazitat fir die zusatzlichen Nodes
verfiigen.

« Sie verflgen Uber einen Plan, um Ausfall-Domains zu minimieren. Beispielsweise sollten nicht alle
Gateway-Nodes auf einem einzelnen physischen Host bereitgestellt werden.

Flhren Sie in einer Produktionsimplementierung nicht mehr als einen Speicherknoten auf
@ einem einzelnen physischen oder virtuellen Host aus. Die Verwendung eines dedizierten
Hosts flr jeden Speicherknoten stellt eine isolierte Ausfalldomane zur Verfligung.

* Wenn der StorageGRID-Node Storage verwendet, der einem NetApp ONTAP System zugewiesen ist,
vergewissern Sie sich, dass auf dem Volume keine FabricPool-Tiering-Richtlinie aktiviert ist. Das
Deaktivieren von FabricPool Tiering fur Volumes, die in Verbindung mit StorageGRID Nodes verwendet
werden, vereinfacht die Fehlerbehebung und Storage-Vorgange.

Schritte
1. Wenn Sie neue Hosts hinzufligen, greifen Sie auf die Installationsanweisungen zur Implementierung von
StorageGRID Nodes zu.
2. Befolgen Sie zum Bereitstellen der neuen Hosts die Anweisungen zur Vorbereitung der Hosts.

3. Befolgen Sie zum Erstellen von Node-Konfigurationsdateien und zum Validieren der StorageGRID-
Konfiguration die Anweisungen fur die Bereitstellung von Grid-Nodes.

4. Wenn Sie einem neuen Linux-Host Nodes hinzufiigen, starten Sie den StorageGRID-Hostdienst.

5. Wenn Sie einem vorhandenen Linux-Host Nodes hinzufiigen, starten Sie die neuen Nodes mithilfe der
StorageGRID Host Service-CLI:sudo storagegrid node start [<node name\>]

Nachdem Sie fertig sind

Nach der Implementierung aller neuen Grid-Nodes kdénnen Sie dies gerne nutzen Die Erweiterung
durchfuhren.

Appliances: Implementierung von Storage-, Gateway- oder nicht-primaren Admin-
Nodes

Um die StorageGRID-Software auf einem Appliance-Knoten zu installieren, verwenden Sie das
Installationsprogramm fir StorageGRID-Appliances, das in der Appliance enthalten ist. Jede Storage-
Appliance arbeitet als einzelner Storage-Node in einer Erweiterung und jede Services-Appliance fungiert als
einzelner Gateway-Node oder als nicht-primarer Admin-Node. Jede Appliance kann eine Verbindung zum


https://docs.netapp.com/de-de/storagegrid-116/rhel/index.html
https://docs.netapp.com/de-de/storagegrid-116/ubuntu/index.html

Grid-Netzwerk, dem Admin-Netzwerk und dem Client-Netzwerk herstellen.

Was Sie bendtigen
» Das Gerat wurde in einem Rack oder Schrank installiert, mit Ihren Netzwerken verbunden und
eingeschaltet.

* Sie haben mit dem Installationsprogramm fir StorageGRID-Gerate alle Schritte ,Hardware
konfigurieren”in den Installations- und Wartungsanweisungen fir die Appliance abgeschlossen.

o SG100- und SG1000-Services-Appliances
o Hardware konfigurieren (SG5600)
o Hardware konfigurieren (SG5700)
o Hardware konfigurieren (SG6000)

Das Konfigurieren der Appliance-Hardware umfasst die erforderlichen Schritte zum Konfigurieren von
StorageGRID-Verbindungen (Netzwerkverbindungen und IP-Adressen) sowie die optionalen Schritte zum
Aktivieren der Node-Verschliisselung, zum Andern des RAID-Modus und zum erneuten Zuordnen von
Netzwerkports.

* Alle Grid-Subnetze, die auf der Seite IP-Konfiguration des Installationsprogramms fir StorageGRID-Gerate
aufgefiihrt sind, wurden in der Netznetzwerksubnetz-Liste auf dem primaren Admin-Node definiert.

» Die StorageGRID Appliance Installer-Firmware auf der Ersatzanwendung ist mit der derzeit im Grid
ausgefiihrten StorageGRID-Softwareversion kompatibel. So ist beispielsweise die Version 3.6 des
Installationsprogramms fiir StorageGRID-Gerate mit der Version 11.6 von StorageGRID kompatibel. (Wenn
die Versionen nicht kompatibel sind, missen Sie die StorageGRID Appliance Installer-Firmware
aktualisieren.)

+ Sie haben einen Service-Laptop mit einem Unterstitzter Webbrowser.
 Sie kennen eine der IP-Adressen, die dem Computing-Controller der Appliance zugewiesen sind. Sie
kénnen die IP-Adresse flr jedes angeschlossene StorageGRID-Netzwerk verwenden.

Uber diese Aufgabe
Die Installation von StorageGRID auf einem Appliance-Node erfolgt in folgenden Phasen:

 Sie geben die IP-Adresse des primaren Admin-Knotens und den Namen des Appliance-Nodes an oder
bestatigen sie.

« Sie starten die Installation und warten, bis Volumes konfiguriert und die Software installiert ist.
Die Installation wird durch Installationsaufgaben des Gerats gepartet. Um die Installation fortzusetzen,

melden Sie sich beim Grid Manager an, genehmigen alle Grid-Nodes und schlieRen den StorageGRID-
Installationsprozess ab.

Wenn Sie mehrere Appliance-Nodes gleichzeitig implementieren missen, kdnnen Sie den
Installationsprozess mithilfe des automatisieren configure-sga.py Installationsskript Fur
Appliances

Schritte

1. Offnen Sie einen Browser, und geben Sie eine der IP-Adressen fiir den Computing-Controller der
Appliance ein.

https://Controller IP:8443


https://docs.netapp.com/de-de/storagegrid-116/sg100-1000/index.html
https://docs.netapp.com/de-de/storagegrid-116/sg5600/configuring-hardware.html
https://docs.netapp.com/de-de/storagegrid-116/sg5700/configuring-hardware-sg5712-60.html
https://docs.netapp.com/de-de/storagegrid-116/sg6000/configuring-hardware.html
https://docs.netapp.com/de-de/storagegrid-116/admin/web-browser-requirements.html

Die Startseite des StorageGRID-Appliance-Installationsprogramms wird angezeigt.

2. Legen Sie im Abschnitt * Primary Admin Node* Connection fest, ob Sie die IP-Adresse fir den primaren
Admin Node angeben missen.

Wenn Sie zuvor andere Knoten in diesem Rechenzentrum installiert haben, kann der StorageGRID-
Appliance-Installer diese IP-Adresse automatisch erkennen, vorausgesetzt, dass der primare Admin-
Knoten oder mindestens ein anderer Grid-Node mit ADMIN_IP konfiguriert ist, im selben Subnetz
vorhanden ist.

3. Wenn diese IP-Adresse nicht angezeigt wird oder Sie sie andern missen, geben Sie die Adresse an:

Option Beschreibung
Manuelle IP-Eingabe a. Deaktivieren Sie das Kontrollkdstchen Admin Node Discovery
aktivieren.

b. Geben Sie die IP-Adresse manuell ein.
c. Klicken Sie Auf Speichern.

d. Warten Sie, bis der Verbindungsstatus bereit ist, bis die neue IP-
Adresse einsatzbereit ist.

Automatische Erkennung aller a. Aktivieren Sie das Kontrollkastchen Admin Node Discovery
verbundenen primaren Admin- aktivieren.
Nodes

b. Warten Sie, bis die Liste der erkannten IP-Adressen angezeigt
wird.

c. Wahlen Sie den primaren Admin-Node fiir das Grid aus, in dem
dieser Appliance-Speicher-Node bereitgestellt werden soll.

d. Klicken Sie Auf Speichern.

e. Warten Sie, bis der Verbindungsstatus bereit ist, bis die neue IP-
Adresse einsatzbereit ist.

4. Geben Sie im Feld Knotenname den Namen ein, den Sie flr diesen Appliance-Knoten verwenden
mdchten, und wahlen Sie Speichern.

Der Node-Name wird diesem Appliance-Node im StorageGRID-System zugewiesen. Sie wird im Grid
Manager auf der Seite Nodes (Registerkarte Ubersicht) angezeigt. Bei Bedarf kdnnen Sie den Namen
andern, wenn Sie den Knoten genehmigen.

5. Bestatigen Sie im Abschnitt Installation, dass der aktuelle Status ,bereit zum Starten der
Installation von Node Name in das Grid mit primdrem Admin-Node admin ip“lautet
und dass die Schaltflache Installation starten aktiviert ist.

Wenn die Schaltflache Installation starten nicht aktiviert ist, miissen Sie moglicherweise die
Netzwerkkonfiguration oder die Porteinstellungen andern. Anweisungen hierzu finden Sie in der
Installations- und Wartungsanleitung fur lhr Gerat.

6. Wahlen Sie auf der Startseite des StorageGRID-Appliance-Installationsprogramms die Option Installation
starten.



NetApp® StorageGRID" Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advanced «

Home
© The installation is ready o be started. Review the seftings below, and then click Start Instaliation.

Primary Admin Node connection

Enable Admin Node =
discovery

Primary Admin Node [P 172.16.4.210

Connection state Connection to 172.16.4.210 ready

Mode name

MNode name MetApp-SGA

Installation

Current state Ready to start installation of NetApp-3GA into grid with Admin Node
172.16.4 210

Start Instaliation

Der aktuelle Status andert sichin ,Installation is in progress,“und die Seite Monitor Installation
wird angezeigt.

7. Wenn lhre Erweiterung mehrere Appliance-Nodes umfasst, wiederholen Sie die vorherigen Schritte fir
jede Appliance.

Wenn Sie mehrere Appliance Storage Nodes gleichzeitig bereitstellen missen, kénnen Sie
den Installationsprozess mithilfe des Installationsskripts fur die configure-sga.py Appliance
automatisieren.

8. Wenn Sie manuell auf die Seite Monitor-Installation zugreifen missen, wahlen Sie in der Menlileiste die
Option Monitor-Installation aus.



Auf der Seite Monitor-Installation wird der Installationsfortschritt angezeigt.

Monitor Installation

1. Configure slorage Runining
Step Progress Status

Connect to storage controller _ Complete

Clear existing configuation ————— A

Configure volumes L_-'_J__'&,T\==l—="f Creating volume StorageGRID-obi-00

Configure host settings Fending

2 |nstall OS Fending

3 Install StorageGRID Pending

4 Finalze installation Pending

Die blaue Statusleiste zeigt an, welche Aufgabe zurzeit ausgeflhrt wird. Grine Statusleisten zeigen
Aufgaben an, die erfolgreich abgeschlossen wurden.

Das Installationsprogramm stellt sicher, dass Aufgaben, die in einer friheren Installation
ausgefuhrt wurden, nicht erneut ausgefihrt werden. Wenn Sie eine Installation erneut

@ ausflihren, werden alle Aufgaben, die nicht erneut ausgefiihrt werden missen, mit einer
grinen Statusleiste und dem Status ,Skipped.“ angezeigt.

9. Uberpriifen Sie den Fortschritt der ersten beiden Installationsphasen.
1. Gerat konfigurieren
In dieser Phase ftritt eines der folgenden Prozesse auf:

> Bei einer Storage Appliance stellt das Installationsprogramm eine Verbindung zum Storage Controller
her, |6scht jede vorhandene Konfiguration, kommuniziert mit der SANtricity Software, um Volumes zu
konfigurieren und die Host-Einstellungen zu konfigurieren.

> Bei einer Services-Appliance l6scht das Installationsprogramm alle vorhandenen Konfigurationen von
den Laufwerken im Compute-Controller und konfiguriert die Hosteinstellungen.

2. Installieren Sie das Betriebssystem

In dieser Phase kopiert das Installationsprogramm das Betriebssystem-Image fir StorageGRID auf die
Appliance.

10. Uberwachen Sie den Installationsfortschritt, bis eine Meldung im Konsolenfenster angezeigt wird. Dazu
werden Sie aufgefordert, den Knoten mit dem Grid Manager zu genehmigen.

Warten Sie, bis alle Knoten, die Sie in dieser Erweiterung hinzugefiigt haben, zur
Genehmigung bereit sind, bevor Sie zum Grid Manager gehen, um die Knoten zu
genehmigen.



Home Configure Networking - Configure Hardware - IMonitor Installation Advanced -

Monitor Installation

1. Configure storage Complete
2. Install O3 Complete
3. Install StorageGRID Running
4. Finalize installation Pending

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy

[2017-07-31T2Z2:09:12.3625661 INFO -- [INSG] NOTICE: seeding ~var~local with c
ontainer data

[Z2O17-07-31T2Z2:09:12.3662051 INFO [INSG] Fixing permissions
[2017-07-31T22:09:12.3696331 INFO [INSG] Enabling syslog
[ZO17-07-31T22:09:12.5115331 INFO [INSG] Stopping system logging: syslog-n

1201?—9?—31T22:09:12.5?009&] INFO [INSG] Starting system logging: syslog-n

[Z2017-07-31T22:09:12 .5763601 INFO [INSG] Beginning negotiation for downloa
of node configuration
[Z2017-07-31T2Z2:09:12.5813631 INFO [IN3G]
[2017-07-31T22:09:12.5850661 INFO [INSG]
[Z2017-07-31T2Z2:09:12 .5883141 INFO [INSG]
[Z2017-07-31T22Z2:09:12.5918511 INFO [INSG]
-07-31T22:09:12.5948861 INFO [INSG]
-07-31TZ2:09:12.5983601 INFO [IN3G]
-07-31TZZ2:09:12.6013241 INFO [INSG]
-07-31T22:09:12 .6047591] INFO [INSG]
-07-31T22:09:12 .6078001] INFO [INSG]
-A7-31TZ22:09:12.6109851 INFO [INSG]
-B7-31T22:99:12.6145971 INFO [IN3G]
-07-31T22:09:12.6182821 INFO [INSG] Please approve this node on the A
min Mode GMI to proceed...

Erweiterung durchfuhren

Wenn die Erweiterung durchgefuhrt wird, werden die neuen Grid-Nodes zu lhrer
bestehenden StorageGRID Implementierung hinzugefugt.

Was Sie benotigen

« Sie sind mit einem bei Grid Manager angemeldet Unterstutzter Webbrowser.
 Sie haben die Berechtigung Wartung oder Stammzugriff.
« Sie haben die Provisionierungs-Passphrase.

+ Sie haben alle Grid-Nodes implementiert, die in dieser Erweiterung hinzugefiigt werden.


https://docs.netapp.com/de-de/storagegrid-116/admin/web-browser-requirements.html

» Beim Hinzufligen von Speicherknoten haben Sie bestatigt, dass alle Datenreparaturvorgange im Rahmen
einer Wiederherstellung abgeschlossen sind. Siehe Prifen Sie die Reparatur von Daten.

* Wenn Sie einen neuen Standort hinzufiigen, missen Sie ILM-Regeln prifen und aktualisieren, bevor Sie
die Erweiterung starten, um sicherzustellen, dass Objektkopien erst nach Abschluss der Erweiterung auf
dem neuen Standort gespeichert werden. Wenn eine Regel beispielsweise den Standard-Speicherpool
(Alle Speicherknoten) verwendet, missen Sie einen neuen Speicherpool erstellen, der nur die
vorhandenen Speicherknoten enthalt, und die ILM-Regel aktualisieren, um den neuen Speicherpool zu
verwenden. Andernfalls werden Objekte auf den neuen Standort kopiert, sobald der erste Node an diesem
Standort aktiv ist. Siehe Anweisungen fur Objektmanagement mit ILM.

Uber diese Aufgabe
Wahrend der Erweiterung umfasst die folgenden Phasen:

1. Sie konfigurieren die Erweiterung, indem Sie angeben, ob Sie neue Grid-Nodes oder einen neuen Standort
hinzufigen und die Grid-Nodes genehmigen, die Sie hinzufligen méchten.

2. Sie starten die Erweiterung.

3. Wahrend der Erweiterungsprozess ausgefuhrt wird, laden Sie eine neue Wiederherstellungspaket-Datei
herunter.

4. Sie Uberwachen den Status der Gitterkonfigurationsstufen, die automatisch ausgefihrt werden. Die Anzahl
der Stufen hangt davon ab, welche Typen von Grid-Nodes hinzugefligt werden und ob ein neuer Standort
hinzugefugt wird.

Einige Phasen bendtigen moglicherweise viel Zeit, um auf einem grof3en Raster zu laufen.
Das Streaming von Cassandra auf einen neuen Storage-Node kann beispielsweise nur
wenige Minuten dauern, wenn die Cassandra-Datenbank leer ist. Wenn die Cassandra-

@ Datenbank jedoch eine gro’e Menge an Objekt-Metadaten enthalt, kann diese Phase
mehrere Stunden oder langer dauern. Starten Sie keine Storage-Nodes entweder wahrend
der Phasen ,erweitern des Cassandra-Clusters® oder ,Starten von Cassandra und
Streaming-Daten” neu.

Schritte
1. Wahlen Sie WARTUNG Aufgaben Erweiterung.

Die Seite Rastererweiterung wird angezeigt. Im Abschnitt Ausstehende Knoten werden alle Knoten
aufgefihrt, die hinzugefligt werden koénnen.


https://docs.netapp.com/de-de/storagegrid-116/maintain/checking-data-repair-jobs.html
https://docs.netapp.com/de-de/storagegrid-116/ilm/index.html

Grid Expansion

Approve and configure grid nodes, so that they are added correctly to your StorageGRID system.

Pending Nodes

Grid nodes are listed as pending until they are assigned to a site, configured, and approved.

%X Remove

Grid Network MAC Address It  Name it Type i
| 00:50:56:67-68:1a DC2-ADM1-184 Admin Mode
) 00:f DC2-51-185 Storage Node
e DC2-52-186 Storage Node
& DC2-53-187 Storage Node
{5 DC2-54-188 Storage Mode
& DC2-ARC1-189 Archive Node

2. Wahlen Sie Erweiterung Konfigurieren.

Das Dialogfeld Standortauswahl wird angezeigt.

Site Selection

Platform

ViMware VM
Vhware VM
Vilware VM
Viware VI
VMware VIV
Viware VIV

Search Q

It Grid Network IPv4 Address
17217.3184/21
172.17.3.185/21
172.17.3.186/21
172.17.3.187/21
172.17.3.188/21
172.17.3.189/21

¥ou can add grid nodes to a new site or to existing sites, but you cannot perform both types of expansion

atthe same time.

Site ¥ MNew " Existing

Site Mame

3. Wahlen Sie den Erweiterungstyp aus, den Sie starten:

Cancel

> Wenn Sie eine neue Site hinzufigen, wahlen Sie Neu, und geben Sie den Namen der neuen Site ein.

> Wenn Sie einem vorhandenen Standort Rasterknoten hinzufligen, wahlen Sie vorhandene.

4. Wahlen Sie Speichern.

5. Uberpriifen Sie die Liste Ausstehende Knoten und vergewissern Sie sich, dass alle von lhnen

10

bereitgestellten Grid-Knoten angezeigt werden.

Bei Bedarf konnen Sie den Cursor Uber die Grid Network MAC Address eines Knotens bewegen, um

Details zu diesem Knoten anzuzeigen.



4 Anpiove || ® Rer

" DC2-S3-187

= Storage Node
Grid Network MA

" 00:50:56:87:68:1a  Network

- | 00-50-5687:64-1e  ©rid Netwark 172.17.2.187121 172.17.0.1
................................................ st

| 00:5(:56:87:6f.0c Client Netwaork 10.224.2.187121 10.224.0.1

" 00:50:56:87:b6-83

O | 0050-56ETE3| TRAWare

........................................ "'.I'IM".I'H'EFE ‘\l‘lr'l" E CPUS E GE R.Ar':"

Disks
1M76B 10vGEB 107V GB 107 GB 107 GB

@ Wenn ein Grid-Node fehlt, bestatigen Sie, dass er erfolgreich bereitgestellt wurde.

6. Genehmigen Sie in der Liste der ausstehenden Knoten die Grid-Knoten flr diese Erweiterung.

a. Aktivieren Sie das Optionsfeld neben dem ersten ausstehenden Rasterknoten, den Sie genehmigen
mochten.

b. Wahlen Sie Genehmigen.

Das Konfigurationsformular fir den Grid-Node wird angezeigt.
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Storage Node Configuration

General Settings

Site Site A r
Mams DC2-53-187
MTFP Role Automatic r

ADC Service Automatic r

Select ™Yes" if this node will replace another
node at this site that has the ADC service.

Grid Network

Configuration  STATIC
IPvd Address (CIDR) AT27. 3187121

Gateway 172.17.0.1

Admin Network

Configuration  STATIC
IPvd Address (CIDR)
Gateway

Subnets (CIDR) o

Client Network

Configuration  STATIC
IPvd Address (CIDR)

Gateway
e

= Standort: Der Name des Standorts, dem der Grid-Node zugeordnet ist. Wenn Sie mehrere Nodes
hinzufligen, vergewissern Sie sich, dass Sie fir jeden Node den korrekten Standort auswahlen.
Wenn Sie einen neuen Standort hinzufligen, werden alle Nodes zum neuen Standort hinzugefugt.

c. Andern Sie bei Bedarf die allgemeinen Einstellungen:



= Name: Der Hostname, der dem Knoten zugewiesen wird, und der Name, der im Grid Manager
angezeigt wird.

= NTP-Rolle: Die NTP-Rolle (Network Time Protocol) des Grid-Knotens. Die Optionen sind
Automatic, Primary und Client. Bei Auswahl von automatisch wird die primare Rolle
Administratorknoten, Speicherknoten mit ADC-Diensten, Gateway-Nodes und beliebigen Grid-
Nodes mit nicht statischen IP-Adressen zugewiesen. Allen anderen Grid-Nodes wird die Client-
Rolle zugewiesen.

@ Weisen Sie die primare NTP-Rolle mindestens zwei Nodes an jedem Standort zu.
Dadurch erhalten Sie redundanten Zugriff auf externe Zeitquellen.

= ADC Service (nur Speicherknoten): Ob dieser Speicherknoten den Dienst Administrative Domain
Controller (ADC) ausfiihren wird. Der ADC-Dienst verfolgt den Standort und die Verfligbarkeit von
Grid-Services. Mindestens drei Storage-Nodes an jedem Standort missen den ADC-Service
enthalten. Der ADC-Dienst kann nicht einem Node hinzugefligt werden, nachdem er bereitgestellt
wurde.

= Wenn Sie diesen Knoten hinzufiigen, um einen Speicherknoten zu ersetzen, wahlen Sie Ja
aus, wenn der Knoten, den Sie ersetzen, den ADC-Dienst enthalt. Da ein Storage-Node nicht
stillgelegt werden kann, wenn zu wenige ADC-Dienste verbleiben, wird sichergestellt, dass ein
neuer ADC-Service verflugbar ist, bevor der alte Service entfernt wird.

= Wahlen Sie andernfalls automatisch aus, damit das System feststellen kann, ob dieser Knoten
den ADC-Dienst erfordert. Erfahren Sie mehr Giber das ADC-Quorum Hier.

d. Andern Sie bei Bedarf die Einstellungen fiir das Grid-Netzwerk, das Admin-Netzwerk und das Client-
Netzwerk.

= IPv4-Adresse (CIDR): Die CIDR-Netzwerkadresse fir die Netzwerkschnittstelle. Beispiel:
172.16.10.100/24

= Gateway: Das Standard-Gateway des Grid-Knotens. Beispiel: 172.16.10.1
= Subnetze (CIDR): Ein oder mehrere Unternetzwerke fir das Admin-Netzwerk.

e. Wahlen Sie Speichern.
Der genehmigte Grid-Node wird in die Liste der genehmigten Nodes verschoben.

Approved Nodes

Grid nodes that have been approved and have been configured for installation. An approved grid node’s configuration can be edited if errors are identified.

Search Q
Grid Network MAC Address It Name It Site It Type It Platform It Grid Network IPv4 Address v
1 00:50:56:87-F1-fc DC2-51-185 Site A Storage MNode ViMware VIV 172.17.3.185/21
| 00:50:56:87-6f.0c DC2-53-187 Site A Storage Node Vware VM 172.17.3.187/21
Passphrase

Enter the provisioning passphrase to change the grid topology of your StorageGRID system.

Provisioning Passphrase sssesssse

s | oo

= Um die Eigenschaften eines genehmigten Grid-Knotens zu andern, wahlen Sie das entsprechende
Optionsfeld aus, und wahlen Sie Bearbeiten.
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= Um einen genehmigten Rasterknoten zurilck in die Liste ausstehender Knoten zu verschieben,
wahlen Sie dessen Optionsfeld aus und wahlen Sie Zuriicksetzen.

= Um einen genehmigten Grid-Node dauerhaft zu entfernen, schalten Sie den Node aus. Wahlen Sie
dann das entsprechende Optionsfeld aus, und wahlen Sie Entfernen.

f. Wiederholen Sie diese Schritte fir jeden ausstehenden Rasterknoten, den Sie genehmigen mdchten.

Wenn maoglich, sollten Sie alle ausstehenden Grid-Notizen genehmigen und eine
einzelne Erweiterung durchflihren. Wenn Sie mehrere kleine Erweiterungen
durchfihren, ist mehr Zeit erforderlich.

7. Wenn Sie alle Grid-Nodes genehmigt haben, geben Sie die Provisioning-Passphrase ein, und wahlen
Sie Expand.

Nach einigen Minuten wird diese Seite aktualisiert, um den Status des Erweiterungsverfahrens
anzuzeigen. Wenn Aufgaben ausgeflihrt werden, die sich auf einzelne Grid-Nodes auswirken, enthalt der
Abschnitt Status des Grid-Knotens den aktuellen Status fir jeden Grid-Node.

Wahrend dieses Prozesses zeigt das Installationsprogramm fiir StorageGRID-Gerate, dass
@ die Installation von Phase 3 auf Stufe 4 verschoben wird, und schliel3t die Installation ab.
Wenn Phase 4 abgeschlossen ist, wird der Controller neu gestartet.

Grid Expansion

@ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it

Expansion Progress

Lists the status of grid configuration tasks required to change the grid topology. These grid configuration tasks are run automatically by the StorageGRID system.
1. Installing Gnd Nodes In Progress
Grid Node Status

Lists the installation and configuration status of each grid node included in the expansion.

Q

Name It Site 1t Grid Network IPv4 Address + Progress It Stage it
DC2-ADM1-184 Site A 17247.3.184/2 ___ Waiting for NTP to synchronize

DC2-51-185 Site A 1T2.147.3.185/21 i Waiting for Dynamic IP Senice peers
DC2-52-186 Site A 172.17.3.186/21 [ Waiting for NTP to synchronize

DC2-53-187 Site A 172173187721 ] Waiting for NTP to synchronize

DC2-54-188 Site A 172.17.3.188/21 [ Waiting for Dynamic IP Senice peers
DC2-ARC1-189 Site A 17217.3.189/21 |_ Waiting for NTP to synchroniza

2. Initial Configuration Pending
3. Distributing the new gnd node's certificates to the StorageGRID system. Pending
4. Starting services on the new grid nodes Pending
5. Cleaning up unused Cassandra keys Pending
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@ Eine Standorterweiterung umfasst eine zusatzliche Aufgabe zur Konfiguration von
Cassandra flr den neuen Standort.

8. Sobald der Link Download Recovery Package angezeigt wird, laden Sie die Recovery Package Datei
herunter.

Sie mussen eine aktualisierte Kopie der Wiederherstellungspaket-Datei so schnell wie moglich
herunterladen, nachdem Grid-Topologieanderungen am StorageGRID-System vorgenommen wurden. Die
Recovery Package-Datei ermdglicht es lhnen, das System wiederherzustellen, wenn ein Fehler auftritt.

a. Wahlen Sie den Download-Link aus.
b. Geben Sie die Provisionierungs-Passphrase ein, und wahlen Sie Download starten.

€. Wenn der Download abgeschlossen ist, 6ffnen Sie das . zip Datei und bestatigen Sie, dass es ein
enthalt gpt-backup Verzeichnis und A _SAID.zip Datei: Dann extrahieren Sie den SAID.zip
Wechseln Sie zur Datei /GID* REV* Telefonbuch und bestétigen Sie, dass Sie das 6ffnen kénnen
passwords.txt Datei:

d. Kopieren Sie die heruntergeladene Recovery Package-Datei (.zip) in zwei sichere und separate
Speicherorte.

Die Recovery Package-Datei muss gesichert sein, weil sie Verschlisselungsschlissel
und Passworter enthalt, die zum Abrufen von Daten vom StorageGRID-System
verwendet werden kénnen.

9. Befolgen Sie die Anweisungen zum Hinzufligen eines Speicherknoten zu einem vorhandenen Standort
oder Hinzufligen eines neuen Standorts.
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Fiigen Sie dem vorhandenen Standort Storage Node hinzu

Wenn Sie einen oder mehrere Speicherknoten zu einem bestehenden Standort hinzufiigen, Gberwachen
Sie den Fortschritt der Phase ,Starten von Cassandra und Streamen von Daten®, indem Sie den in der
Statusmeldung angezeigten Prozentsatz Uberprifen.

4. Starting services on the new grid nodes In Progress
Grid Node Status
Lists the installation and configuration status of each grid node included in the expansion.

A\ Do not reboot any Storage Nodes during Step 4. The "Starting Cassandra and streaming data” stage might take hours, especially if existing Storage Nodes
contain a large amount of object metadata.

Ses Q
Name |t Site it Grid Network IPv4 Address ~ Progress It Stage it
DC1-54 Data Center 1 10.96.99.55/23 Starting Cassandra and streaming data (30.0% streamed)

DC1-S5  DataCenter1  10.96.99.56/23 I complete

DC1-S6  DataCenter1  10.96.99.57/23 I complete

Dieser Prozentsatz schatzt, wie vollstandig der Cassandra-Streaming-Vorgang ist, basierend auf der
Gesamtmenge der verfligbaren Cassandra-Daten und der bereits auf den neuen Node geschriebenen
Menge.

Starten Sie keine Storage-Nodes entweder wahrend der Phasen ,Erweiterung des
Cassandra-Clusters® oder ,Starten von Cassandra und Streaming-Daten® neu. Diese

@ Phasen dauern moglicherweise flr jeden neuen Storage Node viele Stunden,
insbesondere dann, wenn vorhandene Storage-Nodes eine grolte Menge an Objekt-
Metadaten enthalten.

Neuen Standort hinzufiigen

Wenn Sie einen neuen Standort hinzufiigen, verwenden Sie nodetool status Den Fortschritt des
Cassandra-Streamings zu Uberwachen und zu sehen, wie viele Metadaten wahrend der Phase
~Erweiterung des Cassandra-Clusters® auf den neuen Standort kopiert wurden. Die gesamte Datenlast
am neuen Standort sollte sich innerhalb von etwa 20 % der Gesamtmenge eines aktuellen Standorts
befinden.

Starten Sie keine Storage-Nodes entweder wahrend der Phasen ,Erweiterung des
Cassandra-Clusters® oder ,Starten von Cassandra und Streaming-Daten® neu. Diese

@ Phasen dauern moglicherweise fir jeden neuen Storage Node viele Stunden,
insbesondere dann, wenn vorhandene Storage-Nodes eine grolte Menge an Objekt-
Metadaten enthalten.

1. Fahren Sie mit der Uberwachung der Erweiterung fort, bis alle Aufgaben abgeschlossen sind und die
Schaltflache Erweiterung konfigurieren erneut angezeigt wird.

Nachdem Sie fertig sind

Je nachdem, welche Typen von Grid-Nodes Sie hinzugefiigt haben, missen Sie zusatzliche Integrations- und
Konfigurationsschritte durchfiihren. Siehe Konfiguration Schritte nach Erweiterung.
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