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ILM und Objekt-Lebenszyklus

Wie ILM im gesamten Leben eines Objekts funktioniert

Wenn Sie verstehen, wie StorageGRID ILM fur das Management von Objekten in jeder
Lebensphase verwendet, konnen Sie eine effektivere Richtlinie entwickeln.

* Aufnahme: Aufnahme beginnt, wenn eine S3- oder Swift-Client-Anwendung eine Verbindung zum
Speichern eines Objekts in das StorageGRID-System herstellt und abgeschlossen ist, wenn StorageGRID
eine ,Aufnahme erfolgreich“Nachricht an den Client zuriickgibt. Objektdaten werden bei der
Aufnahme entweder durch sofortiges Anwenden von ILM-Anweisungen (synchrone Platzierung) oder
durch Erstellen von zwischenzeitlichen Kopien und spatere Anwendung von ILM (Dual Commit) gesichert,
je nachdem, wie die ILM-Anforderungen angegeben wurden.

» Kopierverwaltung: Nach dem Erstellen der Anzahl und des Typs der Objektkopien, die in den
Anweisungen zur Platzierung des ILM angegeben sind, verwaltet StorageGRID Objektorte und schiitzt

Objekte vor Verlust.

o ILM-Scan und -Bewertung: StorageGRID scannt kontinuierlich die Liste der im Grid gespeicherten
Objekte und Uberprift, ob die aktuellen Kopien den ILM-Anforderungen entsprechen. Wenn
unterschiedliche Typen, Ziffern oder Standorte von Objektkopien erforderlich sind, erstellt, I6scht oder
verschiebt StorageGRID Kopien nach Bedarf.

o Hintergrundlberprifung: StorageGRID fiihrt kontinuierlich Hintergrundtberpriifung durch, um die
Integritat von Objektdaten zu Uberprifen. Wenn ein Problem gefunden wird, erstellt StorageGRID
automatisch eine neue Objektkopie oder ein durch Léschung codiertes Objektfragment flr den
Austausch, das die aktuellen ILM-Anforderungen erfiillt. Siehe Anweisungen flr StorageGRID zur
Uberwachung und Fehlerbehebung.

» Objektloschung: Verwaltung eines Objekts endet, wenn alle Kopien aus dem StorageGRID-System
entfernt werden. Objekte kdnnen als Ergebnis einer Loschanforderung durch einen Client oder als
Ergebnis eines Loschvorgangs durch ILM oder Léschung aufgrund des Ablaufs eines S3-Bucket-
Lebenszyklus entfernt werden.

Objekte in einem Bucket, fiir den die S3-Objektsperre aktiviert ist, kbnnen nicht geldscht

werden, wenn sie sich unter einer gesetzlichen Aufbewahrungspflichten befinden oder wenn
ein Aufbewahrungsdatum angegeben, aber noch nicht erfillt wurde.

Das Diagramm fasst die Funktionsweise von ILM im gesamten Lebenszyklus eines Objekts zusammen.
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Aufnahme von Objekten

Datensicherungsoptionen fiur die Aufnahme

Bei der Erstellung einer ILM-Regel geben Sie eine von drei Optionen zum Schutz von
Objekten bei ihrer Aufnahme an: Doppelte Provisionierung, Balance oder strikte. Je nach
Ihrer Wahl erstellt StorageGRID spater vorlaufige Kopien und Warteschlangen fur die



ILM-Bewertung. Alternativ nutzt es die synchrone Platzierung und erstellt sofort Kopien
zur Erfullung der ILM-Anforderungen.

Flussdiagramm mit drei Aufnahmeoptionen

Das Flussdiagramm zeigt, was passiert, wenn Objekte mit einer ILM-Regel abgeglichen werden, die jede der
drei Aufnahmeoptionen nutzt.
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Doppelte Provisionierung

Wenn Sie die Option Dual Commit auswahlen, erstellt StorageGRID sofort interim-Objektkopien auf zwei
verschiedenen Storage-Nodes und gibt dem Client eine ,Ingest Successful®Nachricht zurtick. Das Objekt
wird zur ILM-Evaluierung in eine Warteschlange gestellt und Kopien, die den Anweisungen zur Platzierung der
Regel entsprechen, werden spater erstellt.



Wann sollten Sie die Option Dual Commit verwenden

Verwenden Sie in einem der folgenden Falle die Dual-Commit-Option:

+ Die wichtigsten Uberlegungen dabei sind die Verwendung von ILM-Regeln fiir mehrere Standorte und die
Client-Erfassungs-Latenz. Bei der Verwendung von Dual-Commit missen Sie sicherstellen, dass das Grid
zusatzliche Aufgaben zur Erstellung und Entfernung der Dual-Commit-Kopien ausflihren kann, wenn sie
ILM nicht erfullen. Im Detail:

o Die Last am Grid muss so gering sein, dass kein ILM-Ruckstand mehr vorhanden ist.

o Das Grid muss Uber Gberschiissige Hardware-Ressourcen verfigen (IOPS, CPU, Arbeitsspeicher,
Netzwerkbandbreite usw.).

 Sie verwenden ILM-Regeln fir mehrere Standorte und die WAN-Verbindung zwischen den Standorten
weist normalerweise eine hohe Latenz oder eine begrenzte Bandbreite auf. In diesem Szenario kann die
Verwendung der Dual-Commit-Option dazu beitragen, Client-Timeouts zu verhindern. Bevor Sie sich fir
die Dual Commit-Option entscheiden, sollten Sie die Client-Applikation mit realistischen Workloads testen.

Streng

Wenn Sie die strenge Option auswahlen, verwendet StorageGRID bei der Aufnahme eine synchrone
Platzierung und erstellt sofort alle Objektkopien, die in der Plazierung der Regel angegeben sind. Die
Aufnahme schlagt fehl, wenn StorageGRID beispielsweise nicht alle Kopien erstellen kann, da ein benétigter
Speicherplatz voriibergehend nicht verfligbar ist. Der Client muss den Vorgang wiederholen.

Wann die strenge Option verwendet werden soll

Verwenden Sie die Option streng, wenn Sie eine betriebliche oder gesetzliche Anforderung haben, Objekte
sofort nur an den in der ILM-Regel aufgefihrten Standorten zu speichern. Beispielsweise mussen Sie zur
Einhaltung gesetzlicher Vorgaben unter Umstanden die strenge Option und einen erweiterten Filter fir
Speicherortbeschrankungen verwenden, um zu gewahrleisten, dass Objekte nie in einem bestimmten
Rechenzentrum gespeichert werden.

Beispiel 5: ILM-Regeln und Richtlinie fur striktes Ingest-Verhalten

Ausgeglichen

Wenn Sie die Option ,Ausgleich” auswahlen, verwendet StorageGRID bei der Aufnahme auch die synchrone
Platzierung und erstellt sofort alle Kopien, die in den Anweisungen zur Platzierung der Regel angegeben sind.
Falls StorageGRID nicht sofort alle Kopien erstellen kann, verwendet er dagegen die doppelte Provisionierung.

Wann solite die Option ,,Balance* verwendet werden
Die ausgewogene Option erzielt die beste Kombination aus Datensicherung, Grid-Performance und

Aufnahme-Erfolg. Balance ist die Standardoption im ILM-Regelassistenten.

Vor- und Nachteile sowie Einschrankungen der Datensicherungsoptionen

Wenn Sie die vor- und Nachteile der drei Optionen zum Schutz von Daten bei der
Aufnahme (ausgewogen, streng oder Dual-Commit) kennen, kdnnen Sie leichter
entscheiden, welche fir eine ILM-Regel ausgewahlt werden soll.
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Vorteile der ausgewogenen und strengen Optionen

Im Vergleich zu Dual-Commit, das wahrend der Aufnahme zwischenzeitliche Kopien erstellt, bieten die zwei
Optionen zur synchronen Platzierung folgende Vorteile:

Bessere Datensicherheit: Objektdaten werden sofort gemaf den Anweisungen zur Platzierung der ILM-
Regel geschutzt, die so konfiguriert werden kénnen, dass sie vor einer Vielzahl von Ausfallszenarien,
einschlief3lich des Ausfalls von mehr als einem Speicherort, geschitzt werden. Bei zwei Daten kann nur
der Schutz vor dem Verlust einer einzelnen lokalen Kopie geschitzt werden.

Effizienterer Netzbetrieb: Jedes Objekt wird nur einmal verarbeitet, wie es aufgenommen wird. Da das
StorageGRID System die Interimskopien nicht nachverfolgen oder I6schen muss, sinkt der
Verarbeitungsbedarf und der Datenbankspeicherplatz wird verringert.

(ausgewogen) Empfohlen: Die ausgewogene Option bietet optimale ILM-Effizienz. Die Verwendung der
Option ,Balanced” wird empfohlen, es sei denn, es ist ein striktes Aufnahmeverhalten erforderlich oder das
Grid erflllt alle Kriterien fur die Verwendung von Dual-Commit.

(striktes) Gewissheit liber Objektstandorte: Die strenge Option garantiert, dass Objekte sofort nach den
Platzierungsanweisungen in der ILM-Regel gespeichert werden.

Nachteile der ausgewogenen und strengen Optionen

Im Vergleich zu Dual Commit haben die ausgewogenen und strengen Optionen einige Nachteile:

Léangere Client-Ingest: Client-Ingest-Latenzen kénnen langer sein. Wenn Sie die ausgeglichenen und
strengen Optionen verwenden, wird eine ,Aufnahme erfolgreich®Meldung erst an den Client
zuruckgegeben, wenn alle mit Erasure Coding verschlisselten Fragmente oder replizierte Kopien erstellt
und gespeichert werden. Objektdaten werden allerdings sehr wahrscheinlich die endgliltige Platzierung viel
schneller erreichen.

(strenge) hohere Aufnahmeraten: Bei der strikten Option schlagt die Aufnahme fehl, wenn StorageGRID
nicht sofort alle Kopien erstellen kann, die in der ILM-Regel angegeben sind. Falls ein bendtigter
Speicherplatz vorliibergehend offline ist oder Netzwerkprobleme auftreten, die zu Verzégerungen beim
Kopieren von Objekten zwischen Standorten flihren, ist unter Umstanden ein hoher Aufnahmefehler zu
beobachten.

(strict) S3-Multipart-Upload-Platzierungen sind unter Umstédnden nicht wie erwartet: Bei strikter
Prifung erwarten Sie, dass Objekte entweder wie in der ILM-Regel beschrieben platziert werden oder dass
die Aufnahme fehlschlagt. Bei einem S3-Multipart-Upload wird ILM jedoch fir jeden Teil des Objekts
wahrend der Aufnahme und fir das Objekt als Ganzes bewertet, wenn der mehrteilige Upload
abgeschlossen ist. Unter den folgenden Umstanden kann dies zu Platzierungen flhren, die sich von lhnen
unterscheiden:

> Wenn sich ILM d@ndert, wahrend ein S3-Multipart-Upload im Gange ist: Da jedes Teil gemal} der
Regel platziert wird, die bei der Aufnahme des Teils aktiv ist, entsprechen einige Teile des Objekts
moglicherweise nicht den aktuellen ILM-Anforderungen, wenn der mehrteilige Upload abgeschlossen
ist. In diesen Fallen schlagt die Aufnahme des Objekts nicht fehl. Stattdessen werden alle Teile, die
nicht korrekt platziert werden, zur ILM-Neubewertung in eine Warteschlange eingereiht und zu einem
spateren Zeitpunkt an den richtigen Ort verschoben.

o Wenn ILM-Regeln Filter auf GroRe: Bei der Bewertung von ILM fur ein Teil filtert StorageGRID die
Grole des Teils, nicht die GroRe des Objekts. Das bedeutet, dass Teile eines Objekts an Standorten
gespeichert werden kdnnen, die die ILM-Anforderungen flir das Objekt als Ganzes nicht erfillen. Wenn
z. B. eine Regel angibt, dass alle Objekte ab 10 GB auf DC1 gespeichert werden, wahrend alle
kleineren Objekte an DC2 gespeichert sind, wird bei Aufnahme jeder 1 GB-Teil eines 10-teiligen
mehrteiligen Uploads auf DC2 gespeichert. Wenn ILM fur das Objekt bewertet wird, werden alle Teile
des Objekts auf DC1 verschoben.



* (strict) Aufnahme scheitert nicht, wenn Objekt-Tags oder Metadaten aktualisiert werden und neu
erforderliche Platzierungen nicht gemacht werden kénnen: Mit strikter, erwarten Sie, dass Objekte
entweder wie in der ILM-Regel beschrieben platziert werden oder dass die Aufnahme fehlschlagt. Wenn
Sie jedoch Metadaten oder Tags flr ein Objekt aktualisieren, das bereits im Raster gespeichert ist, wird
das Objekt nicht erneut aufgenommen. Das bedeutet, dass Anderungen an der Objektplatzierung, die
durch die Aktualisierung ausgeldst werden, nicht sofort vorgenommen werden. Anderungen an der
Platzierung werden vorgenommen, wenn ILM durch normale ILM-Prozesse im Hintergrund neu bewertet
wird. Falls erforderliche Platzierungsanderungen nicht vorgenommen werden kénnen (z. B. weil ein neu
erforderlicher Standort nicht verflgbar ist), behalt das aktualisierte Objekt seine aktuelle Platzierung vor,
bis die Platzierungsanderungen maglich sind.

Einschriankungen bei der Platzierung von Objekten mit den ausgewogenen oder strengen Optionen

Die ausgewogenen oder strengen Optionen kdénnen nicht fir ILM-Regeln verwendet werden, die eine der
folgenden Anweisungen zur Platzierung haben:

* Platzierung in einem Cloud-Storage-Pool am Tag 0
* Platzierung in einem Archiv-Knoten an Tag 0.
* Platzierungen in einem Cloud-Speicherpool oder einem Archivknoten, wenn die Regel eine

benutzerdefinierte Erstellungszeit als Referenzzeit hat.

Diese Einschrankungen sind vorhanden, da StorageGRID keine synchronen Kopien in einen Cloud-
Speicherpool oder einen Archiv-Node erstellen kann und eine benutzerdefinierte Erstellungszeit auf die
vorhandene auflésen kann.

Auswirkungen von ILM-Regeln und Konsistenzkontrollen auf die Datensicherung

Sowohl lhre ILM-Regel als auch lhre Wahl der Konsistenzkontrolle beeinflussen den Schutz von Objekten.
Diese Einstellungen kdnnen interagieren.

Das fur eine ILM-Regel ausgewahlte Aufnahmeverhalten wirkt sich beispielsweise auf die anfangliche
Platzierung von Objektkopien aus, wahrend sich die beim Speichern eines Objekts verwendete
Konsistenzkontrolle auf die anfangliche Platzierung von Objekt-Metadaten auswirkt. Da StorageGRID Zugriff
auf die Metadaten eines Objekts und seine Daten benétigt, um Kundenanforderungen zu erflllen, kann die
Auswahl der passenden Sicherungsstufen fir Konsistenz und Aufnahme-Verhalten eine bessere Erstsicherung
und zuverlassigere Systemantworten ermdglichen.

Hier finden Sie eine kurze Zusammenfassung der in StorageGRID verfiigbaren Konsistenzkontrollen:

« Alle: Alle Knoten erhalten sofort Objektmetadaten oder die Anfrage schlagt fehl.

» Stark-global: Objektmetadaten werden sofort auf alle Seiten verteilt. Garantierte Konsistenz bei Lese-
nach-Schreibvorgangen fir alle Client-Anfragen an allen Standorten.

« Strong-site: Objektmetadaten werden sofort auf andere Knoten am Standort verteilt. Garantiert Konsistenz

bei Lese-nach-Schreibvorgéngen fur alle Client-Anfragen innerhalb eines Standorts.

» Read-after-New-write: Sorgt fir die Konsistenz von Read-after-write fiir neue Objekte und eventuelle
Konsistenz von Objekt-Updates. Hochverfiigbarkeit und garantierte Datensicherung

 Verfiigbar (eventuelle Konsistenz fir KOPFOPERATIONEN): Verhalt sich wie das “read-after-New-write”
Konsistenzniveau, bietet aber nur eventuelle Konsistenz fir DEN KOPFBETRIEB.



Lesen Sie vor Auswahl einer Konsistenzstufe die vollstandige Beschreibung der Consistency
@ Controls in den Anweisungen fiir S3 Oder Swift Client-Applikationen: Vor dem Andern des
Standardwerts sollten Sie die Vorteile und Einschrankungen kennen.

Beispiel fiir die Interaktion zwischen Konsistenzkontrolle und ILM-Regel

Angenommen, Sie haben ein Grid mit zwei Standorten mit der folgenden ILM-Regel und der folgenden
Einstellung fir die Konsistenzstufe:

* ILM-Regel: Erstellen Sie zwei Objektkopien, eine am lokalen Standort und eine an einem entfernten
Standort. Das strikte Aufnahmeverhalten wird ausgewabhlt.

» Konsistenzstufe: “strong-global” (Objektmetadaten werden sofort auf alle Standorte verteilt.)

Wenn ein Client ein Objekt im Grid speichert, erstellt StorageGRID sowohl Objektkopien als auch verteilt
Metadaten an beiden Standorten, bevor der Kunde zum Erfolg zuriickkehrt.

Das Obijekt ist zum Zeitpunkt der Aufnahme der Nachricht vollstandig gegen Verlust geschitzt. Wenn
beispielsweise der lokale Standort kurz nach der Aufnahme verloren geht, befinden sich Kopien der
Objektdaten und der Objektmetadaten am Remote-Standort weiterhin. Das Objekt kann vollstandig abgerufen
werden.

Falls Sie stattdessen dieselbe ILM-Regel und die Konsistenzstufe ,strong-Site” verwendet haben, erhalt
der Client moglicherweise eine Erfolgsmeldung, nachdem die Objektdaten an den Remote Standort repliziert
wurden, aber bevor die Objektmetadaten dort verteilt werden. In diesem Fall entspricht die Sicherung von
Objektmetadaten nicht dem Schutzniveau fir Objektdaten. Falls der lokale Standort kurz nach der Aufnahme
verloren geht, gehen Objektmetadaten verloren. Das Objekt kann nicht abgerufen werden.

Die Wechselbeziehung zwischen Konsistenzstufen und ILM-Regeln kann komplex sein. Wenden Sie sich an
NetApp, wenn Sie Hilfe bendtigen.

Verwandte Informationen

+ Beispiel 5: ILM-Regeln und Richtlinie fur striktes Ingest-Verhalten

Speicherung von Objekten (Replizierung oder Erasure
Coding)

Was ist Replizierung

Die Replizierung ist eine von zwei Methoden, die von StorageGRID zum Speichern von
Objektdaten verwendet werden. Wenn Objekte mit einer ILM-Regel Ubereinstimmen, die
Replizierung verwendet, erstellt das System exakte Kopien von Objektdaten und
speichert die Kopien auf Storage-Nodes oder Archiv-Nodes.

Wenn Sie eine ILM-Regel zum Erstellen replizierter Kopien konfigurieren, geben Sie an, wie viele Kopien
erstellt werden sollen, wo diese Kopien erstellt werden sollen und wie lange die Kopien an jedem Standort
gespeichert werden sollen.

Im folgenden Beispiel gibt die ILM-Regel an, dass zwei replizierte Kopien jedes Objekts in einem Storage-Pool
mit drei Storage-Nodes platziert werden.


https://docs.netapp.com/de-de/storagegrid-116/s3/consistency-controls.html
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- Make 2 Copies

Storage Pool

Wenn StorageGRID Objekte mit dieser Regel Ubereinstimmt, werden zwei Kopien des Objekts erstellt, wobei
jede Kopie auf einem anderen Storage-Node im Storage-Pool platziert wird. Die beiden Kopien kénnen auf
zwei der drei verfigbaren Storage-Nodes platziert werden. In diesem Fall wurden in der Regel Objektkopien
auf Speicherknoten 2 und 3 platziert. Da es zwei Kopien gibt, kann das Objekt abgerufen werden, wenn einer
der Nodes im Speicherpool ausfallt.

StorageGRID kann nur eine replizierte Kopie eines Objekts auf einem beliebigen Storage Node
speichern. Wenn |hr Grid drei Storage-Nodes enthalt und Sie eine ILM-Regel mit 4 Kopien

@ erstellen, werden nur drei Kopien erstellt: Eine Kopie fir jeden Storage-Node. Die Warnung ILM-
Platzierung unerreichbar wird ausgel6st, um anzuzeigen, dass die ILM-Regel nicht vollstandig
angewendet werden konnte.

Verwandte Informationen
* Was ist ein Speicherpool

* Verwendung mehrerer Storage Pools zur standortlibergreifenden Replizierung

Warum sollten Sie keine Replizierung mit nur einer Kopie verwenden

Beim Erstellen einer ILM-Regel zum Erstellen replizierter Kopien sollten Sie immer
mindestens zwei Kopien fur einen beliebigen Zeitraum in den Anweisungen zur
Platzierung angeben.

Verwenden Sie keine ILM-Regel, die immer nur eine replizierte Kopie erstellt. Wenn nur eine

@ replizierte Kopie eines Objekts vorhanden ist, geht dieses Objekt verloren, wenn ein
Speicherknoten ausfallt oder einen betrachtlichen Fehler hat. Wahrend Wartungsarbeiten wie
Upgrades verlieren Sie auch voriibergehend den Zugriff auf das Objekt.

Im folgenden Beispiel gibt die ILM-Regel ,,1 Kopie erstellen” an, dass eine replizierte Kopie eines Objekts in


https://docs.netapp.com/de-de/storagegrid-116/ilm/what-storage-pool-is.html
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einem Speicherpool platziert wird, der drei Storage-Nodes enthalt. Wenn ein Objekt aufgenommen wird, das
dieser Regel entspricht, platziert StorageGRID eine einzelne Kopie auf nur einem Storage-Node.

— Make 1 Copy

Storage Pool

Wenn eine ILM-Regel nur eine replizierte Kopie eines Objekts erstellt, ist der Zugriff auf das Objekt mdglich,
wenn der Storage-Node nicht verfiigbar ist. In diesem Beispiel verlieren Sie voriibergehend den Zugriff auf das
Objekt AAA, wenn Storage Node 2 offline ist, z. B. wahrend eines Upgrades oder eines anderen
Wartungsverfahrens. Sie verlieren das Objekt AAA vollstandig, wenn Storage Node 2 ausfallt.



— Make 1 Copy

Storage Pool

Um den Verlust von Objektdaten zu vermeiden, sollten immer mindestens zwei Kopien aller Objekte erstellt
werden, die durch die Replizierung gesichert werden sollen. Wenn zwei oder mehr Kopien vorhanden sind,
koénnen Sie weiterhin auf das Objekt zugreifen, wenn ein Storage-Node ausfallt oder offline geht.

10



- Make 2 Copies

Storage Pool

Verfahren zur Einhaltung von Datenkonsistenz (Erasure Coding

Das Verfahren zur Einhaltung von Datenkonsistenz ist die zweite Methode, die von
StorageGRID zum Speichern von Objektdaten verwendet wird. Wenn StorageGRID
Objekte mit einer ILM-Regel Ubereinstimmt, die zur Erstellung von mit Datenkonsistenz
versehenen Kopien konfiguriert ist, werden Objektdaten in Datenfragmente zerlegt,
zusatzliche Paritatsfragmente berechnet und jedes Fragment auf einem anderen Storage
Node gespeichert. Wenn auf ein Objekt zugegriffen wird, wird es anhand der
gespeicherten Fragmente neu zusammengesetzt. Wenn ein Daten oder ein
Paritatsfragment beschadigt wird oder verloren geht, kann der Algorithmus zur
Fehlerkorrektur dieses Fragment mit einer Teilmenge der verbleibenden Daten und
Paritatsfragmente neu erstellen.

Im folgenden Beispiel wird der Algorithmus zur Einhaltung von Datenkonsistenz (Erasure Coding) fir
Objektdaten dargestellt. In diesem Beispiel verwendet die ILM-Regel ein 4+2-Schema zur Einhaltung von
Datenkonsistenz. Jedes Objekt wird in vier gleiche Datenfragmente geteilt und aus den Objektdaten werden
zwei Paritatsfragmente berechnet. Jedes der sechs Fragmente wird auf einem anderen Node Uber drei
Datacenter-Standorte gespeichert, um Daten bei Node-Ausfallen oder Standortausfallen zu sichern.

11
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Das Verfahren zur Einhaltung von Datenkonsistenz (Erasure Coding) in 4+2 erfordert mindestens neun
Storage-Nodes mit drei Storage-Nodes an jedem der drei Standorte. Ein Objekt kann abgerufen werden,
solange vier der sechs Fragmente (Daten oder Paritat) verfugbar sind. Bis zu zwei Fragmente kdnnen ohne
Verlust der Objektdaten verloren gehen. Bei einem Ausfall eines gesamten Datacenter-Standorts kann das
Objekt weiterhin abgerufen oder repariert werden, solange alle anderen Fragmente verfligbar sind.

Parity |8 F’arit\;.r

Wenn mehr als zwei Speicherknoten verloren gehen, kann das Objekt nicht abgerufen werden.

12



| Parity || Parity |

Verwandte Informationen

* Was ist ein Speicherpool
* Was sind die Erasure Coding-Schemata

+ Erstellen Sie ein Erasure Coding-Profil

Was sind die Erasure Coding-Schemata

Wenn Sie das Erasure Coding-Profil flr eine ILM-Regel konfigurieren, wahlen Sie ein
verfugbares Codierungsschema zur Fehlerkorrektur aus, basierend darauf, wie viele
Storage-Nodes und -Standorte den zu verwendenden Speicherpool bilden. Erasure
Coding steuert die Anzahl von Datenfragmenten und die Anzahl der Parity-Fragmente fur
jedes Obijekt.

Das StorageGRID-System verwendet den Reed-Solomon-Erasure-Coding-Algorithmus. Der Algorithmus
schneidet ein Objekt in k Datenfragmente auf und berechnet m Paritatsfragmente. Die k + m = n Fragmente
sind auf n Speicherknoten verteilt, um die Datensicherung zu gewahrleisten. Ein Objekt kann bis zu m
verlorene oder beschadigte Fragmente erhalten. k Fragmente sind erforderlich, um ein Objekt abzurufen oder
Zu reparieren.

Verwenden Sie bei der Konfiguration eines Erasure Coding-Profils die folgenden Richtlinien flr Speicherpools:

» Der Speicherpool muss drei oder mehr Standorte oder exakt einen Standort umfassen.

@ Sie konnen kein Erasure Coding-Profil konfigurieren, wenn der Speicherpool zwei Standorte
umfasst.

o Verfahren zur Einhaltung von Datenkonsistenz fir Storage-Pools mit drei oder mehr Standorten

o Verfahren zur Einhaltung von Datenkonsistenz fir Storage-Pools an einem Standort
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* Verwenden Sie nicht den Standardspeicherpool, alle Speicherknoten oder einen Speicherpool, der den
Standardstandort, Alle Standorte, enthalt.

» Der Speicherpool sollte mindestens k+m +1 Storage-Nodes enthalten.

Die Mindestanzahl der benétigten Storage-Nodes betragt k+m. Durch mindestens einen zusatzlichen
Storage-Node konnen jedoch Ingest- oder ILM-Backlogs verhindert werden, wenn ein erforderlicher
Storage-Node vortibergehend nicht verflgbar ist.

Der Storage Overhead eines Erasure Coding-Schemas wird berechnet, indem die Anzahl der Paritats-
Fragmente (m) durch die Anzahl der Datenfragmente (k) geteilt wird. Der Storage Overhead lasst sich
ermitteln, wie viel Festplattenspeicher jedes mit Erasure-Coding-Objekt bendtigt:

disk space = object size + (object size * storage overhead)

Wenn Sie beispielsweise ein Objekt mit 10 MB unter Verwendung des Schemas von 4+2 speichern (mit einem
Mehraufwand von 50 %), verbraucht das Objekt 15 MB Grid Storage. Wenn Sie dasselbe 10 MB grof3e Objekt
mit dem Schema 6+2 speichern (mit einem Mehraufwand von 33 %), verbraucht das Objekt etwa 13.3 MB.

Wahlen Sie das Erasure-Coding-Schema mit dem niedrigsten Gesamtwert von k+m aus, das lhren
Anforderungen entspricht. Erasure Coding-Schemata mit einer geringeren Anzahl von Fragmenten werden
insgesamt recheneffizienter, da weniger Fragmente pro Objekt erstellt und verteilt (oder abgerufen) werden. Je
groler die FragmentgroRe ist, desto weniger Nodes kénnen bei einer Erweiterung hinzugefiigt werden, wenn
mehr Storage bendtigt wird. (Informationen zur Planung einer Speichererweiterung finden Sie in den
Anweisungen zum erweitern von StorageGRID.)

Verfahren zur Einhaltung von Datenkonsistenz fiir Storage-Pools mit drei oder mehr Standorten

Die folgende Tabelle beschreibt die von StorageGRID derzeit unterstiitzten Erasure Coding-Schemata fir
Storage-Pools, die drei oder mehr Standorte umfassen. Alle diese Systeme bieten einen Schutz vor Schaden
an den Standorten. Ein Standort kann verloren gehen, und das Objekt ist weiterhin verflgbar.

Fir Erasure-Coding-Schemata, die Site-Loss-Schutz bieten, Gibersteigt die empfohlene Anzahl von Storage-
Nodes im Speicherpool die Anzahl k+m+1, da fir jeden Standort mindestens drei Storage-Nodes erforderlich
sind.

Schema zur Mindestanzahl Empfohlene Insgesamt Schutz vor Storage
Einhaltung von der Anzahl von empfohlene Standortausfall Overhead
Datenkonsisten bereitgestellten Storage-Nodes Anzahl von en?

z (Erasure Standorte an jedem Storage-Nodes

Coding) (k+m) Standort

4+2 3 3 9 Ja. 50 % erzielt
6+2 4 3 12 Ja. 33 % erzielt
8+2 5 3 15 Ja. 25 % erzielt
6+3 3 4 12 Ja. 50 % erzielt
9+3 4 4 16 Ja. 33 % erzielt
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Schema zur Mindestanzahl Empfohlene Insgesamt Schutz vor Storage

Einhaltung von der Anzahl von empfohlene Standortausfdll Overhead
Datenkonsisten bereitgestellten Storage-Nodes Anzahl von en?

z (Erasure Standorte an jedem Storage-Nodes

Coding) (k+m) Standort

2+1 3 3 9 Ja. 50 % erzielt
4+1 5 3 15 Ja. 25 % erzielt
6+1 7 3 21 Ja. 17 % erzielt
7+5 3 5 15 Ja. 71 % erzielt

StorageGRID erfordert mindestens drei Storage-Nodes pro Standort. Fir die Verwendung des
@ Schemas 7+5 bendtigt jeder Standort mindestens vier Speicherknoten. Es wird empfohlen, flinf
Storage-Nodes pro Standort zu verwenden.

Bei der Auswahl eines Léschungsschemas, das Standortschutz bietet, sollte die relative Bedeutung der
folgenden Faktoren in Einklang gestellt werden:

* Anzahl der Fragmente: Leistung und Expansionsflexibilitat sind im Allgemeinen besser, wenn die
Gesamtzahl der Fragmente geringer ist.

 Fehlertoleranz: Die Fehlertoleranz wird durch mehr Paritats-Segmente erhoht (d. h. wenn m einen
héheren Wert hat).

* Netzverkehr: Bei der Wiederherstellung nach Ausfallen erzeugt ein Schema mit mehr Fragmenten (das
heil}t, eine héhere Summe fir k+m) mehr Netzwerkverkehr.

« Storage Overhead: Bei Systemen mit hdherem Overhead wird mehr Speicherplatz pro Objekt benétigt.

Wenn Sie beispielsweise zwischen einem Schema 4+2 und dem Schema 6+3 (mit jeweils 50 % Storage
Overhead) entscheiden, wahlen Sie das Schema 6+3 aus, wenn eine zusatzliche Fehlertoleranz erforderlich
ist. Wahlen Sie das Schema 4+2 aus, wenn die Netzwerkressourcen begrenzt sind. Wenn alle anderen
Faktoren gleich sind, wahlen Sie 4+2 aus, da die Gesamtzahl der Fragmente geringer ist.

@ Wenn Sie sich nicht sicher sind, welches Schema Sie verwenden mochten, wahlen Sie 4+2 oder
6+3 aus, oder wenden Sie sich an den technischen Support.

Verfahren zur Einhaltung von Datenkonsistenz fiir Storage-Pools an einem Standort

Ein Storage-Pool an einem Standort unterstiitzt alle Erasure Coding-Schemata, die fir drei oder mehr
Standorte definiert sind, sofern der Standort Gber ausreichend Storage-Nodes verflgt.

Die erforderliche Mindestanzahl an Storage-Nodes betragt k+m, es wird jedoch ein Speicherpool mit k+m+1
Storage-Nodes empfohlen. Zum Beispiel erfordert das Verfahren zur Einhaltung von Datenkonsistenz (Erasure
Coding) 2+1 einen Speicherpool mit mindestens drei Storage-Nodes, es werden jedoch vier Storage-Nodes
empfohlen.
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Schema zur Einhaltung Mindestanzahl Storage- Empfohlene Anzahl von Storage Overhead

von Datenkonsistenz Nodes Storage-Nodes

(Erasure Coding) (k+m)

4+2 6 7 50 % erzielt
6+2 8 9 33 % erzielt
8+2 10 1 25 % erzielt
6+3 9 10 50 % erzielt
9+3 12 13 33 % erzielt
2+1 3 4 50 % erzielt
4+1 5 6 25 % erzielt
6+1 7 8 17 % erzielt
7+5 12 13 71 % erzielt

Verwandte Informationen
Erweitern Sie |lhr Raster

Vor- und Nachteile sowie Anforderungen fiir Erasure Coding

Bevor Sie sich entscheiden, ob Sie zum Schutz von Objektdaten mithilfe von
Replizierungs- oder Erasure Coding vor Verlust schitzen mdochten, sollten Sie die
Vorteile und Nachteile sowie die Anforderungen fur Verfahren zur Einhaltung von
Datenkonsistenz kennen.

Vorteile von Erasure Coding

Im Vergleich zur Replizierung bietet das Verfahren zur Einhaltung von Datenkonsistenz (Erasure Coding)
verbesserte Zuverlassigkeit, Verfugbarkeit und Storage-Effizienz.

» Zuverlassigkeit: Die Zuverlassigkeit wird in Bezug auf Fehlertoleranz gemessen - das ist die Anzahl der
gleichzeitigen Ausfalle, die ohne Datenverlust aufrechterhalten werden kénnen. Mithilfe der Replizierung
werden mehrere identische Kopien auf unterschiedlichen Nodes und Uber mehrere Standorte hinweg
gespeichert. Bei der Einhaltung von Datenkonsistenz wird ein Objekt in Daten- und Paritatsfragmente
codiert und Uber viele Nodes und Standorte verteilt. Diese Verteilung bietet Schutz vor Standort- und Node-
Ausfallen. Im Vergleich zur Replizierung bietet Erasure Coding eine héhere Zuverlassigkeit bei
vergleichbaren Storage-Kosten.

 Verfligbarkeit: Verfigbarkeit kann definiert werden als die Moglichkeit, Objekte abzurufen, wenn
Speicherknoten ausfallen oder unzuganglich werden. Im Vergleich zur Replizierung bietet Erasure Coding
eine hohere Verfligbarkeit bei vergleichbaren Storage-Kosten.

» Storage-Effizienz: Fir ein ahnliches Mal3 an Verflgbarkeit und Zuverlassigkeit benoétigen die durch das
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Erasure Coding geschitzten Objekte weniger Speicherplatz als die gleichen Objekte, wenn sie durch
Replikation geschutzt sind. Ein Objekt mit 10 MB, das an zwei Standorten repliziert wird, benétigt
beispielsweise 20 MB Festplattenspeicher (zwei Kopien), wahrend ein Objekt, das Uber drei Standorte mit
einem Erasure Coding-Schema mit 6+3 codiert wird, nur 15 MB Festplattenspeicher in Anspruch nimmt.

Der Festplattenspeicher fur Objekte, die mit Erasure-Coding-Verfahren codiert wurden, wird
als ObjektgroRe und als Storage Overhead berechnet. Der prozentuale Storage Overhead
entspricht der Anzahl der Paritatsfragmente, geteilt durch die Anzahl an Datenfragmenten.

Nachteile des Erasure Coding

Im Vergleich zur Replizierung hat das Verfahren zur Einhaltung von Datenkonsistenz folgende Nachteile:

» Es ist eine groRere Anzahl von Speicherknoten und Standorten erforderlich. Wenn Sie beispielsweise ein
Erasure-Coding-Schema von 6+3 verwenden, missen Sie mindestens drei Storage-Nodes an drei
verschiedenen Standorten haben. Wenn Sie dagegen nur Objektdaten replizieren, benétigen Sie nur einen
Storage Node fir jede Kopie.

* Hohere Kosten und Komplexitat der Storage-Erweiterungen. Um eine Implementierung mit Replizierung zu
erweitern, figen Sie einfach Storage-Kapazitat an jedem Speicherort hinzu, an dem Objektkopien erstellt
werden. Um eine Implementierung zu erweitern, bei der Erasure Coding zum Einsatz kommt, missen Sie
sowohl das verwendete Verfahren zur Einhaltung von Datenkonsistenz als auch die Kapazitat vorhandener
Storage-Nodes in Betracht ziehen. Wenn Sie beispielsweise warten, bis vorhandene Nodes zu 100 % voll
sind, mussen Sie mindestens k+m Storage-Nodes hinzufigen. Wenn jedoch vorhandene Nodes zu 70 %
voll sind, kénnen Sie zwei Nodes pro Standort hinzufligen und dennoch die nutzbare Storage-Kapazitat
maximieren. Weitere Informationen finden Sie unter Erweitern Sie Storage-Kapazitat fur Objekte, die nach
dem Erasure-Coding-Verfahren codiert wurden.

* Wenn Erasure Coding Uber geografisch verteilte Standorte hinweg verwendet wird, erhéht sich die
Latenzzeiten beim Abruf. Die Objektfragmente fir ein Objekt, das mit Erasure-Coding und Verteilung auf
Remote-Standorte codiert und tber WAN-Verbindungen verteilt ist, dauern langer, bis es Uber ein Objekt
abgerufen wird, das repliziert und lokal verfligbar ist (derselbe Standort, an dem der Client eine Verbindung
herstellt).

* Bei Verwendung von Erasure Coding flr geografisch verteilte Standorte kommt ein hoherer WAN-
Netzwerkverkehr flr Abrufvorgange und Reparaturen zum Einsatz, insbesondere bei haufig abgerufenen
Objekten oder bei Objektreparaturen tiber WAN-Netzwerkverbindungen.

* Wenn Sie standorttibergreifend Erasure Coding verwenden, nimmt der maximale Objektdurchsatz ab, da
die Netzwerklatenz zwischen Standorten zunimmt. Diese Abnahme ist auf die entsprechende Abnahme
des TCP-Netzwerkdurchsatzes zuriickzufiihren, was sich darauf auswirkt, wie schnell das StorageGRID-
System Objektfragmente speichern und abrufen kann.

» Hohere Auslastung von Computing-Ressourcen:
Wann sollte das Erasure Coding verwendet werden

Das Verfahren zur Einhaltung von Datenkonsistenz eignet sich am besten fir folgende Anforderungen:

* Objekte groflier als 1 MB.

Das Verfahren zur Einhaltung von Datenkonsistenz eignet sich am besten fiir Objekte mit

@ einer Grole von mehr als 1 MB. Verwenden Sie kein Erasure Coding fur Objekte mit einer
Grolke von mehr als 200 KB, um den Overhead zu vermeiden, der bei dem Management
sehr kleiner, mit Erasure Coding codierter Fragmente verbunden ist.
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* Langfristige oder kalte Storage-Ldsung flr selten abgerufene Inhalte
» Hohe Datenverfugbarkeit und -Zuverlassigkeit

» Schutz vor vollstandigem Standort- und Node-Ausfall.

« Storage-Effizienz:

* Implementierungen an einem einzigen Standort, die eine effiziente Datensicherung bendétigen und nur eine
einzige Kopie mit Verfahren zur Einhaltung von Datenkonsistenz (Erasure Coding) als mehrere replizierte
Kopien bendtigen

» Implementierungen an mehreren Standorten, bei denen die Latenz zwischen den Standorten weniger als
100 ms betragt

Wie die Aufbewahrung von Objekten bestimmt wird

StorageGRID bietet sowohl Grid-Administratoren als auch einzelnen Mandantenbenutzer
Optionen, um die Speicherdauer von Objekten festzulegen. Im Allgemeinen haben alle
von einem Mandantenbenutzer bereitgestellten Aufbewahrungsanweisungen Vorrang vor
den Aufbewahrungsanweisungen, die vom Grid-Administrator bereitgestellt werden.

Wie Mandantenbenutzer die Aufbewahrung von Objekten steuern

Mandantenbenutzer haben drei primare Mdglichkeiten, um zu steuern, wie lange ihre Objekte in StorageGRID
gespeichert sind:

» Wenn die globale S3-Objektsperreneinstellung fur das Grid aktiviert ist, kbnnen Nutzer von S3-Mandanten
Buckets erstellen, deren S3-Objektsperre aktiviert ist. Anschliefiend kénnen sie Uber die S3-REST-API
Aufbewahrungseinstellungen fir jede zu diesem Bucket hinzugefiigte Objektversion festlegen.

> Eine Objektversion, die sich unter einer gesetzlichen Aufbewahrungspflichten befindet, kann nicht mit
irgendeiner Methode geldscht werden.

> Bevor das Aufbewahrungsdatum einer Objektversion erreicht ist, kann diese Version nicht mit einer
Methode geldscht werden.

° Objekte in Buckets mit aktivierter S3-Objektsperre werden durch ILM ,Forever® beibehalten.
Nachdem jedoch eine Aufbewahrungsfrist erreicht ist, kann eine Objektversion durch eine Client-
Anfrage oder den Ablauf des Bucket-Lebenszyklus geléscht werden. Siehe Objekte managen mit S3
Object Lock.

* Benutzer von S3-Mandanten kénnen ihren Buckets eine Lifecycle-Konfiguration hinzuflgen, fir die eine
Ablaufaktion festgelegt ist. Wenn ein Bucket-Lebenszyklus vorhanden ist, speichert StorageGRID ein
Objekt, bis das Datum oder die Anzahl der Tage, die im Verfallsvorgang angegeben sind, erreicht ist, es sei
denn, der Client 16scht das Objekt zuerst. Siehe S3-Lebenszykluskonfiguration erstellen.

* Ein S3- oder Swift-Client kann eine delete-Objektanforderung ausgeben. StorageGRID priorisiert
Léschanfragen von Clients immer Uber den S3-Bucket-Lebenszyklus oder ILM, wenn sie bestimmen, ob
ein Objekt geléscht oder aufbewahrt werden soll.

Grid-Administratoren steuern die Objektaufbewahrung

Grid-Administratoren steuern mithilfe von ILM-Speicheranweisungen, wie lange Objekte gespeichert werden.
Wenn Objekte mit einer ILM-Regel abgeglichen werden, speichert StorageGRID diese Objekte bis zum letzten
Zeitraum der ILM-Regel verstrichen ist. Objekte werden unbefristet aufbewahrt, wenn ,forever” fur die
Platzierungsanweisungen angegeben ist.
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Unabhangig davon, wer die Aufbewahrung von Objekten steuert, steuern ILM-Einstellungen, welche Arten von
Objektkopien (repliziert oder Erasure Coding) gespeichert werden und wo sich die Kopien befinden (Storage-
Nodes, Cloud Storage Pools oder Archiv-Nodes).

Interaktion von S3-Bucket-Lebenszyklus und ILM

Die Aktion ,Ablaufdatum® in einem S3-Bucket-Lebenszyklus tberschreibt immer die ILM-Einstellungen. Aus
diesem Grund kann ein Objekt auch dann im Grid verbleiben, wenn ILM-Anweisungen zum Auflegen des
Objekts verfallen sind.

Beispiele fiir die Aufbewahrung von Objekten

Die folgenden Beispiele sollten zur besseren Ubersicht iber die Interaktionen zwischen S3 Objektsperre,
Bucket-Lebenszykluseinstellungen, Clientldschanforderungen und ILM verwendet werden.

Beispiel 1: S3-Bucket-Lebenszyklus hilt Objekte langer als ILM

ILM
Speichern von zwei Kopien fur 1 Jahr (365 Tage)

Bucket-Lebenszyklus
Verfalle Objekte in 2 Jahren (730 Tage)

Ergebnis

StorageGRID speichert das Objekt 730 Tage lang. StorageGRID verwendet die Bucket-Lifecycle-
Einstellungen, um zu bestimmen, ob ein Objekt geléscht oder aufbewahrt werden soll.

Wenn im Bucket-Lebenszyklus angegeben wird, dass Objekte langer aufbewahrt werden sollen

@ als durch ILM angegeben, verwendet StorageGRID beim Bestimmen der Anzahl und des Typs
der zu speichernden Kopien weiterhin die Anweisungen zur ILM-Platzierung. In diesem Beispiel
werden zwei Kopien des Objekts von 366 bis 730 Tagen im StorageGRID gespeichert.

Beispiel 2: S3-Bucket-Lebenszyklus lauft Objekte vor ILM ab

ILM
Speichern von zwei Kopien fiir 2 Jahre (730 Tage)

Bucket-Lebenszyklus
Verfalle Objekte in 1 Jahr (365 Tage)

Ergebnis
StorageGRID Idscht beide Kopien des Objekts nach Tag 365.

Beispiel 3: Beim Loschen von Clients wird der Bucket-Lebenszyklus und ILM tiberschrieben

ILM
Speichern von zwei Kopien auf Storage-Nodes ,Forever*

Bucket-Lebenszyklus
Verfalle Objekte in 2 Jahren (730 Tage)
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Anforderung zum Loéschen des Clients
Ausgestellt am 400. Tag

Ergebnis

StorageGRID l6scht beide Kopien des Objekts am Tag 400 als Antwort auf die Anforderung zum Léschen
des Clients.

Beispiel 4: S3 Object Lock liberschreibt die Anforderung zum Loschen des Clients

S$3-Objektsperre

Aufbewahrung bis zum Datum fir eine Objektversion ist 2026-03-31. Eine gesetzliche
Aufbewahrungspflichten sind nicht in Kraft.

Kompatible ILM-Regel
Speichern Sie zwei Kopien auf Storage-Nodes ,Forever.“

Anforderung zum Léschen des Clients
Ausgestellt am 2024-03-31.

Ergebnis

StorageGRID wird die Objektversion nicht I16schen, da die Aufbewahrung bis zum Datum noch zwei Jahre
entfernt ist.

So werden Objekte geloscht

StorageGRID kann Objekte entweder als direkte Antwort auf eine Client-Anfrage oder
automatisch aufgrund des Ablaufs eines S3-Bucket-Lebenszyklus oder der
Anforderungen der ILM-Richtlinie Idschen. Wenn Sie verstehen, auf welche Weise
Objekte geldscht werden kénnen und wie StorageGRID Ldschanfragen verarbeitet,
konnen Sie Objekte effizienter managen.

StorageGRID kann Objekte auf eine von zwei Methoden I6schen:
» Synchrones Léschen: Erhalt StorageGRID eine Client-Léschanforderung, werden alle Objektkopien sofort

entfernt. Der Client wird informiert, dass das L6schen nach dem Entfernen der Kopien erfolgreich war.

* Objekte werden zum Ldschen in die Warteschlange eingereiht: Wenn StorageGRID eine
Léschanforderung empfangt, wird das Objekt zum Léschen in die Warteschlange verschoben. Der Client
wird umgehend dartber informiert, dass das Léschen erfolgreich war. Objektkopien werden spater durch
ILM-Verarbeitung im Hintergrund entfernt.

Beim Loschen von Objekten verwendet StorageGRID die Methode, die das Léschen der Performance
optimiert, mogliche Rickprotokolle fir das Léschen minimiert und Speicherplatz am schnellsten freigegeben
wird.

Die Tabelle fasst zusammen, wann StorageGRID die einzelnen Methoden verwendet.
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Loschmethode

Objekte werden zum Léschen in
eine Warteschlange eingereiht

Objekte werden sofort entfernt
(synchrones Loschen)

Wenn verwendet

Wenn eine der folgenden Bedingungen zutrifft:

* Das automatische Loschen von Objekten wurde von einem der
folgenden Ereignisse ausgelost:

o Das Ablaufdatum oder die Anzahl der Tage in der
Lebenszykluskonfiguration fir einen S3-Bucket erreicht ist.

o Der letzte in einer ILM-Regel angegebene Zeitraum ist
abgelaufen.

Hinweis: Objekte in einem Bucket mit aktivierter S3-Objektsperre
koénnen nicht geléscht werden, wenn sie sich unter einer
gesetzlichen Sperre befinden oder wenn ein Aufbewahrungsdatum
angegeben, aber noch nicht erfillt wurde.

* Ein S3- oder Swift-Client fordert eine Loschung an. Eine oder
mehrere der folgenden Bedingungen gilt:

> Kopien kénnen nicht innerhalb von 30 Sekunden geldscht
werden, da z. B. ein Objektverzeichnis vortibergehend nicht
verflugbar ist.

o Léschwarteschlangen im Hintergrund sind inaktiv.

Wenn ein S3- oder Swift-Client eine Léschanfrage erstellt und alle der
folgenden Bedingungen erfillt sind:
* Alle Kopien kénnen innerhalb von 30 Sekunden entfernt werden.

* Warteschlangen zum Léschen im Hintergrund enthalten Objekte, die
verarbeitet werden sollen.

Wenn S3- oder Swift-Clients Anforderungen I6schen, beginnt StorageGRID mit dem Hinzufligen einer Reihe
von Objekten zur Loschwarteschlange. AnschlieRend wechselt er zur Durchfiihrung des synchronen
Léschvorgangs. Wenn sichergestellt wird, dass in der Warteschlange zum Léschen im Hintergrund Objekte
verarbeitet werden, kann StorageGRID das Ldschen von Léschungen effizienter verarbeiten, insbesondere bei
Clients mit geringer Parallelitat. Gleichzeitig wird verhindert, dass die Backlogs von Clients geléscht werden.

Wie lange dauert es, Objekte zu Ioschen

Die Art und Weise, wie StorageGRID Objekte 16scht, kann sich auf die Ausfiihrung des Systems auswirken:

* Wenn StorageGRID das synchrone Léschen durchfiihrt, kann StorageGRID bis zu 30 Sekunden dauern,
bis ein Ergebnis an den Client zuriickgegeben wird. Das heillt, das Ldschen kann scheinbar langsamer
erfolgen, auch wenn Kopien tatsachlich schneller entfernt werden als wenn StorageGRID Objekte zum

Léschen Warteschlangen.

Falls Sie die Léschleistung wahrend eines Massenldschs genau tberwachen, kann es vorkommen, dass

sich die Loschrate nach dem Léschen einer bestimmten Anzahl von Objekten verlangsamt. Diese
Anderung tritt auf, wenn StorageGRID von Objekten aus der Warteschlange zum Léschen auf das
synchrone Léschen verschiebt. Die offensichtliche Reduzierung der Léschrate bedeutet nicht, dass
Objektkopien langsamer entfernt werden. Im Gegenteil: Er zeigt an, dass durchschnittlich Speicherplatz

schneller freigegeben wird.
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Wenn Sie eine grof3e Anzahl von Objekten I6schen und Ihre Prioritat darin besteht, Speicherplatz schnell
freizugeben, ziehen Sie in Betracht, Objekte mithilfe einer Client-Anfrage zu I6schen, anstatt sie mit ILM oder
anderen Methoden zu I6schen. Im Allgemeinen wird Speicherplatz schneller freigegeben, wenn das Léschen
durch Clients durchgeftihrt wird, da StorageGRID das synchrone Loschen verwenden kann.

Beachten Sie, dass die zur Freigabe von Speicherplatz nach dem Léschen eines Objekts bendtigte Zeit von
mehreren Faktoren abhangt:

» Gibt an, ob Objektkopien synchron entfernt werden oder spater zur Entfernung in die Warteschlange
verschoben werden (fur Client-Léschanfragen).

» Weitere Faktoren wie die Anzahl der Objekte im Grid oder die Verfugbarkeit von Grid-Ressourcen, wenn
Objektkopien zur Entfernung in eine Warteschlange verschoben werden (fur Clientléschungen und andere
Methoden).

Loschen von S3-versionierten Objekten

Wenn die Versionierung fiir einen S3-Bucket aktiviert ist, befolgt StorageGRID das Verhalten von Amazon S3,
wenn es auf Loschanfragen reagiert, unabhangig davon, ob diese Anfragen von einem S3-Client, dem Ablauf
eines S3-Bucket-Lebenszyklus oder den Anforderungen der ILM-Richtlinie stammen.

Wenn Objekte versioniert sind, [6schen Anforderungen zum Ldschen von Objekten nicht die aktuelle Version
des Objekts und geben keinen freien Speicherplatz frei. Stattdessen erstellt eine Anforderung zum Ldschen
eines Objekts einfach eine Lodschmarkierung als aktuelle Version des Objekts, wodurch die vorherige Version
des Objekts ,non-current.”

Auch wenn das Objekt nicht entfernt wurde, verhalt sich StorageGRID so, als ob die aktuelle Version des
Objekts nicht mehr verflgbar ist. Anfragen an dieses Objekt geben 404 nicht gefunden zurtick. Da jedoch nicht
aktuelle Objektdaten nicht entfernt wurden, kdnnen Anforderungen, die eine nicht aktuelle Version des Objekts
angeben, erfolgreich ausgefiihrt werden.

Um beim Léschen versionierter Objekte freien Speicherplatz zu erhalten, missen Sie einen der folgenden
Schritte ausfiihren:

+ S3-Clientanforderung: Geben Sie die Objektversionsnummer in der S3-LOSCHOBJEKTANFORDERUNG
an (DELETE /object?versionId=ID). Beachten Sie, dass diese Anforderung nur Objektkopien fir die
angegebene Version entfernt (die anderen Versionen belegen noch Speicherplatz).

* Bucket-Lebenszyklus: Verwenden Sie das NoncurrentVersionExpiration Aktionen in der Bucket-
Lifecycle-Konfiguration Wenn die angegebene Anzahl von nicht-currentDays erreicht ist, entfernt
StorageGRID dauerhaft alle Kopien nicht aktueller Objektversionen. Diese Objektversionen kénnen nicht
wiederhergestellt werden.

* ILM: Fligen Sie zwei ILM-Regeln zu lhrer ILM-Richtlinie hinzu. Verwenden Sie nicht aktuelle Zeit als
Referenzzeit in der ersten Regel, um die nicht aktuellen Versionen des Objekts zu entsprechen.
Verwenden Sie Aufnahmezeit in der zweiten Regel, um mit der aktuellen Version zu Ubereinstimmen. Die
nicht aktuelle Zeit-Regel muss in der Regel Uiber der Aufnahmezeit-Regel erscheinen.

Verwandte Informationen

+ S3 verwenden

+ Beispiel 4: ILM-Regeln und -Richtlinie fir versionierte Objekte mit S3

22


https://docs.netapp.com/de-de/storagegrid-116/s3/index.html
https://docs.netapp.com/de-de/storagegrid-116/ilm/example-4-ilm-rules-and-policy-for-s3-versioned-objects.html

Copyright-Informationen

Copyright © 2025 NetApp. Alle Rechte vorbehalten. Gedruckt in den USA. Dieses urheberrechtlich geschiitzte
Dokument darf ohne die vorherige schriftiche Genehmigung des Urheberrechtsinhabers in keiner Form und
durch keine Mittel — weder grafische noch elektronische oder mechanische, einschliel3lich Fotokopieren,
Aufnehmen oder Speichern in einem elektronischen Abrufsystem — auch nicht in Teilen, vervielfaltigt werden.

Software, die von urheberrechtlich geschitztem NetApp Material abgeleitet wird, unterliegt der folgenden
Lizenz und dem folgenden Haftungsausschluss:

DIE VORLIEGENDE SOFTWARE WIRD IN DER VORLIEGENDEN FORM VON NETAPP ZUR VERFUGUNG
GESTELLT, D. H. OHNE JEGLICHE EXPLIZITE ODER IMPLIZITE GEWAHRLEISTUNG, EINSCHLIESSLICH,
JEDOCH NICHT BESCHRANKT AUF DIE STILLSCHWEIGENDE GEWAHRLEISTUNG DER
MARKTGANGIGKEIT UND EIGNUNG FUR EINEN BESTIMMTEN ZWECK, DIE HIERMIT
AUSGESCHLOSSEN WERDEN. NETAPP UBERNIMMT KEINERLEI HAFTUNG FUR DIREKTE, INDIREKTE,
ZUFALLIGE, BESONDERE, BEISPIELHAFTE SCHADEN ODER FOLGESCHADEN (EINSCHLIESSLICH,
JEDOCH NICHT BESCHRANKT AUF DIE BESCHAFFUNG VON ERSATZWAREN ODER
-DIENSTLEISTUNGEN, NUTZUNGS-, DATEN- ODER GEWINNVERLUSTE ODER UNTERBRECHUNG DES
GESCHAFTSBETRIEBS), UNABHANGIG DAVON, WIE SIE VERURSACHT WURDEN UND AUF WELCHER
HAFTUNGSTHEORIE SIE BERUHEN, OB AUS VERTRAGLICH FESTGELEGTER HAFTUNG,
VERSCHULDENSUNABHANGIGER HAFTUNG ODER DELIKTSHAFTUNG (EINSCHLIESSLICH
FAHRLASSIGKEIT ODER AUF ANDEREM WEGE), DIE IN IRGENDEINER WEISE AUS DER NUTZUNG
DIESER SOFTWARE RESULTIEREN, SELBST WENN AUF DIE MOGLICHKEIT DERARTIGER SCHADEN
HINGEWIESEN WURDE.

NetApp behalt sich das Recht vor, die hierin beschriebenen Produkte jederzeit und ohne Vorankindigung zu
andern. NetApp Ubernimmt keine Verantwortung oder Haftung, die sich aus der Verwendung der hier
beschriebenen Produkte ergibt, es sei denn, NetApp hat dem ausdrticklich in schriftlicher Form zugestimmit.
Die Verwendung oder der Erwerb dieses Produkts stellt keine Lizenzierung im Rahmen eines Patentrechts,
Markenrechts oder eines anderen Rechts an geistigem Eigentum von NetApp dar.

Das in diesem Dokument beschriebene Produkt kann durch ein oder mehrere US-amerikanische Patente,
auslandische Patente oder anhangige Patentanmeldungen geschutzt sein.

ERLAUTERUNG ZU ,RESTRICTED RIGHTS*: Nutzung, Vervielfaltigung oder Offenlegung durch die US-
Regierung unterliegt den Einschrankungen gemaf Unterabschnitt (b)(3) der Klausel ,Rights in Technical Data
— Noncommercial ltems* in DFARS 252.227-7013 (Februar 2014) und FAR 52.227-19 (Dezember 2007).

Die hierin enthaltenen Daten beziehen sich auf ein kommerzielles Produkt und/oder einen kommerziellen
Service (wie in FAR 2.101 definiert) und sind Eigentum von NetApp, Inc. Alle technischen Daten und die
Computersoftware von NetApp, die unter diesem Vertrag bereitgestellt werden, sind gewerblicher Natur und
wurden ausschlie3lich unter Verwendung privater Mittel entwickelt. Die US-Regierung besitzt eine nicht
ausschlieBliche, nicht Gbertragbare, nicht unterlizenzierbare, weltweite, limitierte unwiderrufliche Lizenz zur
Nutzung der Daten nur in Verbindung mit und zur Unterstitzung des Vertrags der US-Regierung, unter dem
die Daten bereitgestellt wurden. Sofern in den vorliegenden Bedingungen nicht anders angegeben, durfen die
Daten ohne vorherige schriftliche Genehmigung von NetApp, Inc. nicht verwendet, offengelegt, vervielfaltigt,
geandert, aufgefiihrt oder angezeigt werden. Die Lizenzrechte der US-Regierung fir das US-
Verteidigungsministerium sind auf die in DFARS-Klausel 252.227-7015(b) (Februar 2014) genannten Rechte
beschrankt.

Markeninformationen

NETAPP, das NETAPP Logo und die unter http://www.netapp.com/TM aufgefihrten Marken sind Marken von
NetApp, Inc. Andere Firmen und Produktnamen kénnen Marken der jeweiligen Eigentiimer sein.

23


http://www.netapp.com/TM\

	ILM und Objekt-Lebenszyklus : StorageGRID
	Inhalt
	ILM und Objekt-Lebenszyklus
	Wie ILM im gesamten Leben eines Objekts funktioniert
	Aufnahme von Objekten
	Datensicherungsoptionen für die Aufnahme
	Vor- und Nachteile sowie Einschränkungen der Datensicherungsoptionen

	Speicherung von Objekten (Replizierung oder Erasure Coding)
	Was ist Replizierung
	Warum sollten Sie keine Replizierung mit nur einer Kopie verwenden
	Verfahren zur Einhaltung von Datenkonsistenz (Erasure Coding
	Was sind die Erasure Coding-Schemata
	Vor- und Nachteile sowie Anforderungen für Erasure Coding

	Wie die Aufbewahrung von Objekten bestimmt wird
	Wie Mandantenbenutzer die Aufbewahrung von Objekten steuern
	Grid-Administratoren steuern die Objektaufbewahrung
	Interaktion von S3-Bucket-Lebenszyklus und ILM
	Beispiele für die Aufbewahrung von Objekten

	So werden Objekte gelöscht
	Wie lange dauert es, Objekte zu löschen
	Löschen von S3-versionierten Objekten



