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Installieren Sie Ubuntu oder Debian

Installieren Sie Ubuntu oder Debian: Ubersicht

Die Installation eines StorageGRID-Systems in einer Ubuntu- oder Debian-Umgebung
umfasst drei primare Schritte.

1. Vorbereitung: Bei der Planung und Vorbereitung flihren Sie folgende Aufgaben aus:
o Erfahren Sie mehr Uber die Hardware- und Storage-Anforderungen fir StorageGRID.

o Erfahren Sie mehr Uber die Besonderheiten von StorageGRID Networking Damit Sie Ihr Netzwerk
entsprechend konfigurieren kénnen.

o Ermitteln und Vorbereiten der physischen oder virtuellen Server, die Sie fir das Hosten |hrer
StorageGRID Grid Nodes verwenden mdchten

o Auf den Servern, die Sie vorbereitet haben:
= Installieren Sie Linux
= Konfigurieren Sie das Hostnetzwerk
= Hostspeicher konfigurieren
= Installation Von Docker
= Installieren Sie die StorageGRID Host Services

2. * Bereitstellung*: Bereitstellung von Grid-Knoten mit der entsprechenden Benutzeroberflache. Wenn Sie
Grid-Nodes implementieren, werden diese als Teil des StorageGRID Systems erstellt und mit einem oder
mehreren Netzwerken verbunden.

a. Verwenden Sie die Linux-Befehlszeile und die Konfigurationsdateien der Nodes, um virtuelle Grid-
Nodes auf den in Schritt 1 vorbereiteten Hosts bereitzustellen.

b. Verwenden Sie das Installationsprogramm fiir StorageGRID Appliance, um StorageGRID Appliance-
Nodes bereitzustellen.

Hardware-spezifische Installations- und Integrationsanweisungen sind nicht im

@ Installationsverfahren fur StorageGRID enthalten. Informationen zur Installation von
StorageGRID Appliances finden Sie in der Installations- und Wartungsanleitung fur Ihre
Appliance.

3. Konfiguration: Wenn alle Knoten bereitgestellt wurden, verwenden Sie den Grid Manager, um das Grid zu
konfigurieren und die Installation abzuschlieen.

Diese Anweisungen empfehlen einen Standardansatz fiir die Bereitstellung und Konfiguration eines
StorageGRID-Systems in einer Ubuntu- oder Debian-Umgebung. Siehe auch die Informationen Uber folgende

alternative Anséatze:

* Verwendung eines Standard-Orchestrierungs-Frameworks wie Ansible, Puppet oder Chef zur Installation
von Ubuntu oder Debian, zur Konfiguration von Netzwerk und Storage, zur Installation von Docker und
dem StorageGRID-Host-Service und zur Implementierung von virtuellen Grid-Nodes

» Automatisieren Sie die Implementierung und Konfiguration des StorageGRID Systems mit einem Python-
Konfigurationsskript (im Installationsarchiv bereitgestellt).

» Automatisieren Sie die Implementierung und Konfiguration von Appliance-Grid-Nodes mit einem Python-
Konfigurationsskript (erhaltlich Uber das Installationsarchiv oder Uber das Installationsprogramm von


https://docs.netapp.com/de-de/storagegrid-116/network/index.html

StorageGRID Appliance).

« Als fortschrittlicher Entwickler von StorageGRID-Implementierungen sollten Sie die Installation VON REST-
APIs verwenden, um die Installation von StorageGRID Grid-Nodes zu automatisieren.

Planen und bereiten Sie sich auf die Installation von Ubuntu
oder Debian vor

Vor der Installation (Ubuntu oder Debian)

Bevor Sie Grid-Nodes implementieren und das StorageGRID Grid konfigurieren, mussen
Sie die Schritte und Anforderungen fur das Durchfihren des Verfahrens kennen.

Bei den Implementierungs- und Konfigurationsverfahren fur StorageGRID ist bereits die Architektur und der
Betrieb des StorageGRID Systems bekannt.

Sie kdnnen einen oder mehrere Standorte gleichzeitig implementieren. Alle Standorte miissen jedoch die
Mindestanforderungen erflllen, die fir mindestens drei Storage-Nodes bestehen.

Vor dem Starten einer StorageGRID-Installation missen folgende Schritte durchgefiihrt werden:
* Informieren Sie sich Uber die Computing-Anforderungen von StorageGRID, einschliel3lich der minimalen

CPU- und RAM-Anforderungen fir jeden Node.

» Erfahren Sie, wie StorageGRID diverse Netzwerke unterstiitzt, um die Trennung von Datenverkehr,
Sicherheit und Verwaltung zu gewahrleisten, und planen Sie, welche Netzwerke Sie mit den einzelnen
StorageGRID Nodes verbinden mochten.

Siehe StorageGRID Netzwerkrichtlinien.

» Ermitteln der Storage- und Performance-Anforderungen der einzelnen Grid-Nodes

» Ermitteln Sie eine Reihe von Servern (physische, virtuelle oder beides), die als Aggregat ausreichend
Ressourcen zur Unterstlitzung der Anzahl und des Typs der zu implementierenden StorageGRID Nodes
bieten.

* Informieren Sie sich Uber die Anforderungen fir die Node-Migration, wenn Sie geplante Wartungsarbeiten
an physischen Hosts ohne Service-Unterbrechung durchfiihren méchten.

» Sammeln Sie alle Netzwerkinformationen im Voraus. Wenn Sie nicht DHCP verwenden, sammeln Sie die
IP-Adressen, die jedem Grid-Node zugewiesen werden sollen, und die IP-Adressen des Domain Name
System (DNS) und der von lhnen verwendeten NTP-Server (Network Time Protocol).

* Installation, Anschluss und Konfiguration der gesamten erforderlichen Hardware — einschlielich aller
StorageGRID Appliances — gemaf den Spezifikationen

Hardware-spezifische Installations- und Integrationsanweisungen sind nicht im

@ Installationsverfahren fur StorageGRID enthalten. Informationen zur Installation von
StorageGRID Appliances finden Sie in der Installations- und Wartungsanleitung fur Ihre
Appliance.

* Legen Sie fest, welche der verfligbaren Implementierungs- und Konfigurationstools Sie verwenden
mochten.

Verwandte Informationen

Netzwerkrichtlinien


https://docs.netapp.com/de-de/storagegrid-116/network/index.html

SG100- und SG1000-Services-Appliances

SG6000 Storage-Appliances
SG5700 Storage-Appliances

SG5600 Storage Appliances

Anforderungen fur die Container-Migration flir Nodes

Erforderliche Materialien

Bevor Sie StorageGRID installieren, mussen Sie die erforderlichen Materialien erfassen

und vorbereiten.

Element

NetApp StorageGRID Lizenz

StorageGRID Installationsarchiv

Service-Laptop

StorageGRID-Dokumentation

Verwandte Informationen

"NetApp Interoperabilitats-Matrix-Tool"

Hinweise

Sie bendtigen eine glltige, digital signierte NetApp
Lizenz.

Hinweis: Eine Non-Production-Lizenz, die fiir Tests
und Proof of Concept Grids verwendet werden kann,
ist im StorageGRID-Installationsarchiv enthalten.

Unbedingt Laden Sie das StorageGRID-
Installationsarchiv herunter und extrahieren Sie die
Dateien.

Das StorageGRID System wird Uiber einen Service-
Laptop installiert.

Der Service-Laptop muss Folgendes haben:

* Netzwerkport
» SSH-Client (z. B. PuTTY)

» Unterstutzter Webbrowser

* Versionshinweise

» Anweisungen fur die Administration von
StorageGRID

Laden Sie die StorageGRID Installationsdateien herunter und extrahieren Sie sie

Sie mussen das StorageGRID-Installationsarchiv herunterladen und die erforderlichen

Dateien extrahieren.

Schritte
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1. Wechseln Sie zum "NetApp Download-Seite fur StorageGRID".

2. Wahlen Sie die Schaltflache zum Herunterladen der neuesten Version, oder wahlen Sie eine andere
Version aus dem Dropdown-Menu aus und wahlen Sie Go.

3. Melden Sie sich mit lnrem Benutzernamen und Passwort fir |hr NetApp Konto an.

4. Wenn eine Warnung/MusterLeseanweisung angezeigt wird, lesen Sie sie, und aktivieren Sie das
Kontrollkastchen.

Nachdem Sie die StorageGRID Version installiert haben, miissen Sie alle erforderlichen
@ Hotfixes anwenden. Weitere Informationen finden Sie im Hotfix-Verfahren in der Recovery-
und Wartungsanleitung

5. Lesen Sie die Endbenutzer-Lizenzvereinbarung, aktivieren Sie das Kontrollkastchen und wahlen Sie dann
Weiter akzeptieren.

Die Download-Seite fir die ausgewahlte Version wird angezeigt. Die Seite enthalt drei Spalten:

6. Wahlen Sie in der Spalte Install StorageGRID die .tgz- oder .zip-Datei fliir Ubuntu oder Debian aus.
@ Wahlen Sie die aus . zip Datei, wenn Windows auf dem Service-Laptop ausgefihrt wird.

7. Speichern und extrahieren Sie die Archivdatei.

8. Wahlen Sie aus der folgenden Liste die bendtigten Dateien aus.

Welche Dateien benétigt werden, hangt von der geplanten Grid-Topologie und der Implementierung des
StorageGRID Grids ab.

@ Die in der Tabelle aufgefihrten Pfade beziehen sich auf das Verzeichnis der obersten
Ebene, das vom extrahierten Installationsarchiv installiert wird.

Pfad und Dateiname Beschreibung

Eine Textdatei, die alle in der StorageGRID-
Download-Datei enthaltenen Dateien beschreibt.

Eine NetApp Lizenzdatei, die nicht in der
Produktionsumgebung enthalten ist und fir Tests und
Proof of Concept-Implementierungen genutzt werden
kann

DEB-Paket zum Installieren der StorageGRID-
Knoten-Images auf Ubuntu oder Debian-Hosts.

MD5-Prifsumme fir die Datei
/debs/storagegrid-webscale-images-
version-SHA.deb.

DEB-Paket zur Installation des StorageGRID-
Hostdienstes auf Ubuntu oder Debian-Hosts.


https://mysupport.netapp.com/site/products/all/details/storagegrid/downloads-tab
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Pfad und Dateiname

Tool zur Implementierung von Skripten

Verwandte Informationen
Recovery und Wartung

CPU- und RAM-Anforderungen erfullt

Beschreibung

Beschreibung

Ein Python-Skript zur Automatisierung der
Konfiguration eines StorageGRID Systems.

Ein Python-Skript zur Automatisierung der
Konfiguration von StorageGRID Appliances

Ein Beispiel-Python-Skript, mit dem Sie sich bei
aktivierter Single-Sign-On-Funktion bei der Grid-
Management-APl anmelden kénnen.

Eine Beispielkonfigurationsdatei fur die Verwendung
mit dem configure-storagegrid.py Skript:

Eine leere Konfigurationsdatei fur die Verwendung mit
dem configure-storagegrid.py Skript:

Beispiel-Rolle und Playbook fir Ansible zur
Konfiguration von Ubuntu oder Debian-Hosts fiir die
Implementierung von StorageGRID-Containern Die
Rolle oder das Playbook kénnen Sie nach Bedarf
anpassen.

API-Schemata fiur StorageGRID:

Hinweis: Bevor Sie ein Upgrade durchfiihren, kdnnen
Sie mit diesen Schemas bestatigen, dass jeder Code,
den Sie zur Verwendung von StorageGRID
Management APIs geschrieben haben, mit der neuen
StorageGRID-Version kompatibel ist, wenn Sie keine
StorageGRID-Umgebung aul3erhalb der
Produktionsumgebung zum Testen der Upgrade-
Kompatibilitat besitzen.

Uberpriifen und konfigurieren Sie vor dem Installieren der StorageGRID Software die
Hardware so, dass sie zur Unterstlitzung des StorageGRID Systems bereit ist.

Weitere Informationen zu unterstiitzten Servern finden Sie in der Interoperabilitats-Matrix.

Jeder StorageGRID Node benétigt die folgenden Mindestanforderungen:

* CPU-Cores: 8 pro Node
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* RAM: Mindestens 24 GB pro Node und 2 bis 16 GB weniger als der gesamte System-RAM, abhangig von
der verfugbaren RAM-Gesamtkapazitat und der Anzahl der nicht-StorageGRID-Software, die auf dem
System ausgefihrt wird

Stellen Sie sicher, dass die Anzahl der StorageGRID-Knoten, die Sie auf jedem physischen oder virtuellen
Host ausflihren moéchten, die Anzahl der CPU-Kerne oder des verfliigbaren physischen RAM nicht
Uberschreitet. Wenn die Hosts nicht dediziert fir die Ausfiihrung von StorageGRID sind (nicht empfohlen),
sollten Sie die Ressourcenanforderungen der anderen Applikationen bertcksichtigen.

Uberwachen Sie lhre CPU- und Arbeitsspeicherauslastung regelméRig, um sicherzustellen,
dass diese Ressourcen lhre Workloads weiterhin erfillen. Beispielsweise wirde eine
Verdoppelung der RAM- und CPU-Zuweisung fur virtuelle Storage-Nodes ahnliche Ressourcen
bereitstellen wie fir die StorageGRID Appliance-Nodes. Wenn die Menge der Metadaten pro

@ Node 500 GB Uberschreitet, sollten Sie darliber hinaus den RAM pro Node auf 48 GB oder
mehr erhéhen. Informationen zum Management von Objekt-Metadaten-Storage, zum Erhdhen
der Einstellung fir reservierten Speicherplatz und zum Monitoring der CPU- und
Arbeitsspeicherauslastung finden Sie in den Anweisungen fur die Administration, das Monitoring
und das Upgrade von StorageGRID.

Wenn Hyper-Threading auf den zugrunde liegenden physischen Hosts aktiviert ist, kbnnen Sie 8 virtuelle
Kerne (4 physische Kerne) pro Node bereitstellen. Wenn Hyperthreading auf den zugrunde liegenden
physischen Hosts nicht aktiviert ist, miissen Sie 8 physische Kerne pro Node bereitstellen.

Wenn Sie Virtual Machines als Hosts verwenden und die GroRe und Anzahl der VMs kontrollieren kdnnen,
sollten Sie fur jeden StorageGRID Node eine einzelne VM verwenden und die GréRe der VM entsprechend
festlegen.

Bei Produktionsimplementierungen sollten nicht mehrere Storage-Nodes auf derselben physischen
Speicherhardware oder einem virtuellen Host ausgefiihrt werden. Jeder Storage-Node in einer einzelnen
StorageGRID-Implementierung sollte sich in einer eigenen, isolierten Ausfall-Doméane befinden. Sie kdnnen die
Langlebigkeit und Verfiigbarkeit von Objektdaten maximieren, wenn sichergestellt wird, dass ein einzelner
Hardwareausfall nur einen einzelnen Storage-Node beeintrachtigen kann.

Siehe auch die Informationen Uber Speicheranforderungen.

Verwandte Informationen
"NetApp Interoperabilitats-Matrix-Tool"

Storage- und Performance-Anforderungen erflllt
StorageGRID verwalten
Monitoring und Fehlerbehebung

Software-Upgrade

Storage- und Performance-Anforderungen erfullt

Sie mUssen die Storage-Anforderungen fir StorageGRID-Nodes verstehen, damit Sie
ausreichend Speicherplatz fur die Erstkonfiguration und die kinftige Storage-Erweiterung
bereitstellen kdnnen.

StorageGRID Nodes erfordern drei logische Storage-Kategorien:


https://mysupport.netapp.com/matrix
https://docs.netapp.com/de-de/storagegrid-116/admin/index.html
https://docs.netapp.com/de-de/storagegrid-116/monitor/index.html
https://docs.netapp.com/de-de/storagegrid-116/upgrade/index.html

« Container Pool — Performance-Tier (10.000 SAS oder SSD) Storage fir die Node-Container, der dem
Docker-Storage-Treiber zugewiesen wird, wenn Sie Docker auf den Hosts installieren und konfigurieren,
die Ihre StorageGRID-Knoten untersttitzen.

» Systemdaten — Performance-Tier (10.000 SAS oder SSD) Speicher fur persistenten Speicher pro Node
von Systemdaten und Transaktionsprotokollen, die die StorageGRID Host Services nutzen und einzelnen
Nodes zuordnen werden.

* Objektdaten — Performance-Tier (10.000 SAS oder SSD) Storage und Capacity-Tier (NL-SAS/SATA)
Massenspeicher fir die persistente Speicherung von Objektdaten und Objekt-Metadaten.

Sie mussen RAID-gestltzte Blockgerate fir alle Speicherkategorien verwenden. Nicht redundante Festplatten,
SSDs oder JBODs werden nicht unterstitzt. Es ist moglich, Shared- oder lokalen RAID-Storage fir eine
beliebige Storage-Kategorie zu verwenden. Wenn Sie jedoch die Mdglichkeit zur Migration der StorageGRID
Nodes nutzen mdchten, miissen Sie sowohl Systemdaten als auch Objektdaten auf einem Shared Storage
speichern.

Performance-Anforderungen erfiillt

Die Performance der fir den Container-Pool verwendeten Volumes, Systemdaten und Objektmetadaten wirkt
sich erheblich auf die Gesamt-Performance des Systems aus. Sie sollten Performance-Tier-Storage (10.000
SAS oder SSD) fiir diese Volumes verwenden, um eine angemessene Festplatten-Performance in Bezug auf
Latenz, Input/Output Operations per Second (IOPS) und Durchsatz sicherzustellen. Sie kdnnen Capacity-Tier
(NL-SAS/SATA)-Storage fur den persistenten Storage von Objektdaten verwenden.

Fir die Volumes, die flr den Container-Pool, Systemdaten und Objektdaten verwendet werden, muss ein
Write-Back-Caching aktiviert sein. Der Cache muss sich auf einem geschutzten oder persistenten Medium
befinden.

Anforderungen an Hosts, die NetApp ONTAP Storage nutzen

Wenn der StorageGRID-Node Storage verwendet, der einem NetApp ONTAP System zugewiesen ist,
vergewissern Sie sich, dass auf dem Volume keine FabricPool-Tiering-Richtlinie aktiviert ist. Das Deaktivieren
von FabricPool Tiering fiir Volumes, die in Verbindung mit StorageGRID Nodes verwendet werden, vereinfacht
die Fehlerbehebung und Storage-Vorgange.

Verwenden Sie FabricPool niemals, um StorageGRID-bezogene Daten in das Tiering zurtick zu

@ StorageGRID selbst zu verschieben. Das Tiering von StorageGRID-Daten zuriick in die
StorageGRID verbessert die Fehlerbehebung und reduziert die Komplexitat von betrieblichen
Ablaufen.

Anzahl der erforderlichen Hosts

Jeder StorageGRID Standort erfordert mindestens drei Storage-Nodes.

Fihren Sie in einer Produktionsimplementierung nicht mehr als einen Speicherknoten auf einem
einzelnen physischen oder virtuellen Host aus. Die Verwendung eines dedizierten Hosts flir
jeden Speicherknoten stellt eine isolierte Ausfalldomane zur Verfiigung.

Andere Node-Typen wie Admin-Nodes oder Gateway-Nodes kénnen auf denselben Hosts implementiert oder
je nach Bedarf auf ihren eigenen dedizierten Hosts implementiert werden.



Anzahl der Storage-Volumes pro Host

In der folgenden Tabelle ist die Anzahl der fiir jeden Host erforderlichen Storage Volumes (LUNs) und die
Mindestgrole fur jede LUN angegeben, basierend darauf, welche Nodes auf diesem Host implementiert
werden.

Die maximale getestete LUN-GrofRRe betragt 39 TB.

@ Diese Nummern gelten fir jeden Host, nicht fir das gesamte Raster.

LUN-Zweck Storage-Kategorie Anzahl LUNs Minimale GroRe/LUN

Storage-Pool fir Container-Pool 1 Gesamtzahl der Nodes x

Container-Engine 100 GB

/var/local Systemdaten 1 fur jeden Node auf 90 GB

Datenmenge diesem Host

Storage-Node Objektdaten 3 flr jeden 12 TB (4 TB/LUN) Weitere
Speicherknoten auf Informationen finden Sie
diesem Host unter Storage-

Anforderungen fur

Hinweis: ein Storage-Nodes.
softwarebasierter
Speicherknoten kann 1
bis 16 Speicher-Volumes
haben; es werden
mindestens 3 Speicher-
Volumes empfohlen.

Prufprotokolle fir Admin-  Systemdaten 1 fur jeden Admin-Node 200 GB

Node auf diesem Host

Admin-Node-Tabellen Systemdaten 1 fUr jeden Admin-Node 200 GB

auf diesem Host

Je nach konfiguriertem Audit Level, GréRe der Benutzereingaben wie z. B. S3-
Objektschlisselname und wie viele Audit-Protokoll-Daten Sie erhalten missen, missen Sie

@ moglicherweise die GroRe der Audit-Protokoll-LUN auf jedem Admin-Node erhéhen. In der
Regel generiert ein Grid etwa 1 KB Audit-Daten pro S3-Betrieb. Dies bedeutet, dass ein 200
GB-LUN 70 Millionen Operationen pro Tag und 800 Operationen pro Sekunde flir zwei bis drei
Tage unterstiitzen wirde.

Minimaler Speicherplatz fiir einen Host

In der folgenden Tabelle ist der erforderliche Mindestspeicherplatz fir jeden Node-Typ aufgefihrt. Anhand
dieser Tabelle kdnnen Sie bestimmen, welcher Storage-Mindestbetrag fur den Host in jeder Storage-Kategorie
bereitgestellt werden muss. Dabei kdnnen Sie festlegen, welche Nodes auf diesem Host implementiert
werden.



@ Disk Snapshots kdnnen nicht zum Wiederherstellen von Grid-Nodes verwendet werden.
Beachten Sie stattdessen die Recovery- und Wartungsablaufe fur jeden Node-Typ.

Node-Typ
Storage-Node

Admin-Node

Gateway-Node

Archiv-Node

Container-Pool

100 GB

100 GB

100 GB

100 GB

Systemdaten

90 GB

490 GB (3 LUNSs)

90 GB

90 GB

Beispiel: Berechnung der Storage-Anforderungen fiir einen Host

Objektdaten
4,000 GB

Nicht zutreffend

Nicht zutreffend

Nicht zutreffend

Angenommen, Sie planen, drei Nodes auf demselben Host zu implementieren: Einen Storage-Node, einen
Admin-Node und einen Gateway-Node. Sie sollten dem Host mindestens neun Storage Volumes zur
Verfligung stellen. Es sind mindestens 300 GB Performance-Tier-Storage fiir die Node-Container, 670 GB
Performance-Tier-Storage fur Systemdaten und Transaktionsprotokolle und 12 TB Kapazitats-Tier Storage flr

Objektdaten erforderlich.

Node-Typ
Storage-Node

Storage-Node

Storage-Node

Admin-Node

Admin-Node

Admin-Node

Gateway-Node

Gesamt

LUN-Zweck

Docker Storage-Pool

/var/local
Datenmenge

Objektdaten

/var/local
Datenmenge

Prifprotokolle fir Admin-
Node

Admin-Node-Tabellen

/var/local
Datenmenge

Anzahl LUNs
1

Die LUN-GroRe
300 GB (100 GB/Node)

90 GB

12 TB (4 TB/LUN)

90 GB

200 GB

200 GB

90 GB

Container-Pool: 300 GB
Systemdaten: 670 GB

Objektdaten: 12,000 GB



Storage-Anforderungen fiir Storage-Nodes

Ein softwarebasierter Speicher-Node kann 1 bis 16 Speicher-Volumes haben - -3 oder mehr Speicher-Volumes
werden empfohlen. Jedes Storage-Volume sollte 4 TB oder grof3er sein.

@ Ein Appliance-Speicherknoten kann bis zu 48 Speicher-Volumes haben.

Wie in der Abbildung dargestellt, reserviert StorageGRID Speicherplatz fur Objekt-Metadaten auf dem Storage
Volume 0 jedes Storage-Nodes. Alle verbleibenden Speicherplatz auf dem Storage-Volume 0 und anderen
Storage-Volumes im Storage-Node werden ausschlieRlich fiir Objektdaten verwendet.

Storage Node

Volume 0 Volume 1 Volume 2 Volume n

Object
space

Object Object

space space

Reserved
metadata

space

Um Redundanz zu gewahrleisten und Objekt-Metadaten vor Verlust zu schitzen, speichert StorageGRID drei
Kopien der Metadaten fir alle Objekte im System an jedem Standort. Die drei Kopien der Objektmetadaten
werden gleichmafig auf alle Storage-Nodes an jedem Standort verteilt.

Wenn Sie Volume 0 eines neuen Storage-Node Speicherplatz zuweisen, missen Sie sicherstellen, dass fiir
den Anteil aller Objekt-Metadaten des Node ausreichend Speicherplatz vorhanden ist.

» Mindestens missen Sie Volume 0 mindestens 4 TB zuweisen.

Wenn Sie nur ein Storage-Volume flr einen Storage-Node verwenden und dem Volume 4
@ TB oder weniger zuweisen, hat der Storage-Node beim Start mdglicherweise den
Schreibgeschitzten Storage-Status und speichert nur Objekt-Metadaten.

* Wenn Sie ein neues StorageGRID 11.6-System installieren und jeder Speicherknoten 128 GB oder mehr
RAM hat, sollten Sie Volume 0 8 TB oder mehr zuweisen. Bei Verwendung eines groReren Werts flr
Volume 0 kann der zulassige Speicherplatz fir Metadaten auf jedem Storage Node erhdht werden.

» Verwenden Sie bei der Konfiguration verschiedener Storage-Nodes flr einen Standort, falls méglich, die
gleiche Einstellung fiir Volume 0. Wenn ein Standort Storage-Nodes unterschiedlicher GréRRe enthalt,
bestimmt der Storage-Node mit dem kleinsten Volume 0 die Metadaten-Kapazitat dieses Standorts.

Weitere Informationen finden Sie unter Management von Objekt-Metadaten-Storage.
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Verwandte Informationen

Anforderungen fur die Container-Migration flr Nodes

Recovery und Wartung

Anforderungen fiir die Container-Migration fiir Nodes

Mit der Funktion zur Node-Migration kdnnen Sie einen Node manuell von einem Host auf
einen anderen verschieben. Normalerweise befinden sich beide Hosts im selben
physischen Datacenter.

Dank der Node-Migration kdnnen Sie physische Host-Wartungsarbeiten durchflihren, ohne Grid-Vorgange zu
unterbrechen. Sie verschieben einfach alle StorageGRID Nodes nacheinander auf einen anderen Host, bevor
Sie den physischen Host offline schalten. Die Migration von Nodes erfordert nur kurze Ausfallzeiten fir jeden

Node. Der Betrieb und die Verfiigbarkeit von Grid-Services sollte dabei nicht beeintrachtigt werden.

Wenn Sie die StorageGRID-Node-Migrationsfunktion nutzen méchten, muss |hre Implementierung zusatzliche
Anforderungen erfillen:

» Konsistente Netzwerkschnittstellennnamen Gber Hosts in einem einzigen physischen Datacenter hinweg

» Shared Storage fir StorageGRID Metadaten und Objekt-Repository-Volumes, auf die alle Hosts in einem
einzigen physischen Datacenter zugreifen kdnnen So kdnnen Sie beispielsweise ein NetApp E-Series
Storage-Array verwenden.

Wenn Sie virtuelle Hosts verwenden und die zugrunde liegende Hypervisor-Ebene die VM-Migration
unterstitzt, ist diese Funktion anstelle der Node-Migrationsfunktion von StorageGRID wahrscheinlich sinnvoll.
In diesem Fall kdnnen Sie diese zusatzlichen Anforderungen ignorieren.

Bevor Sie eine Migration oder eine Hypervisor-Wartung durchfiihren, miissen Sie die Nodes ordnungsgeman
herunterfahren. Siehe Anweisungen fir Herunterfahren eines Grid-Node.

VMware Live Migration wird nicht unterstiitzt

OpenStack Live Migration und VMware Live vMotion sorgen dafiir, dass die Virtual Machine-Uhr springen und
fir Grid-Nodes jeglicher Art nicht unterstitzt wird. Obwohl selten, falsche Uhrzeiten kdnnen zum Verlust von
Daten oder Konfigurations-Updates fiihren.

Cold-Migration wird unterstitzt. Bei der ,Cold“-Migration sollten Sie die StorageGRID Nodes herunterfahren,
bevor Sie sie zwischen Hosts migrieren. Siehe Anweisungen fir Herunterfahren eines Grid-Node.

Konsistente Namen von Netzwerkschnittstellen

Um einen Node von einem Host zum anderen zu verschieben, muss der StorageGRID-Hostdienst die
Gewissheit haben, dass die externe Netzwerkverbindung, die der Node an seinem aktuellen Standort besitzt,
an dem neuen Standort dupliziert werden kann. Dies schafft Vertrauen durch die Verwendung konsistenter
Netzwerk-Interface-Namen in den Hosts.

Angenommen, beispielsweise, dass StorageGRID NodeA, der auf Host1 ausgeflihrt wird, mit den folgenden
Schnittstellenzuordnungen konfiguriert wurde:
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eth0 =— bond0.1001
ethl —» bond0.1002
eth2 —» bond0.1003

Die linke Seite der Pfeile entspricht den traditionellen Schnittstellen, die aus einem StorageGRID-Container
betrachtet werden (das sind die Grid-, Administrator- und Client-Netzwerk-Schnittstellen). Die rechte Seite der
Pfeile entspricht den tatsachlichen Host-Schnittstellen, die diese Netzwerke bereitstellen. Dabei handelt es
sich um drei VLAN-Schnittstellen, die derselben physischen Interface-Verbindung untergeordnet sind.

Nehmen Sie an, Sie méchten NodeA zu Host2 migrieren. Wenn Host2 auch Schnittstellen mit den Namen
bond0.1001, bond0.1002 und bond0.1003 besitzt, ermdglicht das System die Verschiebung, vorausgesetzt,
dass die ,Gefallt mir“-Schnittstellen auf Host2 die gleiche Konnektivitat wie auf Host1 bereitstellen. Wenn
Host2 keine Schnittstellen mit demselben Namen hat, ist die Verschiebung nicht zulassig.

Es gibt viele Moglichkeiten, eine konsistente Netzwerkschnittstelle Uber mehrere Hosts hinweg zu benennen;
siehe Konfigurieren Sie das Hostnetzwerk Fur einige Beispiele.

Shared Storage

Fir schnelle Node-Migrationen mit geringem Overhead werden Node-Daten durch die StorageGRID Node-
Migrationsfunktion nicht physisch verschoben. Stattdessen werden die Node-Migration als Export- und
Importpaar durchgefihrt:

Schritte

1. Wahrend des Vorgangs ,Node Export” wird eine kleine Menge von persistenten Zustandsdaten aus dem
Node-Container extrahiert, der auf Hosta ausgefuhrt wird und auf dem Systemdatenvolume dieses Node
zwischengespeichert wird. Anschliel3end wird der Knoten-Container auf Hosta deaktiviert.

2. Wahrend des Vorgangs ,Node Import“wird der Node-Container auf HostB, der die gleiche
Netzwerkschnittstelle und die Blockspeicherzuordnungen verwendet, die auf Hosta wirksam waren,
instanziiert. Anschliellend werden die im Cache gespeicherten Persistent State-Daten in die neue Instanz
eingeflgt.

In Anbetracht dieses Betriebsmodus missen alle Systemdaten und Objekt-Storage-Volumes des Node sowohl
von Hosta als auch von HostB aus zuganglich sein, damit die Migration erlaubt und ausgefihrt werden kann.
AuRerdem mussen sie auf dem Knoten mit Namen abgebildet worden sein, die garantiert auf die gleichen
LUNSs auf Hosta und HostB verweisen.

Das folgende Beispiel zeigt eine Losung flir die Zuordnung von Blockgeraten flr einen StorageGRID-
Speicherknoten, bei dem auf den Hosts DM-Multipathing verwendet wird und in das Alias-Feld verwendet
wurde /etc/multipath.conf Um konsistente, freundliche Blockgeratnamen zu liefern, die auf allen Hosts
verfugbar sind.
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/var/local — /dev/mapper/sgws-snl-var-local
rangedb0 — /dev/mapper/sgws-snl-rangedb0
rangedbl — /dev/mapper/sgws-snl-rangedbl
rangedb2 — /dev/mapper/sgws-snl-rangedb2

rangedb3 —# /dev/mapper/sgws-snl-rangedb3

Implementierungstools

Sie profitieren mdglicherweise von der Automatisierung der gesamten StorageGRID
Installation oder eines Teils.

Eine Automatisierung der Implementierung kann in einem der folgenden Falle von Nutzen sein:

« Sie verwenden bereits ein Standard-Orchestrierungs-Framework wie Ansible, Puppet oder Chef fiir die
Implementierung und Konfiguration physischer oder virtueller Hosts.
+ Sie beabsichtigen, mehrere StorageGRID Instanzen zu implementieren.

 Sie implementieren eine grofl3e, komplexe StorageGRID Instanz.

Der StorageGRID Host Service wird durch ein Paket installiert und unterstiitzt durch Konfigurationsdateien, die

wahrend einer manuellen Installation interaktiv erstellt oder vorab (oder programmgesteuert) vorbereitet
werden kdnnen, um eine automatisierte Installation mithilfe von Standard-Orchestrierungs-Frameworks zu
ermoglichen. StorageGRID bietet optionale Python-Skripte zur Automatisierung der Konfiguration von
StorageGRID Appliances und dem gesamten StorageGRID-System (das ,Grid®). Sie kdnnen diese Skripte
direkt verwenden oder sie informieren, wie Sie die StorageGRID Installations-REST-API bei den von lhnen
selbst entwickelten Grid-Implementierungs- und Konfigurations-Tools verwenden.

Wenn Sie an der Automatisierung Ihrer gesamten StorageGRID-Implementierung oder eines Teils interessiert

sind, lesen Sie die Seite Automatisieren Sie die Installation Vor Beginn des Installationsprozesses.

Vorbereiten der Hosts (Ubuntu oder Debian)

Installieren Sie Linux

Sie mussen Linux auf allen Grid-Hosts installieren. Verwenden Sie die "NetApp
Interoperabilitats-Matrix-Tool" Um eine Liste der unterstutzten Versionen zu erhalten.

Schritte

1. Installieren Sie Linux auf allen physischen oder virtuellen Grid-Hosts gemaR den Anweisungen des
Distributors oder dem Standardverfahren.
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Installieren Sie keine grafischen Desktop-Umgebungen. Bei der Installation von Ubuntu

@ mussen Sie Standard-Systemdienstprogramme auswahlen. Die Auswahl von OpenSSH-
Server wird empfohlen, um SSH-Zugriff auf Ihre Ubuntu-Hosts zu aktivieren. Alle anderen
Optionen kdénnen nicht ausgewahlt werden.

2. Stellen Sie sicher, dass alle Hosts Zugriff auf Ubuntu- oder Debian-Paket-Repositorys haben.

3. Wenn Swap aktiviert ist:
a. Fuhren Sie den folgenden Befehl aus: $ sudo swapoff --all
b. Entfernen Sie alle Swap-Eintrage aus /etc/fstab Um die Einstellungen zu erhalten.

@ Wenn Sie den Auslagerungsaustausch nicht vollstandig deaktivieren, kann die Leistung
erheblich gesenkt werden.

AppArmor-Profilinstallation verstehen

Wenn Sie in einer selbst bereitgestellten Ubuntu-Umgebung arbeiten und das
obligatorische Zutrittskontrollsystem AppArmor verwenden, werden die AppArmor-Profile,
die mit Paketen verknipft sind, die Sie auf dem Basissystem installieren, mdglicherweise
durch die entsprechenden Pakete blockiert, die mit StorageGRID installiert sind.

StandardmaRig werden AppArmor-Profile fir Pakete installiert, die auf dem Basisbetriebssystem installiert
sind. Wenn Sie diese Pakete aus dem StorageGRID-Systemcontainer ausfiihren, werden die AppArmor-Profile
blockiert. Die Basispakete DHCP, MySQL, NTP und tcdump stehen in Konflikt mit AppArmor und anderen
Basispaketen kdnnen ebenfalls kollidieren.
Fir die Handhabung von AppArmor-Profilen stehen lhnen zwei Optionen zur Verflgung:
» Deaktivieren Sie einzelne Profile fiir die im Basissystem installierten Pakete, die sich mit den Paketen im
StorageGRID-Systemcontainer tiberschneiden. Wenn Sie einzelne Profile deaktivieren, wird in den
StorageGRID-Protokolldateien ein Eintrag angezeigt, der angibt, dass AppArmor aktiviert ist.

Verwenden Sie folgende Befehle:

sudo 1In -s /etc/apparmor.d/<profile.name> /etc/apparmor.d/disable/
sudo apparmor parser -R /etc/apparmor.d/<profile.name>

Beispiel:

sudo ln -s /etc/apparmor.d/bin.ping /etc/apparmor.d/disable/
sudo apparmor parser -R /etc/apparmor.d/bin.ping

« Deaktivieren Sie AppArmor ganz. Fur Ubuntu 9.10 oder hoher, folgen Sie den Anweisungen in der Ubuntu
Online-Community: "Deaktivieren Sie AppArmor".

Wenn Sie AppArmor deaktivieren, werden in den StorageGRID-Protokolldateien keine Eintrage angezeigt,
die darauf hinweisen, dass AppArmor aktiviert ist.
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Konfigurieren des Hostnetzwerks (Ubuntu oder Debian)

Nach dem Abschluss der Linux-Installation auf Ihren Hosts missen Sie moglicherweise
eine zusatzliche Konfiguration durchflihren, um auf jedem Host eine Reihe von
Netzwerkschnittstellen vorzubereiten, die sich fur die Zuordnung zu den spater zu
implementierenden StorageGRID Nodes eignen.

Was Sie bendtigen
+ Sie haben die gepriift StorageGRID Netzwerkrichtlinien.

+ Sie haben die Informationen zu Uberprift Anforderungen fur die Container-Migration fur Nodes.

+ Wenn Sie virtuelle Hosts verwenden, haben Sie die gelesen Uberlegungen und Empfehlungen zum Klonen
von MAC-Adressen Vor dem Konfigurieren des Hostnetzwerks.

Wenn Sie VMs als Hosts verwenden, sollten Sie VMXNET 3 als virtuellen Netzwerkadapter
@ auswahlen. Der VMware E1000-Netzwerkadapter hat Verbindungsprobleme bei StorageGRID-
Containern mit bestimmten Linux-Distributionen verursacht.

Uber diese Aufgabe

Grid-Nodes mussen auf das Grid-Netzwerk und optional auf Admin- und Client-Netzwerke zugreifen kénnen.
Sie ermdglichen diesen Zugriff, indem Sie Zuordnungen erstellen, die die physische Schnittstelle des Hosts
den virtuellen Schnittstellen fiir jeden Grid-Node zuordnen. Verwenden Sie bei der Erstellung von Host-
Schnittstellen benutzerfreundliche Namen, um die Implementierung Uber alle Hosts hinweg zu vereinfachen
und die Migration zu erméglichen.

Die gleiche Schnittstelle kann von dem Host und einem oder mehreren Nodes gemeinsam genutzt werden.
Beispielsweise konnen Sie fir den Hostzugriff und den Netzwerkzugriff von Node-Admin dieselbe Schnittstelle
verwenden, um die Wartung von Hosts und Nodes zu vereinfachen. Obwohl dieselbe Schnittstelle zwischen
dem Host und den einzelnen Nodes gemeinsam genutzt werden kann, missen alle unterschiedliche IP-
Adressen haben. IP-Adressen kdnnen nicht zwischen Nodes oder zwischen Host und einem beliebigen Node
gemeinsam genutzt werden.

Sie konnen dieselbe Host-Netzwerkschnittstelle verwenden, um die Grid-Netzwerkschnittstelle fir alle
StorageGRID-Knoten auf dem Host bereitzustellen. Sie konnen flr jeden Knoten eine andere Host-
Netzwerkschnittstelle verwenden oder etwas dazwischen tun. Normalerweise wirden Sie jedoch nicht die
gleiche Hostnetzwerkschnittstelle bereitstellen wie die Grid- und Admin-Netzwerkschnittstellen flir einen
einzelnen Knoten oder als Grid-Netzwerkschnittstelle fir einen Knoten und die Client-Netzwerkschnittstelle fiir
einen anderen.

Sie kénnen diese Aufgabe auf unterschiedliche Weise ausfliihren. Wenn es sich bei den Hosts um virtuelle
Maschinen handelt und Sie einen oder zwei StorageGRID-Nodes fiir jeden Host implementieren, knnen Sie
im Hypervisor einfach die richtige Anzahl an Netzwerkschnittstellen erstellen und eine 1:1-Zuordnung
verwenden. Wenn Sie mehrere Nodes auf Bare-Metal-Hosts fiir die Produktion implementieren, kénnen Sie die
Unterstitzung des Linux-Netzwerk-Stacks fur VLAN und LACP nutzen, um Fehlertoleranz und
Bandbreitenfreigabe zu erhalten. Die folgenden Abschnitte enthalten detaillierte Ansatze fir beide Beispiele.
Sie mussen kein der folgenden Beispiele verwenden: Sie kdnnen jeden Ansatz verwenden, der Ihren
Anforderungen entspricht.
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Verwenden Sie keine Bond- oder Bridge-Gerate direkt als Container-Netzwerkschnittstelle. Dies
kdénnte den Anlauf eines Knotens verhindern, der durch ein Kernel-Problem verursacht wurde,

@ indem MACLAN mit Bond- und Bridge-Geraten im Container-Namespace verwendet wird.
Verwenden Sie stattdessen ein Gerat ohne Bindung, z. B. ein VLAN- oder ein virtuelles
Ethernet-Paar (veth). Geben Sie dieses Gerat als Netzwerkschnittstelle in der Node-
Konfigurationsdatei an.

Uberlegungen und Empfehlungen zum Klonen von MAC-Adressen

Das Klonen VON MAC-Adressen bewirkt, dass der Container die MAC-Adresse des Hosts verwendet und der
Host die MAC-Adresse entweder einer von lhnen angegebenen oder einer zufallig generierten Adresse
verwendet. Verwenden Sie das Klonen von MAC-Adressen, um Netzwerkkonfigurationen im einfach zu
vermeiden.

Aktivieren des MAC-Klonens

In bestimmten Umgebungen kann die Sicherheit durch das Klonen von MAC-Adressen erhdht werden, da es
Ihnen ermdglicht, eine dedizierte virtuelle NIC fiir das Admin-Netzwerk, das Grid-Netzwerk und das Client-
Netzwerk zu verwenden. Wenn der Container die MAC-Adresse der dedizierten NIC auf dem Host nutzen soll,
kénnen Sie keine Kompromissmodus-Netzwerkkonfigurationen mehr verwenden.

Das Klonen DER MAC-Adresse wurde fir Installationen virtueller Server entwickelt und
@ funktioniert moglicherweise nicht ordnungsgemaf bei allen Konfigurationen der physischen
Appliance.

Wenn ein Knoten nicht gestartet werden kann, weil eine gezielte Schnittstelle fir das MAC-
Klonen belegt ist, missen Sie die Verbindung mdglicherweise auf ,down* setzen, bevor Sie den
Knoten starten. Dartber hinaus kann es vorkommen, dass die virtuelle Umgebung das Klonen

@ von MAC auf einer Netzwerkschnittstelle verhindert, wahrend der Link aktiv ist. Wenn ein
Knoten die MAC-Adresse nicht einstellt und aufgrund einer Uberlasteten Schnittstelle gestartet
wird, kann das Problem durch Setzen des Links auf ,down® vor dem Starten des Knotens
behoben werden.

Das Klonen VON MAC-Adressen ist standardmafig deaktiviert und muss durch Knoten-
Konfigurationsschlissel festgelegt werden. Sie sollten die Aktivierung bei der Installation von StorageGRID
aktivieren.

Fir jedes Netzwerk gibt es einen Schlussel:

* ADMIN NETWORK_ TARGET TYPE INTERFACE CLONE_MAC
* GRID NETWORK TARGET TYPE INTERFACE CLONE MAC

* CLIENT NETWORK TARGET TYPE INTERFACE CLONE MAC

Wenn Sie den Schlussel auf ,true” setzen, verwendet der Container die MAC-Adresse der NIC des Hosts.
Aulerdem verwendet der Host dann die MAC-Adresse des angegebenen Containernetzwerks. Standardmalig
ist die Container-Adresse eine zufallig generierte Adresse, jedoch wenn Sie mithilfe des eine Adresse
festgelegt haben NETWORK MAC Der Node-Konfigurationsschllssel, diese Adresse wird stattdessen
verwendet. Host und Container haben immer unterschiedliche MAC-Adressen.
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Wenn das MAC-Klonen auf einem virtuellen Host aktiviert wird, ohne dass gleichzeitig der

@ einfach austauschbare Modus auf dem Hypervisor aktiviert werden muss, kann dies dazu
fuhren, dass Linux-Host-Netzwerke, die die Host-Schnittstelle verwenden, nicht mehr
funktionieren.

Anwendungsfalle fiir DAS Klonen VON MAC

Es gibt zwei Anwendungsfalle, die beim Klonen von MAC berlcksichtigt werden missen:

* MAC-Klonen nicht aktiviert: Wenn der CLONE_MAC Der Schlussel in der Node-Konfigurationsdatei ist nicht
festgelegt oder auf ,false” gesetzt. Der Host verwendet die Host-NIC-MAC und der Container verflgt Gber
eine von StorageGRID generierte MAC, sofern im keine MAC angegeben ist NETWORK_MAC Taste. Wenn

im eine Adresse festgelegt ist NETWORK MAC Schlissel, der Container wird die Adresse im angegeben

_NETWORK_MAC Taste. Diese Schiiisselkonfiguration erfordert den Einsatz des promiskuitiven Modus.

* MAC-Klonen aktiviert: Wenn der CLONE_MAC Schlissel in der Node-Konfigurationsdatei ist auf ,true”

gesetzt, der Container verwendet die Host-NIC MAC und der Host verwendet eine von StorageGRID

generierte MAC, es sei denn, eine MAC wird im angegeben NETWORK MAC Taste. Wenn im eine Adresse

festgelegt ist NETWORK MAC Schllssel, der Host verwendet die angegebene Adresse anstelle einer

generierten. In dieser Konfiguration von Schlisseln sollten Sie nicht den promiskuous Modus verwenden.

Wenn Sie kein Klonen der MAC-Adresse verwenden mochten und lieber alle Schnittstellen
Daten fiir andere MAC-Adressen als die vom Hypervisor zugewiesenen empfangen und
Ubertragen méchten, Stellen Sie sicher, dass die Sicherheitseigenschaften auf der Ebene der
@ virtuellen Switch- und Portgruppen auf Accept fir den Promiscuous-Modus, MAC-
Adressanderungen und Forged-Ubertragungen eingestellt sind. Die auf dem virtuellen Switch
eingestellten Werte kdnnen von den Werten auf der Portgruppenebene aufier Kraft gesetzt
werden. Stellen Sie also sicher, dass die Einstellungen an beiden Stellen identisch sind.

Informationen zum Aktivieren des MAC-Klonens finden Sie im Anweisungen zum Erstellen von Node-
Konfigurationsdateien.

BEISPIEL FUR DAS Klonen VON MAC

Beispiel fir das MAC-Klonen bei einem Host mit einer MAC-Adresse von 11:22:33:44:55:66 fur die
Schnittstelle ensens256 und die folgenden Schiissel in der Node-Konfigurationsdatei:

®* ADMIN NETWORK TARGET = ens256
° ADMIN NETWORK MAC = b2:9c:02:¢c2:27:10

®* ADMIN NETWORK TARGET TYPE INTERFACE CLONE MAC = true

Ergebnis: Der Host-MAC flr ens256 ist b2:9¢:02:¢2:27:10 und die Admin-Netzwerk-MAC ist 11:22:33:44:55:66

Beispiel 1: 1-zu-1-Zuordnung zu physischen oder virtuellen NICs

In Beispiel 1 wird eine einfache Zuordnung von physischen Schnittstellen beschrieben, woflr nur wenig oder

keine Host-seitige Konfiguration erforderlich ist.
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You Configure

Das Linux-Betriebssystem erstellt die ensXYZ-Schnittstellen automatisch wahrend der Installation oder beim
Start oder beim Hot-Added-Hinzufligen der Schnittstellen. Es ist keine andere Konfiguration erforderlich als
sicherzustellen, dass die Schnittstellen nach dem Booten automatisch eingerichtet werden. Sie missen
ermitteln, welcher enXYZ dem StorageGRID-Netzwerk (Raster, Administrator oder Client) entspricht, damit Sie
spater im Konfigurationsprozess die korrekten Zuordnungen bereitstellen konnen.

Beachten Sie, dass in der Abbildung mehrere StorageGRID Nodes angezeigt werden. Normalerweise werden
diese Konfigurationen jedoch fir VMs mit einem Node verwendet.

Wenn Switch 1 ein physischer Switch ist, sollten Sie die mit den Schnittstellen 10G; bis 10G; verbundenen
Ports fur den Zugriffsmodus konfigurieren und sie auf die entsprechenden VLANSs platzieren.

Beispiel 2: LACP Bond mit VLANs

Beispiel 2 geht davon aus, dass Sie mit der Verbindung von Netzwerkschnittstellen und der Erstellung von
VLAN-Schnittstellen auf der von Ihnen verwendeten Linux-Distribution vertraut sind.

Uber diese Aufgabe

Beispiel 2 beschreibt ein generisches, flexibles, VLAN-basiertes Schema, das die gemeinsame Nutzung aller
verfiigbaren Netzwerkbandbreite Uber alle Nodes auf einem einzelnen Host ermdglicht. Dieses Beispiel gilt
insbesondere fur Bare-Metal-Hosts.

Um dieses Beispiel zu verstehen, stellen Sie vor, Sie verfligen Uber drei separate Subnetze fir Grid, Admin
und Client-Netzwerke in jedem Rechenzentrum. Die Subnetze sind in getrennten VLANs (1001, 1002 und
1003) angesiedelt und werden dem Host auf einem LACP-gebundenen Trunk-Port (bond0) prasentiert. Sie
wurden drei VLAN-Schnittstellen auf der Verbindung konfigurieren: Bond0.1001, bond0.1002 und bond0.1003.

Wenn fir Node-Netzwerke auf demselben Host separate VLANs und Subnetze erforderlich sind, kbnnen Sie

auf der Verbindung VLAN-Schnittstellen hinzufiigen und sie dem Host zuordnen (in der Abbildung als
bond0.1004 dargestellt).
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You Configure
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Schritte

1. Aggregieren Sie alle physischen Netzwerkschnittstellen, die fir die StorageGRID-Netzwerkverbindung in
einer einzigen LACP-Verbindung verwendet werden.

Verwenden Sie denselben Namen flr die Verbindung auf jedem Host, z. B. bondO0.

2. Erstellen Sie VLAN-Schnittstellen, die diese Verbindung als ihr zugehérisches ,physisches Gerit
verwenden, " using the standard VLAN interface naming convention “physdev-
name.VLAN ID.

Beachten Sie, dass flr die Schritte 1 und 2 eine entsprechende Konfiguration an den Edge-Switches
erforderlich ist, die die anderen Enden der Netzwerkverbindungen beenden. Die Edge-Switch-Ports
mussen auch zu LACP-Port-Kanalen aggregiert, als Trunk konfiguriert und alle erforderlichen VLANs
Ubergeben werden kénnen.

Beispiele fur Schnittstellenkonfigurationsdateien fir dieses Netzwerkkonfigurationsschema pro Host
werden bereitgestellt.

Verwandte Informationen

Beispiel /etc/Netzwerk/Schnittstellen

Hostspeicher konfigurieren

Jedem Host mussen Block Storage Volumes zugewiesen werden.
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Was Sie bendtigen

Sie haben die folgenden Themen behandelt, die Ihnen Informationen liefern, die Sie fir diese Aufgabe
bendtigen:

Storage- und Performance-Anforderungen erflllt
Anforderungen fir die Container-Migration fir Nodes

Uber diese Aufgabe

Bei der Zuweisung von Block Storage Volumes (LUNs) an Hosts kdnnen Sie mithilfe der Tabellen unter
,SStorage-Anforderungen” Folgendes ermitteln:

* Anzahl der erforderlichen Volumes fir jeden Host (basierend auf der Anzahl und den Typen der Nodes, die
auf diesem Host bereitgestellt werden)

» Storage-Kategorie fiir jedes Volume (d. h. Systemdaten oder Objektdaten)

* GrolRe jedes Volumes

Sie verwenden diese Informationen sowie den permanenten Namen, der Linux jedem physischen Volume
zugewiesen ist, wenn Sie StorageGRID-Nodes auf dem Host implementieren.

@ Sie mussen keine dieser Volumes partitionieren, formatieren oder mounten; Sie missen nur
sicherstellen, dass sie fiir die Hosts sichtbar sind.

Vermeiden Sie die Verwendung von ,RaW“-speziellen Geratedateien (/dev/sdb, Zum Beispiel) bei der
Zusammenstellung lhrer Liste von Volume-Namen. Diese Dateien kdnnen sich bei einem Neustart des Hosts
andern, was sich auf den ordnungsgemafen Betrieb des Systems auswirkt. Wenn Sie iSCSI LUNs und Device
Mapper Multipathing verwenden, sollten Sie Multipath-Aliase in Betracht ziehen /dev/mapper Verzeichnis,
insbesondere wenn lhre SAN-Topologie redundante Netzwerkpfade zu dem gemeinsam genutzten Storage
umfasst. Alternativ kdnnen Sie die vom System erstellten Softlinks unter verwenden /dev/disk/by-path/
Fir Ihre persistenten Geratenamen.

Beispiel:
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1ls -1

$ 1s -1 /dev/disk/by-path/

total O

lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:00:07.1-ata-2 -> ../../sr0
lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:0:0 ->
../../sda

lrwxrwxrwx 1 root root 10 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:0:0-partl
-> ../../sdal

lrwxrwxrwx 1 root root 10 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:0:0-part?2
-> ../../sda2

lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:1:0 ->

../../sdb
lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:2:0 ->
../../sdc
lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:3:0 ->
../../sdd

Die Ergebnisse unterscheiden sich bei jeder Installation.

Zuweisung freundlicher Namen zu jedem dieser Block-Storage-Volumes zur Vereinfachung der Erstinstallation
von StorageGRID und zukinftiger Wartungsarbeiten Wenn Sie den Device Mapper Multipath-Treiber fur
redundanten Zugriff auf gemeinsam genutzte Speicher-Volumes verwenden, kdnnen Sie das verwenden
alias Feld in lhrem /etc/multipath.conf Datei:

Beispiel:
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multipaths {

multipath {
wwid 3600a09800059d6df00005df2573¢c2c30
alias docker-storage-volume-hostA

}

multipath {
wwid 3600a09800059d6df00005d£3573c2c30
alias sgws-adml-var-local

}

multipath {
wwid 3600a09800059d6df00005d£f4573c2c30
alias sgws—adml-audit-logs

}

multipath {
wwid 3600a09800059d6df00005d£5573c2c30
alias sgws—-adml-tables

}

multipath {
wwid 3600a09800059d6df00005d£6573c2c30
alias sgws-gwl-var-local

}

multipath {
wwid 3600a09800059d6df00005df7573c2c30
alias sgws-snl-var-local

}

multipath {
wwid 3600a09800059d6df00005df7573c2c30
alias sgws-snl-rangedb-0

Dadurch werden die Aliase im als Blockgerate angezeigt /dev/mapper Verzeichnis auf dem Host, mit dem
Sie einen freundlichen, einfach validierten Namen angeben kénnen, wenn bei einer Konfiguration oder
Wartung ein Block-Speicher-Volume angegeben werden muss.

Wenn Sie gemeinsam genutzten Speicher zur Unterstiitzung von StorageGRID-Node-Migration
einrichten und unter Verwendung von Device Mapper Multipathing einen gemeinsamen

@ Speicher erstellen und installieren /etc/multipath.conf Auf allen zusammengehdrige
Hosts. Stellen Sie einfach sicher, dass auf jedem Host ein anderes Docker Storage Volume
verwendet wird. Die Verwendung von Alias und die Angabe des Ziel-Hostnamen im Alias fir
jede Docker Storage-Volume-LUN macht dies leicht zu merken und wird empfohlen.

Verwandte Informationen
Storage- und Performance-Anforderungen erfiillt

Anforderungen fur die Container-Migration fur Nodes
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Konfigurieren des Docker Storage-Volumes

Vor der Installation von Docker muss mdglicherweise das Docker Storage Volume
formatiert und gemountet werden /var/lib/docker.

Uber diese Aufgabe

Sie kénnen diese Schritte Uberspringen, wenn Sie planen, lokalen Speicher fur das Docker-Speicher-Volume
zu verwenden und Uber genligend Speicherplatz auf der Host-Partition mit verfigen /var/1lib.

Schritte
1. Dateisystem auf dem Docker-Storage-Volume erstellen:

sudo mkfs.ext4 docker-storage-volume-device
2. Mounten des Docker-Storage-Volumes:

sudo mkdir -p /var/lib/docker
sudo mount docker-storage-volume-device /var/lib/docker

3. Fugen Sie einen Eintrag fur Docker-Storage-Volume-Gerat zu /etc/fstab hinzu.

Mit diesem Schritt wird sichergestellt, dass das Storage Volume nach einem Neustart des Hosts
automatisch neu eingebunden wird.

Installation Von Docker

Das StorageGRID System wird unter Linux als Sammlung von Docker Containern
ausgefuhrt. Bevor Sie StorageGRID installieren konnen, miussen Sie Docker installieren.

Schritte
1. Installieren Sie Docker gemaf den Anweisungen fiir lhre Linux-Distribution.

(D Wenn Docker nicht in |hrer Linux Distribution enthalten ist, kdnnen Sie sie Uber die Docker
Website herunterladen.

2. Vergewissern Sie sich, dass Docker aktiviert und gestartet wurde, indem Sie die folgenden beiden Befehle
ausfuhren:

sudo systemctl enable docker

sudo systemctl start docker

3. Vergewissern Sie sich, dass Sie die erwartete Version von Docker installiert haben, indem Sie Folgendes
eingeben:
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sudo docker version

Die Client- und Server-Versionen mussen 1.11.0 oder hoher sein.

Verwandte Informationen

Hostspeicher konfigurieren

Installation der StorageGRID Host Services

Sie verwenden das DEB-Paket von StorageGRID, um die StorageGRID-Host-Dienste zu
installieren.

Uber diese Aufgabe

In diesen Anweisungen wird beschrieben, wie die Host-Services aus den DEB-Paketen installiert werden.
Alternativ kénnen Sie die im Installationarchiv enthaltenen APT-Repository-Metadaten verwenden, um die
DEB-Pakete Remote zu installieren. Lesen Sie die APT-Repository-Anweisungen fiir Ihr Linux-Betriebssystem.

Schritte

1. Kopieren Sie die StorageGRID DEB-Pakete auf jeden lhrer Hosts oder stellen Sie sie auf gemeinsam
genutztem Storage bereit.

Legen Sie sie zum Beispiel in die /tmp Verzeichnis, damit Sie den Beispielbefehl im n&chsten Schritt
verwenden kdnnen.

2. Melden Sie sich bei jedem Host als Root an oder verwenden Sie ein Konto mit sudo-Berechtigung, und
fuhren Sie die folgenden Befehle aus.

Sie mUssen das installieren images Paket zuerst, und das service Paket 2. Wenn Sie die Pakete in
einem anderen Verzeichnis als platziert haben /tmp, Andern Sie den Befehl, um den von lhnen
verwendeten Pfad anzuzeigen.

sudo dpkg --install /tmp/storagegrid-webscale-images-version-SHA.deb

sudo dpkg --install /tmp/storagegrid-webscale-service-version-SHA.deb

Python 2.7 muss bereits installiert sein, bevor die StorageGRID-Pakete installiert werden
kénnen. Der sudo dpkg --install /tmp/storagegrid-webscale-images-
version-SHA.deb Der Befehl schlagt fehl, bis Sie dies getan haben.

Virtuelle Grid-Nodes implementieren (Ubuntu oder Debian)

Erstellen Sie Knoten-Konfigurationsdateien fiir Ubuntu oder Debian-
Bereitstellungen

Konfigurationsdateien flr die Nodes sind kleine Textdateien, die die Informationen liefern,
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die der StorageGRID-Host-Service bendtigt, um einen Node zu starten und eine
Verbindung zu den entsprechenden Netzwerk- und Block-Storage-Ressourcen
herzustellen. Die Node-Konfigurationsdateien werden fur virtuelle Nodes verwendet und
nicht fur Appliance-Nodes verwendet.

Wo lege ich die Knoten-Konfigurationsdateien ab?

Sie mussen die Konfigurationsdatei fur jeden StorageGRID-Knoten im platzieren /etc/storagegrid/nodes
Verzeichnis auf dem Host, auf dem der Knoten ausgefihrt wird. Wenn Sie beispielsweise einen Admin-Node,
einen Gateway-Node und einen Storage-Node auf Hosta ausfiihren méchten, missen Sie die
Konfigurationsdateien mit drei Knoten in die Datei legen /etc/storagegrid/nodes Auf Hosta. Sie kénnen
die Konfigurationsdateien direkt auf jedem Host mit einem Texteditor, wie z. B. vim oder nano, erstellen oder
sie an einem anderen Ort erstellen und auf jeden Host verschieben.

Was bename ich die Node-Konfigurationsdateien?

Die Namen der Konfigurationsdateien sind erheblich. Das Format lautet node-name . conf, Wo node-name
Ist ein Name, den Sie dem Node zuweisen. Dieser Name wird im StorageGRID Installer angezeigt und wird fiir
Knotenwartungsvorgange, z. B. fir Node-Migration, verwendet.

Node-Namen mussen folgende Bedingungen erfiillen:

* Muss eindeutig sein

* Nur mit einem Buchstaben beginnen

» Kann die Zeichen A bis Z und a bis z enthalten

» Kann die Zahlen 0 bis 9 enthalten

« Kann eine oder mehrere Bindestriche enthalten (-)

* Darf nicht mehr als 32 Zeichen enthalten, wobei der nicht enthalten ist . conf Erweiterung

Alle Dateien in /etc/storagegrid/nodes Wenn diese Namenskonventionen nicht eingehalten werden,
wird dies vom Host-Service nicht geparst.

Wenn das Grid eine Topologie mit mehreren Standorten geplant ist, ist unter Umstanden ein typisches

Benennungsschema fiir Node maglich:

site-nodetype-nodenumber.conf

Beispielsweise kdnnen Sie verwenden dcl-adml.conf Fur den ersten Admin-Node in Data Center 1 und
dc2-sn3.conf Fur den dritten Storage-Node in Datacenter 2. Sie kdnnen jedoch ein beliebiges Schema
verwenden, das Sie mogen, solange alle Knotennamen den Benennungsregeln folgen.

Was befindet sich in einer Node-Konfigurationsdatei?

Die Konfigurationsdateien enthalten Schltssel-/Wertpaare mit einem Schllissel und einem Wert pro Zeile. Fir
jedes Schlissel-/Wertpaar missen Sie folgende Regeln einhalten:

* Der Schlissel und der Wert missen durch ein Gleichheitszeichen getrennt werden (=) Und optional
Whitespace.
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* Die Schlissel konnen keine Leerzeichen enthalten.

» Die Werte kdnnen eingebettete Leerzeichen enthalten.

* FUhrende oder nachgestellte Leerzeichen werden ignoriert.

Einige Schlussel sind fir jeden Knoten erforderlich, wahrend andere optional sind oder nur fiir bestimmte

Node-Typen erforderlich sind.

Die Tabelle definiert die zulassigen Werte fur alle unterstiitzten Schltssel. In der mittleren Spalte:

R: Erforderlich + BP: Best Practice + O: Optional

Taste R, BP ODER Wert
0?
ADMIN_IP BP Grid Network IPv4-Adresse des primaren Admin-Knotens fir

ADMIN_NETWORK_CONFIG O

ADMIN_NETWORK_ESL O

ADMIN_NETWORK_GATEW O (R)
AY
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das Grid, zu dem dieser Node gehort. Verwenden Sie
denselben Wert, den Sie fir GRID_NETWORK_IP flr den
Grid-Node mit NODE_TYPE = VM_Admin_Node und
ADMIN_ROLE = Primary angegeben haben. Wenn Sie
diesen Parameter nicht angeben, versucht der Node, einen
primaren Admin-Node mit mDNS zu ermitteln.

Ermitteln der primaren Admin-Node durch Grid-Nodes

Hinweis: Dieser Wert wird auf dem primaren Admin-Node
ignoriert und kann moglicherweise nicht verwendet werden.

DHCP, STATISCH ODER DEAKTIVIERT

Kommagetrennte Liste von Subnetzen in CIDR-Notation, mit
denen dieser Knoten Uber das Admin Network-Gateway
kommunizieren soll.

Beispiel: 172.16.0.0/21,172.17.0.0/21

IPv4-Adresse des lokalen Admin-Netzwerk-Gateways fur
diesen Node. Muss sich im Subnetz befinden, das von
ADMIN_NETWORK_IP und ADMIN_NETWORK_MASKE
definiert ist. Dieser Wert wird bei DHCP-konfigurierten
Netzwerken ignoriert.

Hinweis: Dieser Parameter ist erforderlich, wenn
ADMIN_NETWORK_ESL angegeben wird.

Beispiele:
1.1.1.1

10.224.4.81



Taste R, BP ODER
0?

ADMIN_NETWORK_IP @)

ADMIN_NETWORK_MAC O

ADMIN_NETWORK_MASKE O

Wert

IPv4-Adresse dieses Knotens im Admin-Netzwerk. Dieser
Schlussel ist nur erforderlich, wenn
ADMIN_NETWORK_CONFIG = STATISCH; nicht fir andere
Werte angeben.

Beispiele:

1.1.1.1

10.224.4.81

Die MAC-Adresse fur die Admin-Netzwerkschnittstelle im
Container.

Dieses Feld ist optional. Wenn keine Angabe erfolgt, wird
automatisch eine MAC-Adresse generiert.

Muss aus 6 Hexadezimalziffern bestehen, die durch
Doppelpunkte getrennt werden.

Beispiel: b2:9¢:02:¢2:27:10

IPv4-Netmask fur diesen Node im Admin-Netzwerk. Dieser
Schlissel ist nur erforderlich, wenn
ADMIN_NETWORK_CONFIG = STATISCH; nicht flr andere
Werte angeben.

Beispiele:

255.255.255.0

255.255.248.0
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Taste R, BP ODER Wert

0?
ADMIN_NETWORK_MTU @)

ADMIN_NETWORK_TARGET BP

28

Die maximale Ubertragungseinheit (MTU) fiir diesen Knoten
im Admin-Netzwerk. Geben Sie nicht an, ob
ADMIN_NETWORK_CONFIG = DHCP ist. Wenn angegeben,
muss der Wert zwischen 1280 und 9216 liegen. Wenn
weggelassen wird, wird 1500 verwendet.

Wenn Sie Jumbo Frames verwenden mochten, setzen Sie die
MTU auf einen fur Jumbo Frames geeigneten Wert, z. B.
9000. Behalten Sie andernfalls den Standardwert bei.

WICHTIG: Der MTU-Wert des Netzwerks muss mit dem Wert
Ubereinstimmen, der auf dem Switch-Port konfiguriert ist, an
den der Knoten angeschlossen ist. Andernfalls kdnnen
Probleme mit der Netzwerkleistung oder Paketverluste
auftreten.

Beispiele:
1500

8192

Name des Host-Gerats, das Sie flir den
Administratornetzwerkzugriff durch den StorageGRID-Knoten
verwenden werden. Es werden nur Namen von
Netzwerkschnittstellen unterstitzt. Normalerweise verwenden
Sie einen anderen Schnittstellennamen als den fir
GRID_NETWORK_TARGET oder
CLIENT_NETWORK_TARGET angegebenen Namen.

Hinweis: Verwenden Sie keine Bond- oder Bridge-Gerate als
Netzwerkziel. Konfigurieren Sie entweder ein VLAN (oder
eine andere virtuelle Schnittstelle) auf dem Bond-Gerat oder
verwenden Sie ein Bridge- und virtuelles Ethernet-Paar
(veth).

Best Practice:Geben Sie einen Wert an, selbst wenn dieser
Knoten zunachst keine Admin-Netzwerk-IP-Adresse hat.
Anschlielend kénnen Sie spater eine Admin-Netzwerk-IP-
Adresse hinzufligen, ohne den Node auf dem Host neu
konfigurieren zu muissen.

Beispiele:

bond0.1002

ens256



Taste R, BP ODER
0?

ADMIN_NETWORK_TARGE O
T _TYPE

ADMIN_NETWORK_TARGE BP
T_TYPE_INTERFACE_CLON
E_MAC

ADMIN_ROLLE R

BLOCK_DEVICE_AUDIT_LO R
GS

Wert

Schnittstelle

(Dies ist der einzige unterstiitzte Wert.)

Richtig oder falsch

Setzen Sie den Schlissel auf ,true®, damit der StorageGRID-
Container die MAC-Adresse der Host-Zielschnittstelle im
Admin-Netzwerk verwendet.

Best Practice: in Netzwerken, in denen der promiskuious-
Modus erforderlich ware, verwenden Sie stattdessen DEN

ADMIN_NETWORK_TARGET _TYPE_INTERFACE_CLONE_
MAC-Schlussel.

Weitere Informationen zum Klonen von MAC:

Uberlegungen und Empfehlungen zum Klonen von MAC-
Adressen (Red hat Enterprise Linux oder CentOS)

Uberlegungen und Empfehlungen zum Klonen von MAC-
Adressen (Ubuntu oder Debian)

Primarer oder nicht primarer Storage

Dieser Schlissel ist nur erforderlich, wenn NODE_TYPE =
VM_Admin_Node; nicht fir andere Node-Typen angeben.

Pfad und Name der Sonderdatei flr Blockgerate, die dieser
Node fir die persistente Speicherung von Prifprotokollen
verwendet. Dieser Schlissel ist nur fiir Knoten mit
NODE_TYPE = VM_Admin_Node erforderlich; geben Sie ihn
nicht fir andere Node-Typen an.

Beispiele:

/dev/disk/by-path/pci-0000:03:00.0-scsi-
0:0:0:0

/dev/disk/by-id/wwn-
0x600a09800059d6d£000060d757b475£d

/dev/mapper/sgws-adml-audit-logs
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Taste

BLOCK_DEVICE_RANGEDB
000

BLOCK_DEVICE_RANGEDB
001

BLOCK_DEVICE_RANGEDB
_002

BLOCK_DEVICE_RANGEDB
003

BLOCK_DEVICE_RANGEDB
004

BLOCK_DEVICE_RANGEDB
_005

BLOCK_DEVICE_RANGEDB
006

BLOCK_DEVICE_RANGEDB
_007

BLOCK_DEVICE_RANGEDB
008

BLOCK_DEVICE_RANGEDB
009

BLOCK_DEVICE_RANGEDB
_010

BLOCK_DEVICE_RANGEDB
011

BLOCK_DEVICE_RANGEDB
012

BLOCK_DEVICE_RANGEDB
013

BLOCK_DEVICE_RANGEDB
014

BLOCK_DEVICE_RANGEDB
_015

30

R, BP ODER
0?

R

Wert

Pfad und Name der Sonderdatei flr das Blockgerat wird
dieser Node fur den persistenten Objekt-Storage verwenden.
Dieser Schlussel ist nur fir Knoten mit NODE_TYPE =
VM_Storage_Node erforderlich; geben Sie ihn nicht fir
andere Node-Typen an.

Es ist nur BLOCK_DEVICE_RANGEDB_000 erforderlich; der
Rest ist optional. Das fur BLOCK_DEVICE_RANGEDB_000
angegebene Blockgerat muss mindestens 4 TB betragen; die
anderen kdnnen kleiner sein.

Lassen Sie keine Lucken. Wenn Sie
BLOCK_DEVICE_RANGEDB_005 angeben, miissen Sie
auch BLOCK_DEVICE_RANGEDB_004 angeben.

Hinweis: Zur Kompatibilitat mit bestehenden Bereitstellungen
werden zweistellige SchlUssel fir aktualisierte Knoten
unterstatzt.

Beispiele:

/dev/disk/by-path/pci-0000:03:00.0-scsi-
0:0:0:0

/dev/disk/by-id/wwn-
0x600a09800059d6df000060d757b475fd

/dev/mapper/sgws-snl-rangedb-000



Taste R, BP ODER
0?

BLOCK_DEVICE_TABLES R

BLOCK_DEVICE_VAR LOC R
AL

CLIENT_NETWORK_CONFI O
G

CLIENT_NETWORK_GATEW O
AY

Wert

Pfad und Name der Sonderdatei des Blockgerates, die dieser
Knoten fur die dauerhafte Speicherung von
Datenbanktabellen verwendet. Dieser Schllssel ist nur fur
Knoten mit NODE_TYPE = VM_Admin_Node erforderlich;
geben Sie ihn nicht flir andere Node-Typen an.

Beispiele:

/dev/disk/by-path/pci-0000:03:00.0-scsi-
0:0:0:0

/dev/disk/by-id/wwn-
0x600a09800059d6df000060d757b475fd

/dev/mapper/sgws—-adml-tables

Pfad und Name der Sonderdatei fir das Blockgerat wird
dieser Node fiir seinen persistenten Speicher /var/local
verwenden.

Beispiele:

/dev/disk/by-path/pci-0000:03:00.0-scsi-
0:0:0:0

/dev/disk/by-id/wwn-
0x600a09800059d6df000060d757b475£fd

/dev/mapper/sgws-snl-var-local

DHCP, STATISCH ODER DEAKTIVIERT

IPv4-Adresse des lokalen Client-Netzwerk-Gateways fiir
diesen Node, der sich im Subnetz befinden muss, das durch
CLIENT_NETWORK_IP und CLIENT_NETWORK_MASK
definiert ist. Dieser Wert wird bei DHCP-konfigurierten
Netzwerken ignoriert.

Beispiele:

1.1.1.1

10.224.4.81
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Taste R, BP ODER
0?

CLIENT_NETWORK_IP O

CLIENT_NETWORK_MAC O

CLIENT_NETWORK_MASK O

32

Wert

IPv4-Adresse dieses Knotens im Client-Netzwerk. Dieser
Schlussel ist nur erforderlich, wenn
CLIENT_NETWORK_CONFIG = STATISCH; nicht fiir andere
Werte angeben.

Beispiele:

1.1.1.1

10.224.4.81

Die MAC-Adresse fur die Client-Netzwerkschnittstelle im
Container.

Dieses Feld ist optional. Wenn keine Angabe erfolgt, wird
automatisch eine MAC-Adresse generiert.

Muss aus 6 Hexadezimalziffern bestehen, die durch
Doppelpunkte getrennt werden.

Beispiel: b2:9¢:02:¢2:27:20

IPv4-Netzmaske fir diesen Knoten im Client-Netzwerk.
Dieser Schliissel ist nur erforderlich, wenn
CLIENT_NETWORK_CONFIG = STATISCH; nicht fiir andere
Werte angeben.

Beispiele:

255.255.255.0

255.255.248.0



Taste R, BP ODER Wert

0?
CLIENT_NETWORK_MTU @)

CLIENT_NETWORK_TARGE BP
T

CLIENT_NETWORK_TARGE O
T _TYPE

Die maximale Ubertragungseinheit (MTU) fiir diesen Knoten
im Client-Netzwerk. Geben Sie nicht an, ob
CLIENT_NETWORK_CONFIG = DHCP ist. Wenn
angegeben, muss der Wert zwischen 1280 und 9216 liegen.
Wenn weggelassen wird, wird 1500 verwendet.

Wenn Sie Jumbo Frames verwenden mochten, setzen Sie die
MTU auf einen fur Jumbo Frames geeigneten Wert, z. B.
9000. Behalten Sie andernfalls den Standardwert bei.

WICHTIG: Der MTU-Wert des Netzwerks muss mit dem Wert
Ubereinstimmen, der auf dem Switch-Port konfiguriert ist, an
den der Knoten angeschlossen ist. Andernfalls kdnnen
Probleme mit der Netzwerkleistung oder Paketverluste
auftreten.

Beispiele:
1500

8192

Name des Host-Gerats, das Sie fur den Zugriff auf das Client-
Netzwerk durch den StorageGRID-Knoten verwenden
werden. Es werden nur Namen von Netzwerkschnittstellen
unterstitzt. Normalerweise verwenden Sie einen anderen
Schnittstellennamen als der fur GRID_NETWORK_TARGET
oder ADMIN_NETWORK_TARGET angegeben wurde.

Hinweis: Verwenden Sie keine Bond- oder Bridge-Gerate als
Netzwerkziel. Konfigurieren Sie entweder ein VLAN (oder
eine andere virtuelle Schnittstelle) auf dem Bond-Gerat oder
verwenden Sie ein Bridge- und virtuelles Ethernet-Paar
(veth).

Best Practice: Geben Sie einen Wert an, auch wenn dieser
Knoten zunachst keine Client Network IP Adresse hat.
Anschliel3end kénnen Sie spater eine Client-Netzwerk-I1P-
Adresse hinzufligen, ohne den Node auf dem Host neu
konfigurieren zu missen.

Beispiele:

bond0.1003

ens423

Schnittstelle

(Dieser Wert wird nur untersttzt.)
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Taste R, BP ODER
0?

CLIENT _NETWORK_TARGE BP
T TYPE_INTERFACE_CLON
E_MAC

GRID_NETWORK_CONFIG BP

GRID_NETWORK_GATEWA R
Y

GRID_NETWORK_IP R

34

Wert

Richtig oder falsch

Setzen Sie den Schlissel auf ,true®, damit der StorageGRID-
Container die MAC-Adresse der Host-Zielschnittstelle im
Client-Netzwerk verwenden kann.

Best Practice: in Netzwerken, in denen der promiskuious-
Modus erforderlich wére, verwenden Sie stattdessen DEN
CLIENT_NETWORK_TARGET_TYPE_INTERFACE_CLONE
_MAC-Schlissel.

Weitere Informationen zum Klonen von MAC:

Uberlegungen und Empfehlungen zum Klonen von MAC-
Adressen (Red hat Enterprise Linux oder CentOS)

Uberlegungen und Empfehlungen zum Klonen von MAC-
Adressen (Ubuntu oder Debian)

STATISCH oder DHCP

(Ist standardmaRig STATISCH, wenn nicht angegeben.)

IPv4-Adresse des lokalen Grid-Netzwerk-Gateways fiir diesen
Node, der sich im Subnetz befinden muss, das durch
GRID_NETWORK_IP und GRID_NETWORK_MASKE
definiert ist. Dieser Wert wird bei DHCP-konfigurierten
Netzwerken ignoriert.

Wenn das Grid-Netzwerk ein einzelnes Subnetz ohne
Gateway ist, verwenden Sie entweder die Standard-Gateway-
Adresse fir das Subnetz (X.Z.1) oder den
GRID_NETWORK_IP-Wert dieses Knotens; jeder Wert wird
mdgliche zukunftige Grid-Netzwerk-Erweiterungen
vereinfachen.

IPv4-Adresse dieses Knotens im Grid-Netzwerk. Dieser
Schlissel ist nur erforderlich, wenn
GRID_NETWORK_CONFIG = STATISCH,; nicht fir andere
Werte angeben.

Beispiele:

1.1.1.1

10.224.4.81
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Taste

GRID_NETWORK_MAC

GRID_NETWORK_MASKE

GRID_NETWORK_MTU

R, BP ODER
0?

o)

Wert

Die MAC-Adresse fur die Grid-Netzwerkschnittstelle im
Container.

Dieses Feld ist optional. Wenn keine Angabe erfolgt, wird
automatisch eine MAC-Adresse generiert.

Muss aus 6 Hexadezimalziffern bestehen, die durch
Doppelpunkte getrennt werden.

Beispiel: b2:9¢c:02:¢c2:27:30

IPv4-Netzmaske fiir diesen Knoten im Grid-Netzwerk. Dieser
Schlissel ist nur erforderlich, wenn
GRID_NETWORK_CONFIG = STATISCH,; nicht fur andere
Werte angeben.

Beispiele:
255.255.255.0

255.255.248.0

Die maximale Ubertragungseinheit (MTU) fiir diesen Knoten
im Grid-Netzwerk. Geben Sie nicht an, ob
GRID_NETWORK_CONFIG = DHCP ist. Wenn angegeben,
muss der Wert zwischen 1280 und 9216 liegen. Wenn
weggelassen wird, wird 1500 verwendet.

Wenn Sie Jumbo Frames verwenden mochten, setzen Sie die
MTU auf einen fir Jumbo Frames geeigneten Wert, z. B.
9000. Behalten Sie andernfalls den Standardwert bei.

WICHTIG: Der MTU-Wert des Netzwerks muss mit dem Wert
Ubereinstimmen, der auf dem Switch-Port konfiguriert ist, an
den der Knoten angeschlossen ist. Andernfalls kénnen
Probleme mit der Netzwerkleistung oder Paketverluste
auftreten.

WICHTIG: Fir die beste Netzwerkleistung sollten alle Knoten
auf ihren Grid Network Interfaces mit ahnlichen MTU-Werten
konfiguriert werden. Die Warnung Grid Network MTU
mismatch wird ausgeldst, wenn sich die MTU-Einstellungen
fur das Grid Network auf einzelnen Knoten erheblich
unterscheiden. Die MTU-Werte missen nicht fur alle
Netzwerktypen identisch sein.

Beispiele:

1500 8192
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Taste R, BP ODER Wert

0?
GRID_NETWORK_TARGET R

GRID_NETWORK_TARGET_ O
TYPE

GRID_NETWORK_TARGET  BP
TYPE_INTERFACE_CLONE_
MAC

36

Name des Hostgerats, das Sie fir den Netzzugang tber den
StorageGRID-Knoten verwenden werden. Es werden nur
Namen von Netzwerkschnittstellen unterstitzt.
Normalerweise verwenden Sie einen anderen
Schnittstellennamen als den fir
ADMIN_NETWORK_TARGET oder
CLIENT_NETWORK_TARGET angegebenen.

Hinweis: Verwenden Sie keine Bond- oder Bridge-Gerate als
Netzwerkziel. Konfigurieren Sie entweder ein VLAN (oder
eine andere virtuelle Schnittstelle) auf dem Bond-Gerat oder
verwenden Sie ein Bridge- und virtuelles Ethernet-Paar
(veth).

Beispiele:

bond0.1001

ensl192

Schnittstelle

(Dies ist der einzige unterstltzte Wert.)

Richtig oder falsch

Setzen Sie den Wert des Schlissels auf ,true“, um den
StorageGRID-Container dazu zu bringen, die MAC-Adresse
der Host-Zielschnittstelle im Grid-Netzwerk zu verwenden.

Best Practice: in Netzwerken, in denen der promiskuious-
Modus erforderlich ware, verwenden Sie stattdessen DEN
GRID_NETWORK_TARGET _TYPE_INTERFACE_CLONE_
MAC-SchlUssel.

Weitere Informationen zum Klonen von MAC:

Uberlegungen und Empfehlungen zum Klonen von MAC-
Adressen (Red hat Enterprise Linux oder CentOS)

Uberlegungen und Empfehlungen zum Klonen von MAC-
Adressen (Ubuntu oder Debian)


https://docs.netapp.com/de-de/storagegrid-116/rhel/configuring-host-network.html#considerations-and-recommendations-for-mac-address-cloning
https://docs.netapp.com/de-de/storagegrid-116/rhel/configuring-host-network.html#considerations-and-recommendations-for-mac-address-cloning

Taste R, BP ODER Wert

0?

INTERFACES_TARGET_nnn O
nn

MAXIMUM_RAM @)

Name und optionale Beschreibung fiir eine zusatzliche
Schnittstelle, die Sie diesem Node hinzufliigen méchten.
Jeder Node kann mehrere zusatzliche Schnittstellen
hinzugefligt werden.

Geben Sie bei nnnnn eine eindeutige Nummer fur jeden
EINTRAG INTERFACES_TARGET an an, den Sie
hinzufiigen.

Geben Sie fur den Wert den Namen der physischen
Schnittstelle auf dem Bare-Metal-Host an. Fligen Sie dann
optional ein Komma hinzu und geben Sie eine Beschreibung
der Schnittstelle an, die auf der Seite VLAN-Schnittstellen und
der Seite HA-Gruppen angezeigt wird.

Beispiel: INTERFACES TARGET 0l=ens256, Trunk

Wenn Sie eine Trunk-Schnittstelle hinzufligen, missen Sie
eine VLAN-Schnittstelle in StorageGRID konfigurieren. Wenn
Sie eine Zugriffsoberflache hinzufiigen, kbnnen Sie die
Schnittstelle direkt einer HA-Gruppe hinzufligen. Sie mussen
keine VLAN-Schnittstelle konfigurieren.

Der maximale RAM-Umfang, den dieser Node nutzen darf.
Wenn dieser Schlussel nicht angegeben ist, gelten fur den
Node keine Speicherbeschrankungen. Wenn Sie dieses Feld
fur einen Knoten auf Produktionsebene festlegen, geben Sie
einen Wert an, der mindestens 24 GB und 16 bis 32 GB
kleiner als der gesamte RAM des Systems ist.

Hinweis: Der RAM-Wert wirkt sich auf den tatsachlich
reservierten Metadatenspeicherplatz eines Knotens aus.
Siehe Anweisungen fir die Administration von StorageGRID

Fir eine Beschreibung dessen, was Metadaten reserviert
Platz ist.

Das Format fir dieses Feld lautet <number><unit>, Wo
<unit> Kann sein b, k, m, Oder g.

Beispiele:

24g

38654705664Db

Hinweis: Wenn Sie diese Option verwenden mochten,

mussen Sie Kernel-Unterstiitzung fiir Speicher-cgroups
aktivieren.
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Taste

NODE_TYPE

PORT_NEU ZUORDNEN

PORT_REMAP_INBOUND
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R, BP ODER
0?

R

@)

@)

Wert

Node-Typ:

VM_Admin_Node VM_Storage_Node VM_Archive_Node
VM_API_Gateway

Ordnet alle von einem Node verwendeten Ports fur interne
Grid Node-Kommunikation oder externe Kommunikation neu
zu. Ports mussen neu zugeordnet werden, wenn
Netzwerkrichtlinien eines oder mehrere von StorageGRID
verwendete Ports beschranken. Dies wird unter
JKommunikation mit internen Grid-Nodes"“ oder
,JExterne Kommunikation®beschrieben.

WICHTIG: Die Ports, die Sie fiir die Konfiguration von Load
Balancer-Endpunkten planen, nicht neu zuordnen.

Hinweis: Wenn nur PORT_REMAP eingestellt ist, wird die
von Ihnen angegebene Zuordnung sowohl fir eingehende als
auch fir ausgehende Kommunikation verwendet. Wenn
AUCH PORT_REMAP_INBOUND angegeben wird, gilt
PORT_REMAP nur fiir ausgehende Kommunikation.

Das verwendete Format ist: <network
type>/<protocol>/<default port used by grid
node>/<new port>, Wo <network type> Ist Grid,
Administrator oder Client und das Protokoll tcp oder udp.

Beispiel:

PORT REMAP = client/tcp/18082/443

Ordnet die eingehende Kommunikation dem angegebenen
Port erneut zu. Wenn Sie PORT_REMAP_INBOUND
angeben, jedoch keinen Wert fir PORT_REMAP angeben,
wird die ausgehende Kommunikation fir den Port nicht
geandert.

WICHTIG: Die Ports, die Sie fur die Konfiguration von Load
Balancer-Endpunkten planen, nicht neu zuordnen.

Das verwendete Format ist: <network
type>/<protocol:>/<remapped port >/<default
port used by grid node>, Wo <network type> Ist
Grid, Administrator oder Client und das Protokoll tcp oder
udp.

Beispiel:

PORT REMAP INBOUND = grid/tcp/3022/22



Verwandte Informationen

Netzwerkrichtlinien

Ermitteln der primaren Admin-Node durch Grid-Nodes

Die Grid-Nodes kommunizieren mit dem primaren Admin-Node zu Konfiguration und
Management. Jeder Grid-Knoten muss die IP-Adresse des primaren Admin-Knotens im
Grid-Netzwerk kennen.

Um sicherzustellen, dass ein Grid-Node auf den primaren Admin-Node zugreifen kann, kénnen Sie bei der
Bereitstellung des Node eines der folgenden Schritte ausflhren:

 Sie kdbnnen den ADMIN_IP-Parameter verwenden, um die IP-Adresse des primaren Admin-Knotens
manuell einzugeben.

+ Sie kdnnen den ADMIN_IP-Parameter weglassen, damit der Grid-Node den Wert automatisch ermittelt.
Die automatische Erkennung ist besonders nutzlich, wenn das Grid-Netzwerk DHCP verwendet, um die IP-
Adresse dem primaren Admin-Node zuzuweisen.

Die automatische Erkennung des primaren Admin-Knotens wird mit einem Multicast Domain Name System
(mDNS) durchgefiihrt. Beim ersten Start des primaren Admin-Knotens veréffentlicht er seine IP-Adresse mit
mDNS. Andere Knoten im selben Subnetz kénnen dann die IP-Adresse abfragen und automatisch erfassen.
Da der Multicast-IP-Datenverkehr jedoch nicht normalerweise tber Subnetze routingfahig ist, kdbnnen Nodes in
anderen Subnetzen die IP-Adresse des primaren Admin-Node nicht direkt erfassen.

Wenn Sie die automatische Erkennung verwenden:

 Sie mussen DIE ADMIN_IP-Einstellung fir mindestens einen Grid-Node in allen Subnetzen,
mit denen der primare Admin-Node nicht direkt verbunden ist, enthalten. Dieser Grid-Knoten
@ veroffentlicht dann die IP-Adresse des primaren Admin-Knotens fur andere Knoten im
Subnetz, um mit MDNS zu ermitteln.

« Stellen Sie sicher, dass lhre Netzwerkinfrastruktur den Datenverkehr mehrerer gegossener
IP-Daten innerhalb eines Subnetzes unterstitzt.

Beispiel fur die Node-Konfigurationsdateien

Sie konnen die Beispiel-Node-Konfigurationsdateien verwenden, die lhnen bei der
Einrichtung der Node-Konfigurationsdateien fur Ihr StorageGRID System helfen. Die
Beispiele zeigen Node-Konfigurationsdateien fur alle Grid-Nodes.

Bei den meisten Knoten kénnen Sie Administrator- und Client-Netzwerkaddressinformationen (IP, Maske,
Gateway usw.) hinzufigen, wenn Sie das Grid mit dem Grid Manager oder der Installations-API konfigurieren.
Die Ausnahme ist der primare Admin-Node. Wenn Sie die Admin-Netzwerk-IP des primaren Admin-Knotens
durchsuchen méchten, um die Grid-Konfiguration abzuschlieen (z. B. weil das Grid-Netzwerk nicht
weitergeleitet wird), missen Sie die Admin-Netzwerkverbindung fiir den primaren Admin-Node in seiner Node-
Konfigurationsdatei konfigurieren. Dies ist im Beispiel dargestellt.

@ In den Beispielen wurde das Client-Netzwerk-Ziel als Best Practice konfiguriert, obwohl das
Client-Netzwerk standardmafig deaktiviert ist.
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Beispiel fur primaren Admin-Node
Beispiel Dateiname: /etc/storagegrid/nodes/dcl-adml.conf

Beispieldateiinhalt:

NODE TYPE = VM Admin Node

ADMIN ROLE = Primary

BLOCK DEVICE VAR LOCAL = /dev/mapper/dcl-adml-var-local
BLOCK DEVICE AUDIT LOGS = /dev/mapper/dcl-adml-audit-logs
BLOCK DEVICE TABLES = /dev/mapper/dcl-adml-tables

GRID NETWORK TARGET = bond0.1001

ADMIN NETWORK TARGET = bond0.1002

CLIENT NETWORK TARGET = bond0.1003

GRID NETWORK IP = 10.1.0.2
GRID NETWORK MASK = 255.255.255.0
GRID NETWORK GATEWAY = 10.1.0.1

ADMIN NETWORK CONFIG STATIC

ADMIN NETWORK IP = 192.168.100.2

ADMIN NETWORK MASK = 255.255.248.0

ADMIN NETWORK GATEWAY = 192.168.100.1

ADMIN NETWORK ESL = 192.168.100.0/21,172.16.0.0/21,172.17.0.0/21

Beispiel fiir Speicherknoten
Beispiel Dateiname: /etc/storagegrid/nodes/dcl-snl.conf

Beispieldateiinhalt:

NODE TYPE = VM Storage Node

ADMIN IP = 10.1.0.2

BLOCK DEVICE VAR LOCAL = /dev/mapper/dcl-snl-var-local
BLOCK_DEVICE RANGEDB 00 = /dev/mapper/dcl-snl-rangedb-0
BLOCK DEVICE RANGEDB 01 = /dev/mapper/dcl-snl-rangedb-1
BLOCK _DEVICE RANGEDB 02 = /dev/mapper/dcl-snl-rangedb-2
BLOCK_DEVICE RANGEDB 03 = /dev/mapper/dcl-snl-rangedb-3
GRID NETWORK TARGET = bond0.1001

ADMIN NETWORK TARGET = bond0.1002

CLIENT NETWORK TARGET = bond0.1003

GRID NETWORK IP = 10.1.0.3
GRID NETWORK MASK = 255.255.255.0
GRID NETWORK GATEWAY = 10.1.0.1
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Beispiel fur Archivknoten
Beispiel Dateiname: /etc/storagegrid/nodes/dcl-arcl.conf

Beispieldateiinhalt:

NODE TYPE = VM Archive Node

ADMIN TP = 10.1.0.2

BLOCK DEVICE VAR LOCAL = /dev/mapper/dcl-arcl-var-local
GRID NETWORK TARGET = bond0.1001

ADMIN NETWORK TARGET = bond0.1002

CLIENT NETWORK TARGET = bond0.1003

GRID NETWORK IP = 10.1.0.4
GRID NETWORK MASK = 255.255.255.0
GRID NETWORK GATEWAY = 10.1.0.1

Beispiel fur Gateway-Node
Beispiel Dateiname: /etc/storagegrid/nodes/dcl-gwl.conf

Beispieldateiinhalt:

NODE TYPE = VM API Gateway

ADMIN IP = 10.1.0.2

BLOCK DEVICE VAR LOCAL = /dev/mapper/dcl-gwl-var-local
GRID NETWORK TARGET = bond0.1001

ADMIN NETWORK TARGET = bond0.1002

CLIENT NETWORK TARGET = bond0.1003

GRID NETWORK IP = 10.1.0.5

GRID NETWORK MASK = 255.255.255.0

GRID NETWORK GATEWAY = 10.1.0.1

Beispiel fiir einen nicht-primaren Admin-Node
Beispiel Dateiname: /etc/storagegrid/nodes/dcl-adm2.conf

Beispieldateiinhalt:
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NODE TYPE = VM Admin Node

ADMIN ROLE = Non-Primary

ADMIN IP = 10.1.0.2

BLOCK DEVICE VAR LOCAL = /dev/mapper/dcl-adm2-var-local
BLOCK_DEVICE AUDIT LOGS = /dev/mapper/dcl-adm2-audit-logs
BLOCK DEVICE TABLES = /dev/mapper/dcl-adm2-tables

GRID NETWORK TARGET = bond0.1001

ADMIN NETWORK TARGET = bond0.1002

CLIENT NETWORK TARGET = bond0.1003

GRID NETWORK IP = 10.1.0.6
GRID NETWORK MASK = 255.255.255.0
GRID NETWORK GATEWAY = 10.1.0.1

StorageGRID-Konfiguration validieren

Nach dem Erstellen von Konfigurationsdateien in /etc/storagegrid/nodes Fur jeden
Ihrer StorageGRID-Knoten mussen Sie den Inhalt dieser Dateien validieren.

Um den Inhalt der Konfigurationsdateien zu validieren, fliihren Sie folgenden Befehl auf jedem Host aus:
sudo storagegrid node validate all

Wenn die Dateien korrekt sind, zeigt die Ausgabe BESTANDEN fir jede Konfigurationsdatei an, wie im
Beispiel dargestellt.

Checking for misnamed node configuration files.. PRASSED
Checking configuration file for node dcl-adml..
Checking configuration file for node decl-gwl..
Checking configuration file for node dcl-snl..
Checking configuration file for node dcl-sn2..

Checking configuration file for node dcl-sn3. :
Checking for duplication of unique walues betwsen nodes.. PASSED

Bei einer automatisierten Installation kdnnen Sie diese Ausgabe mithilfe von unterdricken -g

Oder —-quiet Optionen in storagegrid Befehl (z. B. storagegrid --quiet..). Wenn Sie
die Ausgabe unterdriicken, hat der Befehl einen Wert ungleich null Exit, wenn
Konfigurationswarnungen oder Fehler erkannt wurden.

Wenn die Konfigurationsdateien nicht korrekt sind, werden die Probleme wie im Beispiel gezeigt als
WARNUNG und FEHLER angezeigt. Wenn Konfigurationsfehler gefunden werden, missen Sie sie korrigieren,
bevor Sie mit der Installation fortfahren.
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Checking for misnamed node configuration files..
ignoring /etc/storagegrid/nodes/dcl-adml
ignoring /etc/storagegrid/nodes/dcl-sn2.conf.keep
ignoring /etc/storagegrid/nodes/my-file.txt
Checking configuration file for node dcl-adml..
ERROR: NODE TYPE = VM Foo Node
VM Foo Node 1s not a valid node type. See *.conf.sample
ERROE.: ADMIN ROLE = Foo
Foo is not a valid admin role. See *.conf.sample
ERROR: BLOCK DEVICE VAR LOCAL = /dev/mapper/sgws-gwl-var-local
/dev/mapper/sgws—gwl-var-local is not a wvalid block device
Checking configuration file for node dcl-gwl..
ERRCR: GRID NETWORK TARGET = bond0.1001
bond0.1001 is not a wvalid interface. See “ip link show®
GRID NETWORK IP = 10.1.3
10.1.2 is not a valid IPv4 address
ERRCE: GRID NETWORK MASK = a5 . Feg. 2550
255.248.255.0 is not a walid IPv4 subnet mask
Checking configuration file for node dcl-snl..
ERROR: GRID NETWORK GATEWAY = 10.2.0.1
10.2.0.1 is not on the local subnet
ERROR: ADMIN NETWORK ESL = 192.168.100.0/21,172.16.0fo0
Could not parse subnet list
Checking configuration file for node dcl-snl.
Checking configuration file for node dcl-sn3.
Checking for duplication of unique wvalues between nodes.
ERROER: GRID NETWORK IP = I0.T-0.4
dcl-snZ and dcl-sn3 have the same GRID NETWORK IP
ERRCR: BLOCK DEVICE VAR LOCAL = /dev/mapper/sgws-snZ-var-local
dcl-snZ2 and dcl-sn3 have the same BLOCK DEVICE VAR LOCAL
BLOCK DEVICE RANGEDB 00 = /dev/mapper/sgws-snZ-rangedb-0
dcl-snZ and dcl-sn3 have the same BLOCK DEVICE RANGEDB 00

ERRC
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Starten Sie den StorageGRID Host Service

Um die StorageGRID Nodes zu starten und sicherzustellen, dass sie nach einem
Neustart des Hosts neu gestartet werden, mussen Sie den StorageGRID Host Service
aktivieren und starten.

Schritte
1. Fuhren Sie auf jedem Host folgende Befehle aus:

sudo systemctl enable storagegrid
sudo systemctl start storagegrid
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2. Fihren Sie den folgenden Befehl aus, um sicherzustellen, dass die Bereitstellung fortgesetzt wird:

sudo storagegrid node status node-name

Flhren Sie fir jeden Node, der den Status ,not running“ oder ,Stopped” zurtickgibt, den folgenden
Befehl aus:

sudo storagegrid node start node-name

3. Wenn Sie zuvor den StorageGRID-Hostdienst aktiviert und gestartet haben (oder wenn Sie sich nicht
sicher sind, ob der Dienst aktiviert und gestartet wurde), fihren Sie auch den folgenden Befehl aus:

sudo systemctl reload-or-restart storagegrid

Grid und vollstandige Installation konfigurieren (Ubuntu
oder Debian)

Navigieren Sie zum Grid Manager

Mit dem Grid Manager kdnnen Sie alle Informationen definieren, die fur die Konfiguration
des StorageGRID Systems erforderlich sind.

Was Sie bendtigen
Der primare Admin-Node muss bereitgestellt werden und die anfangliche Startsequenz abgeschlossen haben.

Schritte
1. Offnen Sie Ihren Webbrowser, und navigieren Sie zu einer der folgenden Adressen:

https://primary admin node ip

client network ip
Alternativ kdnnen Sie auf den Grid Manager an Port 8443 zugreifen:

https://primary admin node ip:8443

@ Sie konnen die IP-Adresse fir die primare Admin-Knoten-IP im Grid-Netzwerk oder im Admin-
Netzwerk, je nach lhrer Netzwerkkonfiguration, verwenden.

1. Klicken Sie auf StorageGRID-System installieren.

Die Seite zum Konfigurieren eines StorageGRID-Rasters wird angezeigt.
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NetApp® StorageGRID® Help ~

Install

o 2 3 4 5 6 7 8

License Sites Grid Metwark Grid Modes NTP DS Passwords summary

License

Enter a grid name and upload the license file provided by MetApp for your StorageGRID system.

Grid Mame

Geben Sie die StorageGRID Lizenzinformationen an

Sie mussen den Namen lhres StorageGRID Systems angeben und die Lizenzdatei von
NetApp hochladen.

Schritte
1. Geben Sie auf der Seite Lizenz einen aussagekraftigen Namen fiir Ihr StorageGRID-System in

Rastername ein.

Nach der Installation wird der Name oben im Menlu Nodes angezeigt.

2. Klicken Sie auf Durchsuchen und suchen Sie die NetApp Lizenzdatei ("NLFunique_id.txt"Und klicken Sie

auf Offnen.

Die Lizenzdatei wird validiert, die Seriennummer und die lizenzierte Speicherkapazitat werden angezeigt.

Das StorageGRID Installationsarchiv enthalt eine kostenlose Lizenz, die keinen Support-
Anspruch auf das Produkt bietet. Sie kdnnen nach der Installation auf eine Lizenz
aktualisieren, die Support bietet.
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NetApp® SterageGRID®

Install

o 2 3 < 5 6 7 8

License Sites Grid Metwark Grid Modes NTP DNS Passwords Summary

License

Enter a grid name and upload the license file provided by NetApp for your StorageGRID system.

Grid Name Grid1
Mew License File Browse
License Serial 950719
Mumber
Storage Capacity 240
(TB)

3. Klicken Sie Auf Weiter.

Fugen Sie Sites hinzu

Sie mussen mindestens einen Standort erstellen, wenn Sie StorageGRID installieren. Sie
kénnen weitere Standorte erstellen, um die Zuverlassigkeit und Storage-Kapazitat Ihres
StorageGRID Systems zu erhdhen.

1. Geben Sie auf der Seite Sites den Standortnamen ein.

2. Um weitere Sites hinzuzufiigen, klicken Sie auf das Pluszeichen neben dem Eintrag der letzten Site und
geben den Namen in das neue Textfeld Standortname ein.

Flgen Sie so viele zusatzliche Standorte wie fur lhre Grid-Topologie hinzu. Sie kdnnen bis zu 16 Standorte
hinzufiigen.
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NetApp® StorageGRID® Help ~
Install

License Sites Grid MNetwork Grid Modes NTP DNS Passwords Summary

Sites
In a single-site deployment, infrastructure and operations are centralized in one site.

In a multi-site deployment, infrastructure can be distributed asymmetrically across sites, and proportional to the needs of each site. Typically, sites
are located in geographically different locations. Having multiple sites also allows the use of distributed replication and erasure coding for increased
availability and resiliency.

Site Name 1 Raleigh x

Site Name 2 Aflanta + X

3. Klicken Sie Auf Weiter.

Grid-Netzwerk-Subnetze angeben
Sie mussen die Subnetze angeben, die im Grid-Netzwerk verwendet werden.

Uber diese Aufgabe

Die Subnetzeintrage enthalten die Subnetze fir das Grid-Netzwerk fur jeden Standort im StorageGRID-System
sowie alle Subnetze, die Uber das Grid-Netzwerk erreichbar sein missen.

Wenn Sie mehrere Grid-Subnetze haben, ist das Grid Network-Gateway erforderlich. Alle angegebenen Grid-
Subnetze missen Uber dieses Gateway erreichbar sein.

Schritte
1. Geben Sie die CIDR-Netzwerkadresse flr mindestens ein Grid-Netzwerk im Textfeld Subnetz 1 an.
2. Klicken Sie auf das Pluszeichen neben dem letzten Eintrag, um einen zusatzlichen Netzwerkeintrag
hinzuzufligen.

Wenn Sie bereits mindestens einen Knoten bereitgestellt haben, klicken Sie auf Netznetze-Subnetze
ermitteln, um die Netznetzwerksubnetz-Liste automatisch mit den Subnetzen zu fiillen, die von Grid-
Nodes gemeldet wurden, die beim Grid Manager registriert sind.
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NetApp® StorageGRID®

Install

o0 o0 « & & & G

License Sites Grid Network Grid Modes NTP DMS Passwords Summary

Grid Network

You must specify the subnets that are used on the Grid Network. These entries typically include the subnets for the Grid MNetwork for each site in
your StorageGRID system. Select Discover Grid Metworks to automatically add subnets based on the network configuration of all registered nodes.

Note: You must manually add any subnets for NTP, DNS, LDAP, or other external servers accessed through the Grid Metwork gateway.

Subnet 1 172.16.0.0/21 +

| Discover Grid Network subnets

3. Klicken Sie Auf Weiter.

Ausstehende Grid-Nodes genehmigen

Sie mUssen jeden Grid-Node genehmigen, bevor er dem StorageGRID System beitreten
kann.

Was Sie bendétigen
Sie haben alle virtuellen und StorageGRID Appliance Grid-Nodes implementiert.

CD Es ist effizienter, eine einzelne Installation aller Nodes durchzufiihren, anstatt zu einem spateren
Zeitpunkt einige Nodes zu installieren.

Schritte
1. Prifen Sie die Liste ausstehender Nodes und bestatigen Sie, dass alle von lhnen bereitgestellten Grid-
Nodes angezeigt werden.

@ Wenn ein Grid-Node fehlt, bestatigen Sie, dass er erfolgreich bereitgestellt wurde.

2. Aktivieren Sie das Optionsfeld neben einem Knoten, der noch nicht genehmigt werden soll.
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Grid Nodes NT

License Sites

Grid Nodes

Grid Metwork

P

DNS

Approve and configure grid nodes, so that they are added correctly to your StorageGRID system.

Pending Nodes

Grid nodes are listed as pending until they are assigned to a site, configured, and approved.

&= Approve | | ¥ Remove

Grid Network MAC Address
@ 50:6b:4b:42:d7:00

Approved Nodes

it

Name

MNetApp-SGA  Storage Node

it Type

It Platform

It

StorageGRID Appliance

7

Passwords Summary

Search Q,

Grid Network IPv4 Address v

172.16.5.20/21

Grid nodes that have been approved and have been configured for installation. An approved grid node’s configuration can be edited if errors are

identified.

Grid Network MAC Address
00:50:56:87-42:fF
00:50-56-87°c0-16
00:50:56:87:79:¢e
00:50:56:87:db:9c
00:50-56-87°62-38

a Nie Tike T Bk

3. Klicken Sie Auf Genehmigen.

It

Name It
dc1-adm1
dc1-s1
dc1-s2
dc1-s3
de1-g1

Site It
Raleigh
Raleigh
Raleigh
Raleigh
Raleigh

Type

Admin Node
Storage Node
Storage MNode
Storage Node

AP| Gateway Node

it

Platform !t
Vilware VIV
Vilware VM
Vilware VIV
VMware VM
Vilware VIV

Search Q

Grid Network IPv4 Address v

172.16.4.210/21
172.16.4 211/21
172.16.4.212/21
172.16.4.213/21
172.16.4.214/21

4. Andern Sie unter Allgemeine Einstellungen die Einstellungen fiir die folgenden Eigenschaften, falls

erforderlich:
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Storage Node Configuration

General Settings
Site
Mame

NTP Role

ADC Service

Grid Network

Configuration
IPv4 Address (CIDR)

Gateway

Admin Network

Configuration
IPv4 Address (CIDR)
Gateway

Subnetz (CIDR)

Client Network

Configuration
IPv4 Address (CIDR)

Gateway

o Standort: Der Name der Site, mit der dieser Grid-Knoten verknupft wird.

Raleigh

MNetipp-SGA

Automatic

Automatic

STATIC

172.16.5.20/21

172.16.5.20

STATIC

10.224.5. 20021

10.224.0.1

10.0.0.048

172.19.0.018

172.21.0.018

STATIC

47.47.5.20021

47.47.0.1

o Name: Der Name, der dem Knoten zugewiesen wird, und der Name, der im Grid Manager angezeigt
wird. Der Name ist standardmaRig auf den Namen eingestellt, den Sie beim Konfigurieren des Nodes
angegeben haben. In diesem Schritt des Installationsprozesses kdnnen Sie den Namen nach Bedarf

andern.

@ Nachdem Sie die Installation abgeschlossen haben, kénnen Sie den Namen des Node

nicht andern.
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@ Bei einem VMware-Knoten kdnnen Sie hier den Namen andern, aber durch diese Aktion
wird nicht der Name der virtuellen Maschine in vSphere geandert.

o NTP-Rolle: Die NTP-Rolle (Network Time Protocol) des Grid-Knotens. Die Optionen sind Automatic,
Primary und Client. Bei Auswahl von automatisch wird die primare Rolle Administratorknoten,
Speicherknoten mit ADC-Diensten, Gateway-Nodes und beliebigen Grid-Nodes mit nicht statischen IP-
Adressen zugewiesen. Allen anderen Grid-Nodes wird die Client-Rolle zugewiesen.

Vergewissern Sie sich, dass mindestens zwei Nodes an jedem Standort auf mindestens
vier externe NTP-Quellen zugreifen kdnnen. Wenn nur ein Node an einem Standort die

@ NTP-Quellen erreichen kann, treten Probleme mit dem Timing auf, wenn dieser Node
ausfallt. Durch die Festlegung von zwei Nodes pro Standort als primare NTP-Quellen ist
zudem ein genaues Timing gewahrleistet, wenn ein Standort vom Rest des Grid isoliert
ist.

o ADC-Dienst (nur Speicherknoten): Wahlen Sie automatisch aus, damit das System feststellen kann,
ob der Knoten den Dienst Administrative Domain Controller (ADC) bendétigt. Der ADC-Dienst verfolgt
den Standort und die Verfigbarkeit von Grid-Services. Mindestens drei Storage-Nodes an jedem
Standort missen den ADC-Service enthalten. Der ADC-Dienst kann nicht einem Node hinzugefligt
werden, nachdem er bereitgestellt wurde.

5. Andern Sie im Grid Network die Einstellungen fiir die folgenden Eigenschaften, falls erforderlich:

o IPv4-Adresse (CIDR): Die CIDR-Netzwerkadresse fur die Grid-Netzwerkschnittstelle (ethO im
Container). Zum Beispiel: 192.168.1.234/21

o Gateway: Das Grid Network Gateway. Beispiel: 192.168.0.1

Das Gateway ist erforderlich, wenn es mehrere Grid-Subnetze gibt.

Wenn Sie DHCP fiir die Grid-Netzwerkkonfiguration ausgewahlt haben und hier den Wert

@ andern, wird der neue Wert als statische Adresse auf dem Knoten konfiguriert. Sie missen
sicherstellen, dass sich die resultierende IP-Adresse nicht in einem DHCP-Adressenpool
befindet.

6. Wenn Sie das Admin-Netzwerk fir den Grid-Node konfigurieren mochten, fligen Sie die Einstellungen im
Abschnitt Admin-Netzwerk bei Bedarf hinzu oder aktualisieren Sie sie.

Geben Sie die Zielnetze der Routen aus dieser Schnittstelle in das Textfeld Subnetze (CIDR) ein. Wenn
mehrere Admin-Subnetze vorhanden sind, ist das Admin-Gateway erforderlich.

Wenn Sie DHCP fur die Konfiguration des Admin-Netzwerks ausgewahlit haben und hier den

@ Wert andern, wird der neue Wert als statische Adresse auf dem Knoten konfiguriert. Sie
mussen sicherstellen, dass sich die resultierende IP-Adresse nicht in einem DHCP-
Adressenpool befindet.

Appliances: fir eine StorageGRID-Appliance, wenn das Admin-Netzwerk wahrend der Erstinstallation mit
dem StorageGRID Appliance Installer nicht konfiguriert wurde, kann es in diesem Dialogfeld ,Grid
Manager“ nicht konfiguriert werden. Stattdessen missen Sie folgende Schritte ausfihren:

a. Starten Sie das Gerat neu: Wahlen Sie im Appliance Installer die Option Erweitert Neustart aus.

Ein Neustart kann mehrere Minuten dauern.
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b. Wahlen Sie Netzwerke konfigurieren Link-Konfiguration und aktivieren Sie die entsprechenden
Netzwerke.

c. Wahlen Sie Netzwerke konfigurieren IP-Konfiguration und konfigurieren Sie die aktivierten
Netzwerke.

d. Kehren Sie zur Startseite zurtick und klicken Sie auf Installation starten.

e. In Grid Manager: Wenn der Knoten in der Tabelle genehmigte Knoten aufgeflhrt ist, setzen Sie den
Knoten zurtck.

f. Entfernen Sie den Knoten aus der Tabelle Ausstehende Knoten.
g. Warten Sie, bis der Knoten wieder in der Liste Ausstehende Knoten angezeigt wird.

h. Vergewissern Sie sich, dass Sie die entsprechenden Netzwerke konfigurieren kénnen. Sie sollten
bereits mit den Informationen ausgefiillt werden, die Sie auf der Seite IP-Konfiguration angegeben
haben.

Weitere Informationen finden Sie in der Installations- und Wartungsanleitung fir Ihr Geratemodell.

7. Wenn Sie das Client-Netzwerk fur den Grid-Node konfigurieren méchten, fligen Sie die Einstellungen im
Abschnitt Client-Netzwerk nach Bedarf hinzu oder aktualisieren Sie sie. Wenn das Client-Netzwerk
konfiguriert ist, ist das Gateway erforderlich, und es wird nach der Installation zum Standard-Gateway flr
den Node.

Wenn Sie DHCP fiir die Client-Netzwerkkonfiguration ausgewahlt haben und hier den Wert

@ andern, wird der neue Wert als statische Adresse auf dem Knoten konfiguriert. Sie missen
sicherstellen, dass sich die resultierende IP-Adresse nicht in einem DHCP-Adressenpool
befindet.

Appliances: fir eine StorageGRID-Appliance, wenn das Clientnetzwerk wahrend der Erstinstallation mit
dem StorageGRID-Appliance-Installationsprogramm nicht konfiguriert wurde, kann es in diesem Dialogfeld
,Grid Manager® nicht konfiguriert werden. Stattdessen missen Sie folgende Schritte ausfiihren:

a. Starten Sie das Gerat neu: Wahlen Sie im Appliance Installer die Option Erweitert Neustart aus.
Ein Neustart kann mehrere Minuten dauern.
b. Wahlen Sie Netzwerke konfigurieren Link-Konfiguration und aktivieren Sie die entsprechenden

Netzwerke.

c. Wahlen Sie Netzwerke konfigurieren IP-Konfiguration und konfigurieren Sie die aktivierten
Netzwerke.

d. Kehren Sie zur Startseite zurtick und klicken Sie auf Installation starten.

e. In Grid Manager: Wenn der Knoten in der Tabelle genehmigte Knoten aufgefiihrt ist, setzen Sie den
Knoten zurtick.

f. Entfernen Sie den Knoten aus der Tabelle Ausstehende Knoten.
g. Warten Sie, bis der Knoten wieder in der Liste Ausstehende Knoten angezeigt wird.

h. Vergewissern Sie sich, dass Sie die entsprechenden Netzwerke konfigurieren kdnnen. Sie sollten
bereits mit den Informationen ausgefiillt werden, die Sie auf der Seite IP-Konfiguration angegeben
haben.

Weitere Informationen finden Sie in der Installations- und Wartungsanleitung fir lhr Gerat.

8. Klicken Sie Auf Speichern.
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Der Eintrag des Rasterknoten wird in die Liste der genehmigten Knoten verschoben.

License Sites Grid Metwark Grid Nodes

Grid Nodes

Approve and configure grid nodes, so that they are added correctly to your StorageGRID system.

Pending Nodes

NTP

Grid nodes are listed as pending until they are assigned to a site, configured, and approved.

Grid Network MAC Address If  Hame It

Mo results found.

Approved Nodes

Type I

Platform It

Grid nodes that have been approved and have been configured for installation. An approved grid node’s configuration can be edited if errors

are identified.

Grid Network MAC Address1T  Name 1T Site 11
0 fr dc1-admi Raleigh

MetApp-SGA  Raleigh

Type
Admin Mode

Storage Mode

h

r
o i dcl-s1 Raleigh Storage Node

i 00:50:56:87.79.ee dc1-s2 Raleigh | Storage Mode

. 00:50:56:87:db:9c dc1-53 Raleigh Storage Node

& 00:50:56:87:62:38 dci1-g1 Raleigh APl Gateway Mode
r

Platform

Wiware VM
Wiware VI
Wihiware VM
Wiware VI
Wiware VM

i

Search Q

Grid Network IPv4 Address v
172164210021
17216421121
172.16.4.212/21
172164213121
172164 214121

StorageGRID Appliance  172.16.5.20/21

9. Wiederholen Sie diese Schritte fir jeden ausstehenden Rasterknoten, den Sie genehmigen mochten.

Sie mussen alle Knoten genehmigen, die Sie im Raster bendtigen. Sie kdnnen jedoch jederzeit zu dieser

Seite zuriickkehren, bevor Sie auf der Ubersichtsseite auf Installieren klicken. Sie kdnnen die
Eigenschaften eines genehmigten Grid-Knotens andern, indem Sie das entsprechende Optionsfeld

auswahlen und auf Bearbeiten klicken.

10. Wenn Sie die Genehmigung von Gitterknoten abgeschlossen haben, klicken Sie auf Weiter.

Geben Sie Informationen zum Network Time Protocol-Server an

Sie mussen die NTP-Konfigurationsinformationen (Network Time Protocol) fur das
StorageGRID-System angeben, damit die auf separaten Servern ausgefuhrten Vorgange

synchronisiert bleiben kdnnen.

7 8
Fasswords Summary
Q
Grid Network IPv4 Address v
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Uber diese Aufgabe
Sie mussen IPv4-Adressen fur die NTP-Server angeben.

Sie mussen externe NTP-Server angeben. Die angegebenen NTP-Server miissen das NTP-Protokoll
verwenden.

Sie mussen vier NTP-Serverreferenzen von Stratum 3 oder besser angeben, um Probleme mit Zeitdrift zu
vermeiden.

Wenn Sie die externe NTP-Quelle fir eine StorageGRID-Installation auf Produktionsebene
angeben, verwenden Sie den Windows Time-Dienst (W32Time) nicht auf einer Windows-
Version als Windows Server 2016. Der Zeitdienst fur altere Windows Versionen ist nicht

CD ausreichend genau und wird von Microsoft nicht fir die Verwendung in Umgebungen mit hoher
Genauigkeit, wie z. B. StorageGRID, unterstitzt.

"Begrenzung des Supports, um Windows Time Service fiur hochprazise Umgebungen zu
konfigurieren"

Die externen NTP-Server werden von den Nodes verwendet, denen Sie zuvor primare NTP-Rollen
zugewiesen haben.

Vergewissern Sie sich, dass mindestens zwei Nodes an jedem Standort auf mindestens vier
externe NTP-Quellen zugreifen kénnen. Wenn nur ein Node an einem Standort die NTP-Quellen

@ erreichen kann, treten Probleme mit dem Timing auf, wenn dieser Node ausfallt. Durch die
Festlegung von zwei Nodes pro Standort als primare NTP-Quellen ist zudem ein genaues
Timing gewabhrleistet, wenn ein Standort vom Rest des Grid isoliert ist.

Schritte
1. Geben Sie die IPv4-Adressen fur mindestens vier NTP-Server in den Textfeldern Server 1 bis Server 4 an.

2. Wahlen Sie bei Bedarf das Pluszeichen neben dem letzten Eintrag aus, um zusatzliche Servereintrage
hinzuzuflgen.

NetApp® StorageGRID® Help ~

Install

O 06 0 0 0 © o G

License Sites Grid Metwork Grid Modes NTP DMS Passwords Summary

MNetwork Time Protocol

Enter the IP addresses for at least four Metwark Time Protocol (NTP) servers, so that operations performed on separate servers are keptin sync.

Server 1 10.60.248.183

Server 2 10.227.204.142

Server 3 10.235.48.111

Server4 0.0.0.0 &=

3. Wahlen Sie Weiter.
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Verwandte Informationen

Netzwerkrichtlinien

Geben Sie Informationen zum DNS-Server an

Sie mussen DNS-Informationen (Domain Name System) fur |hr StorageGRID-System
angeben, damit Sie auf externe Server zugreifen kdnnen, indem Sie Hostnamen anstelle
von IP-Adressen verwenden.

Uber diese Aufgabe

Wenn Sie DNS-Serverinformationen angeben, kdnnen Sie vollstédndig qualifizierte Domé&nennamen (FQDN)-
Hostnamen anstelle von IP-Adressen fur E-Mail-Benachrichtigungen und AutoSupport verwenden. Es wird
empfohlen, mindestens zwei DNS-Server anzugeben.

Geben Sie zwei bis sechs IPv4-Adressen fur DNS-Server an. Wahlen Sie DNS-Server aus, auf
die jeder Standort lokal zugreifen kann, wenn das Netzwerk landet. Damit soll sichergestellt
werden, dass ein islanded-Standort weiterhin Zugriff auf den DNS-Dienst hat. Nach der

@ Konfiguration der DNS-Serverliste flir das gesamte Grid kdnnen Sie die DNS-Serverliste fiir
jeden Knoten weiter anpassen. Weitere Informationen finden Sie in den Informationen zum
Andern der DNS-Konfiguration in den Wiederherstellungsanleitungen und
Wartungsanweisungen.

Wenn die DNS-Serverinformationen nicht angegeben oder falsch konfiguriert sind, wird ein DNST-Alarm flr
den SSM-Service jedes Grid-Knotens ausgeldst. Der Alarm wird geléscht, wenn DNS richtig konfiguriert ist und
die neuen Serverinformationen alle Grid-Knoten erreicht haben.

Schritte
1. Geben Sie die IPv4-Adresse fiir mindestens einen DNS-Server im Textfeld Server 1 an.

2. Wahlen Sie bei Bedarf das Pluszeichen neben dem letzten Eintrag aus, um zusatzliche Servereintrage
hinzuzufiigen.

NetApp® StorageGRID?® Help -

Install

OO0 006 0 0 0 ¢« G

License Sites Grid Metwark Grid Modes NTP DHS Passwords Summary

Domain Name Service

Enter the IP address for at least one Domain Mame System (DNS) server, 5o that server hostnames can be used instead of IP addresses.
Specifying at least two DNS servers is recommended. Configuring DMS enables server connectivity, email notifications, and NetApp

AutoSupport.
Server 1 10.224.223.130 *x
Server 2 10.224 223136 + X

Als Best Practice empfehlen wir, mindestens zwei DNS-Server anzugeben. Sie kénnen bis zu sechs DNS-
Server angeben.

3. Wahlen Sie Weiter.
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Geben Sie die Passworter fiir das StorageGRID-System an

Im Rahmen der Installation des StorageGRID-Systems mussen Sie die Passworter
eingeben, um das System zu sichern und Wartungsarbeiten durchzufiihren.

Uber diese Aufgabe

Geben Sie auf der Seite Passworter installieren die Passphrase fir die Bereitstellung und das Root-
Benutzerpasswort fiir die Grid-Verwaltung an.

* Die Provisionierungs-Passphrase wird als Verschliusselungsschliussel verwendet und nicht vom
StorageGRID System gespeichert.

 Sie bendtigen die Provisionierungs-Passphrase fir Installations-, Erweiterungs- und Wartungsverfahren,
einschliellich Download des Recovery-Pakets. Daher ist es wichtig, dass Sie die Provisionierungs-
Passphrase an einem sicheren Ort speichern.

« Sie kénnen die Provisionierungs-Passphrase im Grid Manager andern, wenn Sie die aktuelle haben.

» Das Root-Benutzerpasswort der Grid-Verwaltung kann mit dem Grid Manager geandert werden.

« Zufallig generierte Befehlszeilen-Konsole und SSH-Passworter werden in der Datei Passwords.txt im
Wiederherstellungspaket gespeichert.

Schritte

1. Geben Sie unter Provisioning-Passphrase das Provisioning-Passphrase ein, das fiir Anderungen an der
Grid-Topologie Ihres StorageGRID-Systems erforderlich ist.

Speichern Sie die Provisionierungs-Passphrase an einem sicheren Ort.

Wenn Sie nach Abschluss der Installation die Provisionierungs-Passphrase spater andern
@ mochten, konnen Sie das Grid Manager verwenden. Wahlen Sie KONFIGURATION
Zugriffskontrolle Grid-Passworter.

2. Geben Sie unter Provisioning-Passphrase bestatigen die Provisionierungs-Passphrase erneut ein, um
sie zu bestatigen.

3. Geben Sie unter Grid Management Root User Password das Passwort ein, mit dem Sie auf den Grid
Manager als ,root“-Benutzer zugreifen kdnnen.

Speichern Sie das Passwort an einem sicheren Ort.

4. Geben Sie unter Root-Benutzerpasswort bestitigen das Grid Manager-Kennwort erneut ein, um es zu
bestatigen.
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NetApp® StorageGRID® Help ~

Install

OO0 0 0 0 0 0 -

License Sites Grid Metwork Grid Modes NTP DMNE Passwords Summary

Passwords

Enter secure passwords that meet your organization’s security policies. A text file containing the command line passwords must be downloaded
during the final installation step.

Provisioning sssseEEw
Passphrase

Confirm [ TTITTITTT]
Provisioning
Passphrase

Grid Management sessenmw
Root User
Password

Confirm Root User ssssnsns
Password

¥ Create random command ling passwords.

5. Wenn Sie ein Raster fir Proof of Concept- oder Demo-Zwecke installieren, deaktivieren Sie optional das
Kontrollkastchen Create Random command line passwords.

Bei Produktionsimplementierungen sollten zufallige Passworter immer aus Sicherheitsgrinden verwendet
werden. Deaktivieren Sie Erstellen von zufélligen Befehlszeilenpasswortern nur fir Demo-Raster,
wenn Sie Standardkennworter fur den Zugriff auf Grid-Knoten aus der Befehlszeile mit dem ,root“- oder
»admin“-Konto verwenden méchten.

Sie werden aufgefordert, die Recovery Package-Datei herunterzuladen ('sgws-recovery-
package-id-revision.zip'Nach dem Klick auf Installieren auf der Ubersichtsseite. Unbedingt

@ Laden Sie diese Datei herunter Um die Installation abzuschlieRen. Die Passworter, die fur
den Zugriff auf das System erforderlich sind, werden in der Datei ,Wiederherstellungspaket"
von Passwords.txt gespeichert.

6. Klicken Sie Auf Weiter.

Uberpriifung der Konfiguration und vollstindige Installation

Sie mussen die von lhnen eingegebenen Konfigurationsinformationen sorgfaltig prufen,
um sicherzustellen, dass die Installation erfolgreich abgeschlossen wurde.

Schritte
1. Offnen Sie die Seite Ubersicht.
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NetApp® StorageGRID® Help =

Install

License Sites Grid Metwork Grid Modes NTP DMNS Passwords Summary

Summary

Verify that all of the grid configuration information is correct, and then click Install. You can view the status of each grid node as it installs. Click the
Muodify links to go back and change the associated information.

General Settings

Grid Name Grid1 Madify License
Passwords Auto-generated random command line passwords Modify Passwords

Networking
NTP 10.60.248.183 10.227.204.142 1023548111 Maodify NTP
DNS 10,224 223130 10224223136 Modify DNS
Grid Network 172.16.0.0021 Modify Grid Metwark

Topology
Topology Atlanta Modify Sites  Modify Grid Nodes
Raleigh

dcl-adm1  decl-g1  dcl-51  dc1-82  dol-s53 NetApp-SGA

2. Vergewissern Sie sich, dass alle Informationen zur Grid-Konfiguration korrekt sind. Verwenden Sie die
Links zum Andern auf der Seite Zusammenfassung, um zuriick zu gehen und Fehler zu beheben.

3. Klicken Sie Auf Installieren.

Wenn ein Knoten fur die Verwendung des Client-Netzwerks konfiguriert ist, wechselt das
Standard-Gateway fir diesen Knoten vom Grid-Netzwerk zum Client-Netzwerk, wenn Sie

CD auf Installieren klicken. Wenn die Verbindung unterbrochen wird, miissen Sie sicherstellen,
dass Sie Uber ein zugangliches Subnetz auf den primaren Admin-Node zugreifen. Siehe
Netzwerkrichtlinien Entsprechende Details.

4. Klicken Sie Auf Download Wiederherstellungspaket.

Wenn die Installation bis zum Punkt weiterlauft, an dem die Grid-Topologie definiert ist, werden Sie
aufgefordert, die Recovery Package-Datei herunterzuladen (. zip), und bestatigen, dass Sie erfolgreich
auf den Inhalt dieser Datei zugreifen kdnnen. Sie missen die Recovery Package-Datei herunterladen,
damit Sie das StorageGRID-System wiederherstellen kdnnen, wenn ein oder mehrere Grid-Knoten
ausfallen. Die Installation wird im Hintergrund fortgesetzt, Sie kénnen die Installation jedoch erst
abschliel’en und auf das StorageGRID-System zugreifen, wenn Sie diese Datei herunterladen und
Uberprifen.

5. Stellen Sie sicher, dass Sie den Inhalt des extrahieren kdnnen . zip Speichern Sie die Datei an zwei
sicheren und separaten Speicherorten.
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Die Recovery Package-Datei muss gesichert sein, weil sie Verschlisselungsschlissel und
Passworter enthalt, die zum Abrufen von Daten vom StorageGRID-System verwendet
werden kdnnen.

6. Aktivieren Sie das Kontrollkastchen Ich habe das Recovery Package File erfolgreich heruntergeladen
und verifiziert und klicken Sie auf Next.

Download Recovery Package
Before proceeding, you must download the Recovery Package file. This file is necessary to recover the StorageGRID system if a failure
OCCUrs.

When the download completes, open the zip file and confirm it includes a "gpt-backup” directory and a second .zip file. Then, extract
this inner zip file and confirm you can open the passwords.td file.

After you have verified the contents, copy the Recovery Package file to two safe, secure, and separate locations. The Recovery Package
file must be secured because it contains encryption keys and passwords that can be used to obtain data from the StorageGRID
system.

© The Recovery Package is required for recovery procedures and must be stored in a secure location.

Download Recovery Package

™ I have successfully downloaded and verified the Recovery Package file.

Wenn die Installation noch lauft, wird die Statusseite angezeigt. Auf dieser Seite wird der
Installationsfortschritt fir jeden Grid-Knoten angezeigt.

Installation Status

Ifnecessary, you may & Download the Recovery Package file again

Searct Q
Name It Site It Grid Network IPv4 Address ~  Progress It Stage i
dc1-adm1 Site1 172.16.4.2158/21 ‘ & & ; ‘ ‘ Starting semvices
wia stet 172 16421621 I Corviste
det-s1 Site1 172.16.4.217/21 & & N Waiting for Dynamic IP Service peers
det-s2 Sited 172.16.4 218721 3 Downloading hotfix from primary Admin if
needed
Downloading hotfix fr Ad i
det-s3 Sitet 172.16.4.219:21 [ ] o oacing aflbe om primary Admin
needed

4 »

Wenn die komplette Phase fir alle Grid-Knoten erreicht ist, wird die Anmeldeseite flir den Grid Manager
angezeigt.

7. Melden Sie sich beim Grid Manager mit dem ,root“-Benutzer und dem Passwort an, das Sie wahrend der
Installation angegeben haben.

Richtlinien nach der Installation

Befolgen Sie nach Abschluss der Implementierung und Konfiguration des Grid-Node die
folgenden Richtlinien fiir DHCP-Adressen und Anderungen der Netzwerkkonfiguration.

* Wenn DHCP zum Zuweisen von IP-Adressen verwendet wurde, konfigurieren Sie fir jede IP-Adresse in
den verwendeten Netzwerken eine DHCP-Reservierung.
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Sie kbnnen DHCP nur wahrend der Bereitstellungsphase einrichten. Sie konnen DHCP wahrend der
Konfiguration nicht einrichten.

@ Nodes werden neu gebootet, wenn sich ihre IP-Adressen andern. Dies kann zu Ausfallen
fuhren, wenn sich eine DHCP-Adresse gleichzeitig auf mehrere Nodes auswirkt.

« Sie missen die Verfahren zum Andern der IP-Adresse verwenden, wenn Sie IP-Adressen, Subnetzmaske
und Standard-Gateways fiir einen Grid-Node andern méchten. Siehe Konfigurieren Sie IP-Adressen.

« Wenn Sie Anderungen an der Netzwerkkonfiguration vornehmen, einschlieRlich Routing- und Gateway-
Anderungen, geht die Client-Verbindung zum priméren Admin-Node und anderen Grid-Nodes unter
Umstanden verloren. Abhangig von den vorgenommenen Netzwerkdnderungen missen Sie diese
Verbindungen moglicherweise neu herstellen.

Automatisieren der Installation (Ubuntu oder Debian)

Die Installation des StorageGRID Host Service und die Konfiguration der Grid-Nodes
konnen automatisiert werden.

Uber diese Aufgabe
Eine Automatisierung der Implementierung kann in einem der folgenden Falle von Nutzen sein:

 Sie verwenden bereits ein Standard-Orchestrierungs-Framework wie Ansible, Puppet oder Chef fiir die

Implementierung und Konfiguration physischer oder virtueller Hosts.

« Sie beabsichtigen, mehrere StorageGRID Instanzen zu implementieren.

 Sie implementieren eine grof3e, komplexe StorageGRID Instanz.
Der StorageGRID Host Service wird durch ein Paket installiert und unterstitzt durch Konfigurationsdateien, die
wahrend einer manuellen Installation interaktiv erstellt oder vorab (oder programmgesteuert) vorbereitet
werden kdnnen, um eine automatisierte Installation mithilfe von Standard-Orchestrierungs-Frameworks zu
ermoglichen. StorageGRID bietet optionale Python-Skripte zur Automatisierung der Konfiguration von
StorageGRID Appliances und dem gesamten StorageGRID-System (das ,Grid®). Sie kénnen diese Skripte

direkt verwenden oder sie informieren, wie Sie die StorageGRID Installations-REST-API bei den von Ihnen
selbst entwickelten Grid-Implementierungs- und Konfigurations-Tools verwenden.

Automatisieren Sie die Installation und Konfiguration des StorageGRID-Host-
Service

Die Installation des StorageGRID-Host-Service kann mithilfe von Standard-Orchestrierungs-Frameworks wie
Ansible, Puppet, Chef, Fabric oder SaltStack automatisiert werden.

Der StorageGRID-Host-Service befindet sich in einer DEB-Paket und wird durch Konfigurationsdateien
bestimmt, die vorab (oder programmgesteuert) fir eine automatisierte Installation vorbereitet werden kénnen.
Wenn Sie bereits ein Standard-Orchestrierungs-Framework zur Installation und Konfiguration von Ubuntu oder
Debian verwenden, sollte das Hinzufligen von StorageGRID zu Playbooks oder Rezepten einfach sein.

Sie kénnen diese Aufgaben automatisieren:

1. Linux Wird Installiert
2. Linux Wird Konfiguriert

3. Konfiguration von Host-Netzwerkschnittstellen zur Erflllung der StorageGRID Anforderungen
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. Konfiguration von Host-Storage zur Erfullung von StorageGRID-Anforderungen

. Installation Von Docker

. Installation des StorageGRID-Hostservice

. Konfigurationsdateien fur StorageGRID-Knoten werden in erstellt /etc/storagegrid/nodes
. Validieren der StorageGRID-Node-Konfigurationsdateien

. Starten des StorageGRID Host Service

© 00 N O 0 b

Beispiel: Ansible-Rolle und Playbook

Beispiel-Rolle und Playbook fir Ansible werden im Ordner /Extras mit dem Installationsarchiv geliefert. Im
Ansible-Playbook wird gezeigt, wie das funktioniert storagegrid Rolle bereitet die Hosts vor und installiert
StorageGRID auf den Ziel-Servern. Die Rolle oder das Playbook kénnen Sie nach Bedarf anpassen.

Automatisieren Sie die Konfiguration von StorageGRID

Nach der Implementierung der Grid-Nodes kénnen Sie die Konfiguration des StorageGRID Systems
automatisieren.

Was Sie bendtigen
+ Sie kennen den Speicherort der folgenden Dateien aus dem Installationsarchiv.

Dateiname Beschreibung

configure-storagegrid.py Python-Skript zur Automatisierung der Konfiguration

Configure-storagegrid.sample.json Beispielkonfigurationsdatei fir die Verwendung mit
dem Skript

Configure-storagegrid.blank.json Leere Konfigurationsdatei fiir die Verwendung mit
dem Skript

* Sie haben ein erstellt configure-storagegrid. json Konfigurationsdatei Um diese Datei zu erstellen,
kénnen Sie die Beispielkonfigurationsdatei andern (configure-storagegrid.sample.json) Oder die

leere Konfigurationsdatei (configure-storagegrid.blank. json).

Uber diese Aufgabe

Sie kénnen das verwenden configure-storagegrid.py Python-Skript und das configure-
storagegrid. json Konfigurationsdatei zur automatischen Konfiguration des StorageGRID Systems

@ Sie kdnnen das System auch mit dem Grid Manager oder der Installations-API konfigurieren.

Schritte
1. Melden Sie sich an der Linux-Maschine an, die Sie verwenden, um das Python-Skript auszufihren.

2. Wechseln Sie in das Verzeichnis, in dem Sie das Installationsarchiv extrahiert haben.

Beispiel:
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cd StorageGRID-Webscale-version/platform

Wo platform st debs, rpms, Oder vsphere.
3. Fuhren Sie das Python-Skript aus und verwenden Sie die von Ihnen erstellte Konfigurationsdatei.

Beispiel:

./configure-storagegrid.py ./configure-storagegrid.json —--start-install

Ergebnis

Ein Wiederherstellungspaket . zip Die Datei wird wahrend des Konfigurationsprozesses generiert und in das
Verzeichnis heruntergeladen, in dem Sie den Installations- und Konfigurationsprozess ausfiuhren. Sie missen
die Recovery-Paket-Datei sichern, damit Sie das StorageGRID-System wiederherstellen kdnnen, wenn ein
oder mehrere Grid-Knoten ausfallen. Zum Beispiel kopieren Sie den Text auf einen sicheren, gesicherten
Netzwerkstandort und an einen sicheren Cloud-Storage-Standort.

Die Recovery Package-Datei muss gesichert sein, weil sie Verschlisselungsschlissel und
(D Passworter enthalt, die zum Abrufen von Daten vom StorageGRID-System verwendet werden
kdénnen.

Wenn Sie angegeben haben, dass zufallige Passworter generiert werden sollen, missen Sie die extrahieren
Passwords.txt Datei und suchen Sie nach den Kennwédrtern, die fur den Zugriff auf Ihr StorageGRID-
System erforderlich sind.

FHH AR A AR AR AR R R
##### The StorageGRID "recovery package" has been downloaded as: #####

#HHH4 ./sgws-recovery-package-994078-revl.zip #HH4H#
#HH#4 Safeguard this file as it will be needed in case of a FH4H#
#HHH4 StorageGRID node recovery. #HHHH#

FHHHHH S AR AR R R
Das StorageGRID System wird installiert und konfiguriert, wenn eine Bestatigungsmeldung angezeigt wird.
StorageGRID has been configured and installed.

Verwandte Informationen
Uberblick Giber DIE REST API zur Installation

Uberblick iiber DIE REST API zur Installation

StorageGRID stellt die StorageGRID Installations-API flr die Durchfiihrung von
Installationsaufgaben bereit.
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Die API verwendet die Swagger Open Source API-Plattform, um die API-Dokumentation bereitzustellen.
Swagger ermdglicht Entwicklern und nicht-Entwicklern die Interaktion mit der API in einer Benutzeroberflache,
die zeigt, wie die APl auf Parameter und Optionen reagiert. Diese Dokumentation setzt voraus, dass Sie mit
Standard-Webtechnologien und dem JSON-Datenformat (JavaScript Object Notation) vertraut sind.

Alle API-Operationen, die Sie mit der APl Docs Webseite durchflihren, sind Live-Operationen.
Achten Sie darauf, dass Konfigurationsdaten oder andere Daten nicht versehentlich erstellt,
aktualisiert oder geléscht werden.

Jeder REST-API-Befehl umfasst die URL der API, eine HTTP-Aktion, alle erforderlichen oder optionalen URL-
Parameter sowie eine erwartete API-Antwort.

StorageGRID Installations-API

Die StorageGRID-Installations-API ist nur verfiigbar, wenn Sie lhr StorageGRID-System zu Beginn
konfigurieren, und wenn Sie eine primare Admin-Knoten-Wiederherstellung durchflihren missen. Der Zugriff
auf die Installations-API erfolgt iber HTTPS vom Grid Manager.

Um die API-Dokumentation aufzurufen, gehen Sie zur Installations-Webseite auf dem primaren Admin-Knoten
und wahlen Sie in der Menuleiste Hilfe API-Dokumentation aus.

Die StorageGRID Installations-API umfasst die folgenden Abschnitte:
» Config — Operationen bezogen auf die Produktversion und Versionen der API. Sie kénnen die

Produktversion und die Hauptversionen der von dieser Version unterstiitzten API auflisten.

» Grid — Konfigurationsvorgange auf Grid-Ebene. Grid-Einstellungen erhalten und aktualisiert werden,
einschliellich Grid-Details, Grid-Netzwerknetzen, Grid-Passworter und NTP- und DNS-Server-I1P-
Adressen.

* Nodes — Konfigurationsvorgange auf Node-Ebene. Sie kdnnen eine Liste der Grid-Nodes abrufen, einen
Grid-Node I6schen, einen Grid-Node konfigurieren, einen Grid-Node anzeigen und die Konfiguration eines
Grid-Node zurticksetzen.

 Bereitstellung — Provisioning Operationen. Sie kdnnen den Bereitstellungsvorgang starten und den
Status des Bereitstellungsvorgangs anzeigen.

» Wiederherstellung — primare Admin-Knoten-Recovery-Operationen. Sie kdnnen Informationen
zurlcksetzen, das Wiederherstellungspaket hochladen, die Wiederherstellung starten und den Status des
Wiederherstellungsvorgangs anzeigen.

* Recovery-Paket — Operationen, um das Recovery-Paket herunterzuladen.
« Schemas — API-Schemata fir erweiterte Bereitstellungen
» Standorte — Konfigurationsvorgange auf Standortebene. Sie kdnnen eine Site erstellen, anzeigen,

[6schen und andern.

Verwandte Informationen

Automatisierung der Installation

Weitere Schritte

Nach Abschluss einer Installation missen Sie eine Reihe von Integrations- und
Konfigurationsschritten durchfihren. Einige Schritte sind erforderlich, andere sind
optional.
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Erforderliche Aufgaben

* Erstellen Sie fir jedes Client-Protokoll (Swift oder S3) ein Mandantenkonto, das zur Speicherung von
Objekten auf Ihrem StorageGRID System verwendet wird.

» Steuern Sie den Systemzugriff, indem Sie Gruppen und Benutzerkonten konfigurieren. Optional kdnnen
Sie eine foderierte Identitatsquelle (z. B. Active Directory oder OpenLDAP) konfigurieren, sodass Sie
Verwaltungsgruppen und Benutzer importieren kdnnen. Oder Sie kdnnen lokale Gruppen und Benutzer
erstellen.

* Integrieren und testen Sie die S3- oder Swift-API-Client-Applikationen zum Hochladen von Objekten auf Ihr
StorageGRID System.

* Wenn Sie bereit sind, konfigurieren Sie die Regeln fir Information Lifecycle Management (ILM) und die
ILM-Richtlinie, die Sie zum Schutz von Objektdaten verwenden mdchten.

Bei der Installation von StorageGRID ist die ILM-Standardrichtlinie, Richtlinie fir 2-Basis-
Kopien, aktiv. Diese Richtlinie beinhaltet die ILM-Regel (2 Kopien erstellen) fir den Bestand
und gilt, wenn keine andere Richtlinie aktiviert wurde.

» Wenn in Ihrer Installation Appliance Storage Nodes enthalten sind, fiihren Sie die folgenden Aufgaben
mithilfe der SANtricity Software durch:

o Stellen Sie Verbindungen zu jeder StorageGRID Appliance her.
o Eingang der AutoSupport-Daten Uberprufen.

» Wenn Ihr StorageGRID-System beliebige Archiv-Knoten enthalt, konfigurieren Sie die Verbindung des
Archiv-Knotens zum externen Archiv-Speichersystem des Ziels.

@ Wenn ein Archiv-Knoten Tivoli Storage Manager als externes Archiv-Speichersystem
verwendet, missen Sie auch Tivoli Storage Manager konfigurieren.

» StorageGRID Richtlinien zur Systemhartung priifen und befolgen, um Sicherheitsrisiken zu beseitigen

» Konfigurieren von E-Mail-Benachrichtigungen fir Systemalarme.

Optionale Aufgaben

* Wenn Sie Benachrichtigungen vom (alten) Alarmsystem empfangen méchten, konfigurieren Sie
Mailinglisten und E-Mail-Benachrichtigungen fiir Alarme.

 Aktualisieren Sie die IP-Adressen der Grid-Knoten, wenn sie sich seit der Planung der Bereitstellung
geandert haben und das Recovery-Paket generiert haben. Weitere Informationen zum Andern von IP-
Adressen finden Sie in den Wiederherstellungsanleitungen und Wartungsanweisungen.

» Konfiguration der Storage-Verschllsselung, falls erforderlich

» Konfigurieren Sie bei Bedarf die Storage-Komprimierung, um die GréRe der gespeicherten Objekte zu
verringern.

» Konfigurieren des Zugriffs auf Audit-Clients Sie kdnnen den Zugriff auf das System fir Audit-Zwecke Gber
eine NFS- oder CIFS-Dateifreigabe konfigurieren. Lesen Sie die Anweisungen zum Verwalten von
StorageGRID.

@ Der Audit-Export Uber CIFS/Samba wurde veraltet und wird in einer zukinftigen StorageGRID-
Version entfernt.

Verwandte Informationen
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StorageGRID verwalten

S3 verwenden

Verwenden Sie Swift
Objektmanagement mit ILM
Monitoring und Fehlerbehebung
Recovery und Wartung

SG100- und SG1000-Services-Appliances
SG5600 Storage Appliances
SG5700 Storage-Appliances
SG6000 Storage-Appliances
Versionshinweise
Systemhartung

Prifung von Audit-Protokollen

Software-Upgrade

Fehlerbehebung bei Installationsproblemen

Falls bei der Installation des StorageGRID-Systems Probleme auftreten, kdnnen Sie auf
die Installationsprotokolldateien zugreifen. Der technische Support muss maoglicherweise
auch die Installations-Log-Dateien verwenden, um Probleme zu beheben.

Die folgenden Installationsprotokolldateien sind tber den Container verfligbar, auf dem jeder Node ausgefiihrt
wird:

* /var/local/log/install.log (Auf allen Grid-Nodes gefunden)
* /var/local/log/gdu-server.log (Auf dem primaren Admin-Node gefunden)

Die folgenden Installationsprotokolldateien sind vom Host verfiigbar:

* /var/log/storagegrid/daemon.log

* /var/log/storagegrid/nodes/<node-name>.log

Informationen zum Zugriff auf die Protokolldateien finden Sie in den Anweisungen zum Uberwachen und
Beheben von StorageGRID. Informationen zur Fehlerbehebung bei Problemen mit der Installation finden Sie in
den Installations- und Wartungsanweisungen fir Ihre Gerate. Wenn Sie weitere Hilfe bendétigen, wenden Sie
sich an den technischen Support.

Verwandte Informationen

Monitoring und Fehlerbehebung
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SG100- und SG1000-Services-Appliances
SG6000 Storage-Appliances
SG5700 Storage-Appliances
SG5600 Storage Appliances

"NetApp Support"

Beispiel /etc/Netzwerk/Schnittstellen

Der /etc/network/interfaces Die Datei enthalt drei Abschnitte, in denen die
physischen Schnittstellen, die Bond-Schnittstelle und die VLAN-Schnittstellen definiert
werden. Sie konnen die drei Beispielabschnitte in einer einzelnen Datei kombinieren, die
vier physische Linux-Schnittstellen in einer einzelnen LACP-Verbindung aggregieren
wird. AnschlielRend kdnnen Sie drei VLAN-Schnittstellen einrichten, die die Verbindung
als StorageGRID Grid, Administrator und Client-Netzwerk-Schnittstellen verwenden.

Physische Schnittstellen

Beachten Sie, dass die Switches an den anderen Enden der Links auch die vier Ports als einzelnen LACP-
Trunk oder Port-Kanal behandeln missen und mindestens drei referenzierte VLANs mit Tags Ubergeben
werden mussen.
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# loopback interface
auto lo

iface lo inet loopback

# ensl60 interface

auto ensl60

iface ensl60 inet manual
bond-master bondO
bond-primary enl60

# ensl92 interface

auto ensl92

iface ensl192 inet manual
bond-master bondO

# ens224 interface

auto ens224

iface ens224 inet manual
bond-master bondO

# ens256 interface

auto ens256

iface ens256 inet manual
bond-master bond0

Bond-Schnittstelle

# bond0 interface
auto bond0
iface bond0 inet manual
bond-mode 4
bond-miimon 100
bond-slaves ensl60 ensl192 end224 ens256

VLAN-Schnittstellen



# 1001 vlan
auto bond0.1001
iface bond0.1001 inet manual

vlian-raw-device bond0

# 1002 vlan
auto bond0.1002
iface bond0.1002 inet manual

vlian-raw-device bond0

# 1003 vlan

auto bond0.1003

iface bond0.1003 inet manual
vlan-raw-device bond0
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