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Klonen von Appliance-Nodes

Sie konnen einen Appliance-Node in StorageGRID klonen, um eine Appliance mit
neuerem Design oder hoheren Funktionen zu verwenden. Durch das Klonen werden alle
Informationen des vorhandenen Nodes an die neue Appliance Ubertragen, ein Hardware-
Upgrade-Prozess ist einfach durchzuflihren und eine Alternative zur Ausmusterung und
Erweiterung beim Austausch von Appliances zu bieten.

Funktionsweise des Appliance-Node-Klonens

Mit dem Appliance-Node-Klonen kdnnen Sie einen vorhandenen Appliance-Node
(Quelle) im Grid ganz einfach durch eine kompatible Appliance (Ziel) ersetzen, die Tell
desselben logischen StorageGRID-Standorts ist. Dabei werden alle Daten auf die neue
Appliance Ubertragen, die Appliance wird in Betrieb versetzt, um den alten Appliance-
Node zu ersetzen und die alte Appliance im Installationszustand zu lassen.

Warum einen Appliance-Node klonen?
Sie kdnnen einen Appliance-Node klonen, wenn Sie Folgendes bendtigen:

» Ersetzen Sie Appliances, die sich dem Ende ihrer Lebensdauer nahert.
 Aktualisieren Sie vorhandene Nodes, um von der verbesserten Appliance-Technologie zu profitieren.

» Erh6hen Sie die Grid-Storage-Kapazitat, ohne die Anzahl der Storage-Nodes in lhrem StorageGRID
System zu andern.

« Verbessern Sie die Storage-Effizienz, z. B. durch Andern des RAID-Modus von DDP-8 auf DDP-16 oder
auf RAID-6.

* Node-Verschlisselung wird effizient implementiert, sodass die externen Verschlisselungsmanagement-
Server (KMS) verwendet werden kdnnen.

Welches StorageGRID Netzwerk wird verwendet?

Durch das Klonen werden Daten vom Quell-Node Uber ein beliebiges StorageGRID-Netzwerk direkt an die
Ziel-Appliance Ubertragen. Das Grid-Netzwerk wird normalerweise verwendet, Sie kdnnen aber auch das
Admin-Netzwerk oder das Client-Netzwerk verwenden, wenn die Quell-Appliance mit diesen Netzwerken
verbunden ist. Wahlen Sie das Netzwerk fir den Klon-Traffic aus, das die beste Performance bei der
Datentbertragung bietet, ohne die Leistung des StorageGRID-Netzwerks oder die Datenverfligbarkeit zu
beeintrachtigen.

Bei der Installation der Ersatzanwendung muissen Sie temporare IP-Adressen fir StorageGRID-Verbindung
und Datentransfer angeben. Da die Ersatz-Appliance Teil derselben Netzwerke ist wie der von ihr ersetzte
Appliance-Node, missen Sie fir jedes dieser Netzwerke auf der Ersatzanwendung temporare IP-Adressen
angeben.

Kompatibilitat der Ziel-Appliance

Ersatz-Appliances missen vom gleichen Typ sein wie der Quell-Node, den sie ersetzen, und beide missen
Teil desselben logischen StorageGRID-Standorts sein.



* Eine Ersatz-Services-Appliance kann sich von dem Admin-Node oder dem Gateway-Node unterscheiden,
den er ersetzt.

o Sie kdnnen eine SG100-Quell-Node-Appliance zu einer SG1000-Services-Ziel-Appliance klonen, um
dem Admin-Node oder Gateway-Node eine hohere Funktion zuzuweisen.

> Sie kénnen eine SG1000-Quell-Node-Appliance in einer SG100-Services-Ziel-Appliance klonen, um
die SG1000 fir eine anspruchsvollere Applikation neu zu implementieren.

Beispiel: Wenn eine SG1000-Quell-Node-Appliance als Admin-Node verwendet wird und Sie sie als
dedizierten Load-Balancing-Node verwenden mochten.

o Durch den Austausch einer SG1000-Quell-Node-Appliance durch eine SG100-Services-Ziel-Appliance
wird die maximale Geschwindigkeit der Netzwerkports von 100 GbE auf 25 GbE verringert.

> Die SG100- und SG1000-Appliances verfluigen Uber unterschiedliche Netzwerkverbindungen. Wenn Sie
den Geratetyp andern, missen moglicherweise die Kabel oder SFP-Module ersetzt werden.

 Eine Ersatz-Speicher-Appliance muss die gleiche oder hdhere Kapazitat aufweisen als der
Speicherknoten, den sie ersetzt.

> Wenn die Ziel-Storage-Appliance Uber dieselbe Anzahl von Laufwerken wie der Quell-Node verflgt,
mussen die Laufwerke in der Ziel-Appliance Uber eine groRere Kapazitat (in TB) verfigen.

o Wenn Sie planen, denselben RAID-Modus auf dem Ziel-Node zu verwenden, der auf dem Quell-Node
verwendet wurde, Oder einen weniger Storage-effizienten RAID-Modus (beispielsweise beim Wechsel
von RAID 6 zu DDP) mussen die Laufwerke in der Ziel-Appliance grofer sein (in TB) als die Laufwerke
in der Quell-Appliance.

> Wenn die Anzahl der Standardlaufwerke, die in einer Ziel-Storage Appliance installiert sind, kleiner als
die Anzahl der Laufwerke im Quell-Node ist, da Solid State Drives (SSDs) installiert sind, wird die
gesamte Storage-Kapazitat der Standardlaufwerke in der Ziel-Appliance (in TB) Die Gesamtkapazitat
aller Laufwerke im Quell-Storage-Node muss erreicht oder tGiberschritten werden.

Wenn beispielsweise eine SG5660 Quell-Storage-Node-Appliance mit 60 Laufwerken auf eine
SG6060- oder SG6060X-Zielapplikation mit 58 Standardlaufwerken geklont wird, sollten groRere
Laufwerke in der SG6060 oder SG6060X Zielanwendung installiert werden, bevor das Klonen die
Storage-Kapazitat erhalten. (Die zwei Laufwerksschachte mit SSDs in der Ziel-Appliance sind nicht in
der gesamten Appliance-Storage-Kapazitat enthalten.)

Wenn jedoch eine SG5660 Quell-Node-Appliance mit 60 Laufwerken mit SANTtricity Dynamic Disk
Pools DDP-8 konfiguriert ist, kann die SG6060 oder SG6060X Zielapplikation mit DDP-16 fur 58
Laufwerke aus der SG6060 oder SG6060X Appliance aufgrund der verbesserten Storage-Effizienz ein
gultiges Klonziel machen.

Auf der Seite NODES im Grid Manager kdnnen Sie Informationen zum aktuellen RAID-Modus des Quell-
Appliance-Knotens anzeigen. Wahlen Sie die Registerkarte * Storage* fur das Gerat aus.

Welche Informationen sind nicht geklont?

Die folgenden Appliance-Konfigurationen werden wahrend des Klonens nicht auf die Ersatz-Appliance
Ubertragen. Sie miussen sie wahrend der Ersteinrichtung des Ersatzgerats konfigurieren.

* BMC Schnittstelle
* Netzwerkverbindungen

 Verschlusselungsstatus der Nodes



* SANTtricity System Manager (flr Storage-Nodes)
* RAID-Modus (fir Storage-Nodes)

Welche Probleme verhindern das Klonen?

Wenn beim Klonen eines der folgenden Probleme auftreten, stoppt der Klonprozess und eine Fehlermeldung
wird erzeugt:

* Falsche Netzwerkkonfiguration

* Fehlende Konnektivitat zwischen Quell- und Ziel-Appliances

 Nicht kompatibel mit Quell- und Ziel-Appliance

» Bei Storage-Nodes eine Ersatz-Appliance mit unzureichender Kapazitat

Sie mussen jedes Problem I6sen, damit das Klonen fortgesetzt werden kann.

Uberlegungen und Anforderungen zum Klonen von
Appliance-Nodes

Vor dem Klonen eines Appliance-Nodes miissen Sie die Uberlegungen und
Anforderungen verstehen.

Hardwareanforderungen fiir die Ersatz-Appliance

Stellen Sie sicher, dass das Ersatzgerat die folgenden Kriterien erfullt:

* Der Quell-Node (eine Appliance, die ersetzt wird) und das Ziel-Appliance missen denselben Appliance-
Typ sein:

> Sie kdnnen eine Admin-Node-Appliance oder eine Gateway-Node-Appliance nur auf einer neuen
Services-Appliance klonen.

> Sie kénnen eine Storage-Node-Appliance nur auf einer neuen Storage Appliance klonen.

* Bei Admin-Node- oder Gateway-Node-Appliances mussen die Quell-Node-Appliance und die Ziel-
Appliance nicht vom gleichen Appliance-Typ sein. Bei Anderungen des Appliance-Typs miissen jedoch
moglicherweise die Kabel oder SFP-Module ausgetauscht werden.

Sie kdnnen beispielsweise eine SG1000-Node-Appliance durch ein SG100 ersetzen oder eine SG100-
Appliance durch eine SG1000-Appliance ersetzen.

» Bei Storage Node Appliances mussen die Quell-Node-Appliance und die Ziel-Appliance nicht denselben
Appliance-Typ sein. Die Ziel-Appliance muss jedoch Uber eine grofere Storage-Kapazitat verfiigen als die
Quell-Appliance.

So kénnen Sie beispielsweise eine SG5600 Node-Appliance durch eine SG5700 oder SG6000 Appliance
ersetzen.

Wenden Sie sich an |hren StorageGRID Vertriebsmitarbeiter, wenn Sie Unterstitzung bei der Auswahl
kompatibler Ersatzgerate bendtigen, um bestimmte Appliance-Nodes in |hrer StorageGRID Installation zu
klonen.



Das Klonen eines Appliance-Nodes wird vorbereitet

Vor dem Klonen eines Appliance-Node mussen Sie folgende Informationen haben:

Beziehen Sie eine temporare IP-Adresse fur das Grid-Netzwerk von lhrem Netzwerkadministrator zur
Verwendung mit der Ziel-Appliance wahrend der ersten Installation. Wenn der Quellknoten zu einem
Admin-Netzwerk oder Client-Netzwerk gehdrt, erhalten Sie temporare IP-Adressen fir diese Netzwerke.

Temporare IP-Adressen befinden sich normalerweise im selben Subnetz wie die zu klonenden Quell-Node-
Appliance und werden nach Abschluss des Klonens nicht benétigt. Die Quell- und Ziel-Appliances miissen
eine Verbindung zu dem primaren Admin-Node lhrer StorageGRID herstellen, um eine Klonverbindung
herzustellen.

Bestimmung des Netzwerks zum Klonen von Datenulibertragungsdaten, das die beste Performance bei der
Datenubertragung bietet, ohne die Leistung des StorageGRID-Netzwerks oder die Datenverfligbarkeit zu
beeintrachtigen

@ Die Verwendung des 1-GbE-Admin-Netzwerks fiir die Ubertragung von Klondaten fiihrt zu
langsamerem Klonen.

Ermitteln, ob die Node-Verschlisselung mithilfe eines Verschlliisselungsmanagement-Servers (KMS) auf
der Ziel-Appliance verwendet wird, damit die Node-Verschllisselung wahrend der Erstinstallation der Ziel-
Appliance vor dem Klonen aktiviert werden kann. Sie kénnen Uberprifen, ob die Node-Verschllsselung auf
dem Quell-Appliance-Node aktiviert ist, wie in der Appliance-Installation beschrieben.

Der Quell- und die Ziel-Appliance kénnen unterschiedliche Node-Verschlisselungseinstellungen
aufweisen. Die Entschllsselung und Verschlisselung der Daten erfolgt automatisch wahrend des
Datentransfers und beim Neustart des Ziel-Nodes und Beitritt zum Grid.

o SG100- und SG1000-Services-Appliances
o SG5600 Storage Appliances
o SG5700 Storage-Appliances
o SG6000 Storage-Appliances

Ermitteln Sie, ob der RAID-Modus auf der Ziel-Appliance von der Standardeinstellung geandert werden
soll, damit Sie diese Informationen bei der Erstinstallation der Ziel-Appliance vor dem Klonen angeben
kénnen. Auf der Seite NODES im Grid Manager kénnen Sie Informationen zum aktuellen RAID-Modus des
Quell-Appliance-Knotens anzeigen. Wahlen Sie die Registerkarte * Storage* fur das Gerat aus.

Der Quell- und die Ziel-Appliance kénnen unterschiedliche RAID-Einstellungen aufweisen.

Planen Sie ausreichend Zeit, um den Node-Klonprozess abzuschlielen. Fiir den Datentransfer von einem
betrieblichen Storage Node zu einer Ziel-Appliance sind mdglicherweise mehrere Tage erforderlich. Planen
Sie das Klonen zu einer Zeit, die die Auswirkungen auf lhr Geschaft minimiert.

Sie sollten jeweils nur einen Appliance-Node klonen. Durch Klonen wird verhindert, dass Sie weitere
StorageGRID-Wartungsarbeiten gleichzeitig ausfihren.

Nachdem Sie einen Appliance-Node geklont haben, kénnen Sie die Quell-Appliance verwenden, die zu
einem Installationszustand zurlickgeschickt wurde, als Ziel, eine weitere kompatible Node-Appliance zu
klonen.


https://docs.netapp.com/de-de/storagegrid-116/sg100-1000/index.html
https://docs.netapp.com/de-de/storagegrid-116/sg5600/index.html
https://docs.netapp.com/de-de/storagegrid-116/sg5700/index.html
https://docs.netapp.com/de-de/storagegrid-116/sg6000/index.html

Klon-Appliance-Node

Der Klonprozess kann mehrere Tage dauern, bis die Daten zwischen dem Quell-Node
(Appliance, die ersetzt wird) und der Ziel-Appliance Ubertragen werden.

Was Sie bendtigen
 Sie haben das kompatible Zielgerat in einem Schrank oder Rack installiert, alle Kabel angeschlossen und
mit Strom versorgt.

 Sie haben Uberprift, ob die Installationsversion fur die StorageGRID Appliance auf der Ersatzanwendung
mit der Softwareversion des StorageGRID-Systems Ubereinstimmt. Dabei missen Sie ggf. die
StorageGRID Appliance Installer-Firmware aktualisieren.

 Sie haben die Ziel-Appliance konfiguriert, einschlieRlich der Konfiguration von StorageGRID-Verbindungen,
SANTtricity System Manager (nur Storage Appliances) und der BMC-Schnittstelle.

> Verwenden Sie beim Konfigurieren von StorageGRID-Verbindungen die temporaren IP-Adressen.

> Verwenden Sie bei der Konfiguration von Netzwerkverbindungen die abschlieliende Link-Konfiguration.

Lassen Sie das Installationsprogramm der StorageGRID Appliance nach Abschluss der
Erstkonfiguration der Ziel-Appliance offen. Nach dem Start des Node-Klonprozesses kehren Sie

zur Installationsseite der Zielanwendung zurtck.

» Optional ist die Node-Verschlisselung fur die Ziel-Appliance aktiviert.
« Sie haben optional den RAID-Modus fir die Ziel-Appliance eingestellt (nur Storage Appliances).

+ Uberlegungen und Anforderungen zum Klonen von Appliance-Nodes
SG100- und SG1000-Services-Appliances
SG5600 Storage Appliances
SG5700 Storage-Appliances

SG6000 Storage-Appliances

Sie sollten jeweils nur einen Appliance-Node klonen, um die Netzwerk-Performance und Datenverfligbarkeit
von StorageGRID zu erhalten.

Schritte
1. Platzieren Sie den Quellknoten, den Sie klonen, in den Wartungsmodus.

2. Wabhlen Sie im StorageGRID-Appliance-Installationsprogramm auf dem Quellknoten im Abschnitt
Installation der Startseite die Option Klonen aktivieren aus.


https://docs.netapp.com/de-de/storagegrid-116/sg100-1000/index.html
https://docs.netapp.com/de-de/storagegrid-116/sg5600/index.html
https://docs.netapp.com/de-de/storagegrid-116/sg5700/index.html
https://docs.netapp.com/de-de/storagegrid-116/sg6000/index.html
https://docs.netapp.com/de-de/storagegrid-116/maintain/placing-appliance-into-maintenance-mode.html

NetApp® StorageGRID® Appliance Installer

Home Configure Networking « Configure Hardware « IMonitor Installation Advanced ~

Home

A\ This node is in maintenance moda. Perform any required maintenance procedures. If you want to exit maintenance mode manually to resume normal operation, go
to Advanced > Reboot Contraller to reboot the controller.

This Node
MNode type Storage =

Node name hrmny2-1-254-sn

| |

Primary Admin Node connection

Enable Admin Nods
discovery

Primary Admin Node IP 172.16.0.62

Connection state Connection to 172.16.0.62 ready.

Installation

Current state Maintenance mode. Reboot the node
to resume normal operation.

| |

Der Abschnitt primare Admin-Node-Verbindung wird durch den Abschnitt ,Verbindung zum Ziel-Node
klonen® ersetzt.



NetApp® StorageGRID® Appliance Installer Help

Home Configure Networking « Configure Hardware ~ Monitor Installation Advanced -
Home

A\ This node is in maintenance mode. Perform any required maintenance procedures. If you want to exit maintenance mode manually to resume normal operation, go
to Advanced > Reboot Controller to reboot the controller.

This Node
Node type Storage A
Node name hrmny2-1-254-sn
(T:Ione target node connection \
Clone target nede IP 0.0.0.0
Connection state MNa connection information available.
Installation

Current state Waiting for configuration and
validation of clone targst.

Disable Cloning

3. Geben Sie fir Zielknoten-IP die temporare IP-Adresse ein, die dem Zielknoten zugewiesen ist, das
Netzwerk fur den Datenverkehr der Klondatentibertragung verwenden soll, und wahlen Sie dann
Speichern aus.

Normalerweise geben Sie die IP-Adresse fiir das Grid-Netzwerk ein. Wenn Sie jedoch ein anderes
Netzwerk fur den Datenverkehr von Klondaten verwenden missen, geben Sie die IP-Adresse des
Zielknoten in diesem Netzwerk ein.

@ Die Verwendung des 1-GbE-Admin-Netzwerks fiir die Ubertragung von Klondaten fiihrt zu
langsamerem Klonen.

Nachdem die Zielanwendung konfiguriert und validiert wurde, ist im Abschnitt Installation Klonen starten
auf dem Quellknoten aktiviert.



NetApp® StorageGRID® Appliance Installer He

Home Configure Networking « Caonfigure Hardware « IMonitor Installation Advanced «
Home

A\ This node is in maintenance mode. Perform any required maintenance procedures. If you want to exit maintenance mode manually to resume normal operation,
go to Advanced > Reboot Controller to reboot the controller.

@ The cloning process is ready to be started. Select Start Cloning when you are ready. To terminate cloning before it completes and return this node to service,
trigger a reboot.

This Node
MNode type Storage ¥

Node name hrmny2-1-254-sn

Clone target node connection

Clone target node [P 10.224.1.253

Connection state Connection to 10.224.1.253 ready.

| |
Installation

Current state Ready to start cloning all data from
this node to the clone target node
using the Admin Network connection.
£\ Attention: the Admin Network
typically has less bandwidth than the
Grid or Client Networks. Use the Grid
or Client IP of the target node far
faster cloning.

Start Cloning

| Disable Cloning |

Wenn Probleme bestehen, die das Klonen verhindern, ist Klonen starten nicht aktiviert und Probleme, die
Sie I6sen missen, werden als Verbindungsstatus aufgefiihrt. Diese Probleme sind auf der Startseite des
StorageGRID-Appliance-Installationsprogramms sowohl des Quell-Knotens als auch der Ziel-Appliance
aufgeflihrt. Es wird immer nur ein Problem angezeigt, und der Status wird automatisch aktualisiert, wenn
sich die Bedingungen andern. Losen Sie alle Klonprobleme, um Klonen starten zu aktivieren.

Wenn Klonen starten aktiviert ist, zeigt der Aktueller Status das zum Klonen des Datenverkehrs
ausgewahlte StorageGRID-Netzwerk sowie Informationen tber die Verwendung dieser
Netzwerkverbindung an.

Uberlegungen und Anforderungen zum Klonen von Appliance-Nodes

. Wahlen Sie Klonen starten auf dem Quellknoten aus.

5. Uberwachen Sie den Klonfortschritt mit dem Installationsprogramm von StorageGRID Appliance auf dem

Quell- oder Zielknoten.



Das Installationsprogramm der StorageGRID Appliance auf den Quell- und den Ziel-Nodes weist
denselben Status auf.

NetApp® StorageGRID® Appliance Installer Help

Home Configure Networking ~ Configure Hardware « IMonitor Installation Advanced ~

Manitor Cloning

1. Establish clone peering relationship Complete
2. Clone another node from this node Running
Step Progress Status

Send data to clone target node Sending data, 0% complets, 8.99 GB transferred
3. Activate cloned node and leave this one offline Pending

Die Seite Klonen tberwachen bietet detaillierte Fortschritte flr jede Phase des Klonprozesses:

> Aufbau einer Klon-Peering-Beziehung zeigt den Fortschritt der Klonerstellung und -Konfiguration.

o Ein weiterer Knoten von diesem Knoten klonen zeigt den Fortschritt der Datentbertragung an.
(Dieser Teil des Klonprozesses kann mehrere Tage dauern.)

- Geklonter Knoten aktivieren und diesen offline lassen zeigt den Fortschritt der Ubertragung der
Steuerung auf den Zielknoten und der Platzierung des Quellknoten in einen Pre-install Zustand,
nachdem die Datenubertragung abgeschlossen ist.

6. Wenn Sie den Klonprozess beenden und den Quellknoten vor dem Abschluss des Klonens in den Dienst
zuriicksenden mussen, wechseln Sie auf dem Quellknoten zur Startseite des StorageGRID Appliance
Installer und wahlen Sie Erweitert Controller neu starten aus und wahlen dann Neustart in
StorageGRID aus.

Wenn der Klonprozess beendet wird:

> Der Quell-Node beendet den Wartungsmodus und verbindet sich neu zu StorageGRID.
> Der Ziel-Node bleibt im Installationszustand. Um das Klonen des Quellknoten neu zu starten, starten
Sie den Klonprozess erneut von Schritt 1.

Wenn das Klonen erfolgreich abgeschlossen wurde:

* Die Quell- und Ziel-Knoten tauschen IP-Adressen aus:

> Der Zielknoten verwendet nun die IP-Adressen, die urspringlich dem Quellknoten fur Grid-, Admin-
und Client-Netzwerke zugewiesen wurden.

> Der Quellknoten verwendet jetzt die temporére IP-Adresse, die dem Zielknoten urspriinglich
zugewiesen wurde.

* Der Ziel-Node beendet den Wartungsmodus und tritt dem StorageGRID bei und ersetzt den Quell-Node.

 Die Quell-Appliance befindet sich in einem vorinstallierten Zustand, so als ob Sie es hatten Es fur die
Neuinstallation vorbereitet.


https://docs.netapp.com/de-de/storagegrid-116/maintain/preparing-appliance-for-reinstallation-platform-replacement-only.html
https://docs.netapp.com/de-de/storagegrid-116/maintain/preparing-appliance-for-reinstallation-platform-replacement-only.html

Wenn das Gerat nicht wieder in das Raster integriert wird, wechseln Sie zur Startseite des
StorageGRID-Appliance-Installationsprogramms fiir den Quellknoten, wahlen Sie Erweitert

@ Controller neu starten und wahlen Sie dann Neustart im Wartungsmodus aus. Nachdem der
Quell-Node im Wartungsmodus neu gebootet wurde, wiederholen Sie den Vorgang des Node-
Klonens.

Benutzerdaten auf der Quell-Appliance bleiben als Wiederherstellungsoption, wenn bei dem Ziel-Node ein
unerwartetes Problem auftritt. Nachdem der Ziel-Node der StorageGRID erneut beigetreten ist, sind die
Benutzerdaten auf der Quell-Appliance veraltet und werden nicht mehr bendtigt. Bitten Sie den StorageGRID-
Support bei Bedarf, die Quell-Appliance zu lI6schen, damit diese Daten zerstort werden kdnnen.

lhre Vorteile:

» Verwenden Sie die Quell-Appliance als Ziel fur weitere Klonvorgange: Es ist keine zusatzliche
Konfiguration erforderlich. Dieser Appliance wurde bereits die temporare IP-Adresse zugewiesen, die
ursprunglich fir das erste Klonziel angegeben wurde.

* Installieren und richten Sie die Quell-Appliance als neuen Appliance-Node ein.

» Entsorgen Sie die Quell-Appliance, wenn sie nicht mehr mit StorageGRID verwendet wird.
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Regierung unterliegt den Einschrankungen gemaf Unterabschnitt (b)(3) der Klausel ,Rights in Technical Data
— Noncommercial ltems* in DFARS 252.227-7013 (Februar 2014) und FAR 52.227-19 (Dezember 2007).

Die hierin enthaltenen Daten beziehen sich auf ein kommerzielles Produkt und/oder einen kommerziellen
Service (wie in FAR 2.101 definiert) und sind Eigentum von NetApp, Inc. Alle technischen Daten und die
Computersoftware von NetApp, die unter diesem Vertrag bereitgestellt werden, sind gewerblicher Natur und
wurden ausschlie3lich unter Verwendung privater Mittel entwickelt. Die US-Regierung besitzt eine nicht
ausschlieBliche, nicht Gbertragbare, nicht unterlizenzierbare, weltweite, limitierte unwiderrufliche Lizenz zur
Nutzung der Daten nur in Verbindung mit und zur Unterstitzung des Vertrags der US-Regierung, unter dem
die Daten bereitgestellt wurden. Sofern in den vorliegenden Bedingungen nicht anders angegeben, durfen die
Daten ohne vorherige schriftliche Genehmigung von NetApp, Inc. nicht verwendet, offengelegt, vervielfaltigt,
geandert, aufgefiihrt oder angezeigt werden. Die Lizenzrechte der US-Regierung fir das US-
Verteidigungsministerium sind auf die in DFARS-Klausel 252.227-7015(b) (Februar 2014) genannten Rechte
beschrankt.

Markeninformationen

NETAPP, das NETAPP Logo und die unter http://www.netapp.com/TM aufgefihrten Marken sind Marken von
NetApp, Inc. Andere Firmen und Produktnamen kénnen Marken der jeweiligen Eigentiimer sein.
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