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Konfiguration von Speicherpools

Was ist ein Speicherpool

Ein Speicherpool ist eine logische Gruppierung von Storage-Nodes oder Archiv-Nodes.
Sie konfigurieren Speicherpools, um zu bestimmen, wo das StorageGRID-System
Objektdaten und den verwendeten Storage-Typ speichert.

Storage-Pools haben zwei Attribute:

» Speicherklasse: Fir Storage-Nodes, die relative Performance beim Sichern von Speicher.

» Standort: Das Rechenzentrum, in dem Objekte gespeichert werden.

Storage-Pools werden in ILM-Regeln verwendet, um zu bestimmen, wo Objektdaten gespeichert werden.
Wenn Sie ILM-Regeln fir die Replikation konfigurieren, wahlen Sie einen oder mehrere Storage-Pools aus, die
entweder Storage-Nodes oder Archiv-Nodes enthalten. Wenn Sie Erasure Coding-Profile erstellen, wahlen Sie
einen Speicherpool aus, der Storage-Nodes enthalt.

Richtlinien zur Erstellung von Speicherpools

Befolgen Sie bei der Konfiguration und Verwendung von Speicherpools die folgenden
Richtlinien.

Richtlinien fiir alle Speicherpools

» StorageGRID enthalt einen Standard-Speicherpool, alle Storage-Nodes, der den Standardstandort, Alle
Standorte und die Standard-Storage-Klasse, alle Storage-Nodes verwendet. Der Speicherpool Alle
Storage-Nodes wird automatisch aktualisiert, wenn Sie neue Datacenter-Standorte hinzufiigen.

Es wird nicht empfohlen, den Speicherpool fiir alle Storage-Nodes oder den Standort Alle
Standorte zu verwenden, da diese Elemente automatisch aktualisiert werden, um neue

@ Sites, die Sie in eine Erweiterung einfligen, einzubeziehen. Dies ist moglicherweise nicht
das gewlinschte Verhalten. Bevor Sie den Storage-Pool aller Storage-Nodes oder den
Standardstandort verwenden, prifen Sie sorgfaltig die Richtlinien fir replizierte und mit
Erasure Coding gekennzeichnete Kopien.

» Halten Sie Storage-Pool-Konfigurationen so einfach wie moglich. Erstellen Sie nicht mehr Storage Pools
als notig.

* Erstellung von Storage-Pools mit so vielen Nodes wie mdglich Jeder Storage-Pool sollte zwei oder mehr
Nodes enthalten. Ein Storage-Pool mit unzureichenden Nodes kann ILM-Backlogs verursachen, wenn ein
Node nicht mehr verflgbar ist.

» Vermeiden Sie es, Storage-Pools zu erstellen oder zu verwenden, die sich Gberlappen (einen oder
mehrere derselben Nodes enthalten). Bei Uberschneidungen von Storage-Pools kann es sein, dass
mehrere Kopien von Objektdaten auf demselben Node gespeichert werden.

Richtlinien fiir Storage-Pools, die fiir replizierte Kopien verwendet werden

« Erstellen Sie fir jeden Standort einen anderen Speicherpool. Geben Sie dann in den Anweisungen zur
Platzierung fur jede Regel einen oder mehrere standortspezifische Speicherpools an. Durch die



Verwendung eines Storage Pools fiir jeden Standort wird sichergestellt, dass replizierte Objektkopien
genau an den erwarteten Ort platziert werden (z. B. eine Kopie jedes Objekts an jedem Standort zum Site-
Loss-Schutz).

* Wenn Sie einer Erweiterung einen Standort hinzufligen, erstellen Sie einen neuen Speicherpool fiir den
neuen Standort. Aktualisieren Sie dann ILM-Regeln, um zu steuern, welche Objekte auf der neuen Site
gespeichert werden.

* Verwenden Sie im Allgemeinen nicht den Standard-Speicherpool, alle Speicherknoten oder einen
beliebigen Speicherpool, der den Standardstandort, Alle Standorte enthalt.

Richtlinien flir Storage-Pools, die fur Kopien mit Verfahren zur Einhaltung von
Datenkonsistenz (Erasure Coding) verwendet werden

» Sie kdnnen Archiv-Knoten nicht zum Loschen codierter Daten verwenden.

* Die Anzahl der im Storage-Pool enthaltenen Storage-Nodes und -Standorte bestimmen, welche Erasure
Coding-Schemata zur Verfiigung stehen.

* Wenn ein Speicherpool nur zwei Standorte umfasst, kdnnen Sie diesen Speicherpool nicht flr Erasure
Coding verwenden. Fur einen Speicherpool mit zwei Standorten stehen keine Erasure Coding-Schemata
zur Verfligung.

* Verwenden Sie im Allgemeinen nicht den Standardspeicherpool, alle Speicherknoten oder einen beliebigen
Speicherpool, der den Standardstandort, Alle Standorte in einem beliebigen Erasure-Coding-Profil enthalt.

Wenn in Ihrem Grid nur ein Standort enthalten ist, konnen Sie den Speicherpool ,Alle

@ Speicherknoten® oder den Standardstandort ,Alle Standorte® in einem Erasure-Coding-Profil
nicht verwenden. Dieses Verhalten verhindert, dass das Erasure Coding-Profil ungultig wird,
wenn ein zweiter Standort hinzugeflgt wird.

» Bei hohen Durchsatzanforderungen wird die Erstellung eines Storage-Pools mit mehreren Standorten nicht
empfohlen, wenn die Netzwerklatenz zwischen Standorten grofier als 100 ms ist. Mit steigender Latenz
sinkt auch die Rate, mit der StorageGRID Objektfragmente erstellen, platzieren und abrufen kann,
aufgrund des geringeren TCP-Netzwerkdurchsatzes erheblich. Die Abnahme des Durchsatzes wirkt sich
auf die maximal erreichbaren Raten fiir Objekteinspeisung und -Abruf aus (wenn strenge oder
ausgewogene als Aufnahmeverhalten ausgewahlt werden) oder kann zu Backlogs in der ILM-
Warteschlange flihren (wenn Dual-Commit als Aufnahmeverhalten ausgewahlt wird).

* Wenn moglich, sollte ein Speicherpool mehr als die Mindestanzahl an Speicherknoten enthalten, die fir
das ausgewahlte Erasure-Coding-Schema erforderlich ist. Wenn Sie beispielsweise ein 6+3-Schema zur
Codierung von Ldschverfahren verwenden, missen Sie mindestens neun Storage-Nodes haben. Es wird
jedoch empfohlen, mindestens einen zusatzlichen Storage-Node pro Standort zu haben.

* Verteilen Sie Storage Nodes so gleichmaflig wie mdglich auf Standorte. Um beispielsweise ein 6+3
Erasure Coding-Schema zu unterstitzen, konfigurieren Sie einen Storage-Pool, der mindestens drei
Storage-Nodes an drei Standorten enthalt.

Richtlinien flir Speicherpools, die fur archivierte Kopien verwendet werden
» Es kann kein Speicherpool erstellt werden, der sowohl Speicherknoten als auch Archivknoten enthalt. Far
archivierte Kopien ist ein Storage-Pool erforderlich, der nur Archiv-Nodes enthalt.

* Wenn Sie einen Speicherpool verwenden, der Archivierungs-Nodes enthalt, sollten Sie auRerdem
mindestens eine replizierte oder mit Erasure Coding versehende Kopie in einem Speicherpool mit Storage-
Nodes verwalten.

» Wenn die globale S3-Objektsperre aktiviert ist und Sie eine konforme ILM-Regel erstellen, kénnen Sie



keinen Speicherpool verwenden, der auch Archiv-Nodes enthalt. Anweisungen zum Verwalten von
Objekten mit S3 Object Lock finden Sie in den Anleitungen.

* Wenn der Zieltyp eines Archiv-Node Cloud Tiering - Simple Storage Service (S3) lautet, muss sich der
Archiv-Node im eigenen Storage-Pool befinden. Siehe StorageGRID verwalten.

Verwandte Informationen

» Was ist Replizierung
» Verfahren zur Einhaltung von Datenkonsistenz (Erasure Coding
* Was sind die Erasure Coding-Schemata

» Verwendung mehrerer Storage Pools zur standortibergreifenden Replizierung

Verwendung mehrerer Storage Pools zur
standortubergreifenden Replizierung

Wenn lhre StorageGRID-Implementierung mehr als einen Standort umfasst, konnen Sie
den Site-Loss-Schutz durch die Erstellung eines Storage-Pools flur jeden Standort
aktivieren und in den Anweisungen zur Platzierung der Regeln beide Storage Pools
angeben. Wenn Sie beispielsweise eine ILM-Regel konfigurieren, um zwei replizierte
Kopien zu erstellen und Storage-Pools an zwei Standorten festzulegen, wird an jedem
Standort eine Kopie jedes Objekts erstellt. Wenn Sie eine Regel fur die Erstellung von
zwei Kopien konfigurieren und drei Speicherpools festlegen, werden die Kopien verteilt,
um die Festplattennutzung in den Speicherpools auszugleichen, wahrend gleichzeitig
sichergestellt wird, dass die beiden Kopien an unterschiedlichen Standorten gespeichert
werden.

Das folgende Beispiel zeigt, was passieren kann, wenn eine ILM-Regel replizierte Objektkopien in einen
einzelnen Storage-Pool mit Storage Nodes von zwei Standorten platziert. Da das System alle verfiigbaren
Nodes im Storage-Pool zum Speichern der replizierten Kopien verwendet, kann es alle Kopien von einigen
Objekten innerhalb eines der Standorte platzieren. In diesem Beispiel speicherte das System zwei Kopien von
Objekt AAA auf Storage Nodes an Standort 1 und zwei Kopien von Objekt CCC auf Storage Nodes an
Standort 2. Nur Objekt BBB ist geschitzt, wenn eine der Standorte ausfallt oder nicht mehr zuganglich ist.

Im Gegensatz dazu zeigt dieses Beispiel, wie Objekte gespeichert werden, wenn Sie mehrere Speicherpools
verwenden. Im Beispiel gibt die ILM-Regel an, dass zwei replizierte Kopien jedes Objekts erstellt und die
Kopien auf zwei Storage-Pools verteilt werden. Jeder Speicherpool enthalt alle Storage-Nodes an einem
Standort. Da an jedem Standort eine Kopie jedes Objekts gespeichert wird, werden Objektdaten gegen
Standortausfall oder Nichtverfugbarkeit geschitzt.
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— Make 2 Copies (2 sites, 2 pools)

Site 1, Pool 1 Site 2, Pool 2
Storage Node 1 Storage Node 2 Storage Node 3 Storage Node 4
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Beachten Sie bei der Verwendung mehrerer Speicherpools die folgenden Regeln:

* Wenn Sie n Kopien erstellen, missen Sie n oder mehr Speicherpools hinzufiigen. Wenn eine Regel
beispielsweise fiir die Erstellung von drei Kopien konfiguriert ist, missen Sie drei oder mehr Speicherpools
angeben.

* Wenn die Anzahl der Kopien der Anzahl der Storage-Pools entspricht, wird in jedem Storage-Pool eine
Kopie des Objekts gespeichert.

* Wenn die Anzahl der Kopien kleiner als die Anzahl der Storage-Pools ist, verteilt das System die Kopien,
um die Festplattennutzung auf den ausgeglichenen Pools zu halten, und um sicherzustellen, dass
mindestens zwei Kopien nicht im selben Storage-Pool gespeichert werden.

* Wenn sich die Speicherpools tberschneiden (die gleichen Storage-Nodes enthalten), werden
moglicherweise alle Kopien des Objekts an nur einem Standort gespeichert. Sie mussen sicherstellen,
dass die ausgewahlten Speicherpools nicht die gleichen Speicherknoten enthalten.

Verwenden eines Speicherpools als temporarer Speicherort
(veraltet)

Wenn Sie eine ILM-Regel mit einer Objektplatzierung erstellen, die einen einzelnen
Storage-Pool umfasst, werden Sie aufgefordert, einen zweiten Storage-Pool anzugeben,
der als temporarer Speicherort verwendet werden soll.

Temporare Speicherorte wurden veraltet und werden in einer zuklnftigen Version entfernt. Sie sollten einen
Speicherpool nicht als temporaren Speicherort fir eine neue ILM-Regel auswahlen.

@ Wenn Sie das strikte Aufnahmeverhalten auswahlen (Schritt 3 des Assistenten zur Erstellung
von ILM-Regeln), wird der temporare Speicherort ignoriert.

Verwandte Informationen

Datensicherungsoptionen fur die Aufnahme
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Erstellen Sie einen Speicherpool

Sie erstellen Storage-Pools, um zu bestimmen, wo das StorageGRID-System
Objektdaten und den verwendeten Storage-Typ speichert. Jeder Speicherpool umfasst
einen oder mehrere Standorte und eine oder mehrere Speicherklassen.

Was Sie benotigen
« Sie sind mit einem bei Grid Manager angemeldet Unterstutzter Webbrowser.

 Sie haben spezifische Zugriffsberechtigungen.

+ Sie haben die Richtlinien zum Erstellen von Speicherpools tberprift.

Uber diese Aufgabe

Storage Pools legen fest, wo Objektdaten gespeichert sind. Die Anzahl der erforderlichen Storage-Pools hangt
von der Anzahl der Standorte in Ihrem Grid und den gewlnschten Kopien ab: Repliziert oder Erasure Coding.

* FUr Replizierung und Erasure Coding fur einen Standort erstellen Sie fUr jeden Standort einen Storage-
Pool. Wenn Sie beispielsweise replizierte Objektkopien an drei Standorten speichern méchten, erstellen
Sie drei Storage Pools.

* Erstellen Sie fir das Erasure Coding an drei oder mehr Standorten einen Storage-Pool mit einem Eintrag
fur jeden Standort. Wenn Sie beispielsweise Objekte aus drei Standorten I6schen mdchten, erstellen Sie
einen Speicherpool. Wéhlen Sie das Plus-Symbol 4= So fugen Sie fir jede Site einen Eintrag hinzu:

Schlielen Sie den standardmafigen Standort ,Alle Standorte® nicht in einen Speicherpool

@ ein, der in einem Erasure-Coding-Profil verwendet wird. Fligen Sie stattdessen fiir jeden
Standort, der Daten mit dem Erasure Coding speichert, einen separaten Eintrag in den
Storage-Pool ein. Siehe Diesem Schritt Beispiel:

* Wenn Sie Uber mehrere Speicherklassen verfligen, erstellen Sie keinen Speicherpool, der unterschiedliche
Speicherklassen an einem einzelnen Standort enthalt. Siehe Richtlinien zur Erstellung von Speicherpools.

Schritte
1. Wahlen Sie ILM Storage Pools aus.

Die Seite Speicherpools wird angezeigt und listet alle definierten Speicherpools auf.
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Storage Pools

Storage Pools

A storage pool is a logical group of Storage MNodes or Archive Nodes and is used in ILM rules fo determine where object data is stored.

4 Creste _' ra E_dlt_ ,. x Remoué]l & View Details

Name © 11 Used Space @ 11 Free Space @ 1t Total Capacity @ 11 ILM Usage @
‘® Al Storage Nodes 1.10 MB 102.90 TB 102.30 TB Used in 1 ILM rule

Displaying 1 storage pool.

Cloud Storage Pools

You can add Cloud Storage Fools to ILM rules to store chjects outside of the StorageGRID system. A Cloud Storage Peol defines how to access the external bucket or container where objects will
be stored.

4 Create /‘E

No Cloud Storage Pools found.

Die Liste umfasst den systemstandardmaRigen Speicherpool, alle Speicherknoten, der den
systemstandardmafigen Standort, Alle Standorte und die Standard-Speicherklasse Alle Speicherknoten
verwendet.

Da der Speicherpool fir alle Storage-Nodes beim Hinzufligen neuer Datacenter-Standorte
automatisch aktualisiert wird, wird die Verwendung dieses Speicherpools in ILM-Regeln
nicht empfohlen.

2. Um einen neuen Speicherpool zu erstellen, wahlen Sie Erstellen.

Das Dialogfeld Speicherpool erstellen wird angezeigt.

Create Storage Pool

= For replication and single-site erasure coding, create a storage pool for 2ach site.
» Forerasure coding at three or more sites, click + to add each site to a single storage pool.
+ Do not add more than one storage grade for a single site.

Name
Site — Choose One — v Storage Grade All Storage Modes v L
Viewing Storage Pool -
Site Name Archive Nodes Storage Nodes

Cancel |

3. Geben Sie einen eindeutigen Namen flr den Speicherpool ein.

Verwenden Sie einen Namen, der bei der Konfiguration von Erasure Coding-Profilen und ILM-Regeln leicht
zu identifizieren ist.

4. Wahlen Sie aus der Dropdown-Liste Standort einen Standort fur diesen Speicherpool aus.



Wenn Sie einen Standort auswahlen, wird die Anzahl der Speicherknoten und Archivknoten in der Tabelle
automatisch aktualisiert.

Verwenden Sie im Allgemeinen nicht den standardmafligen Standort ,Alle Standorte® in einem
Speicherpool. ILM-Regeln, die einen Storage-Pool an allen Standorten verwenden, platzieren Objekte an
jedem beliebigen verfigbaren Standort, wodurch Sie weniger Kontrolle tber die Objektplatzierung haben.
Aullerdem verwendet ein Speicherpool fur alle Standorte sofort die Speicherknoten an einem neuen
Standort, was mdglicherweise nicht das erwartete Verhalten ist.

. Wahlen Sie aus der Dropdown-Liste Storage Grade den Storage-Typ aus, der verwendet werden soll,
wenn eine ILM-Regel diesen Speicherpool verwendet.

Die standardmaRige Speicherklasse ,Alle Speicherknoten® enthalt alle Speicherknoten am ausgewahlten
Standort. Die Standard-Speicherklasse Archiv-Knoten umfasst alle Archiv-Knoten am ausgewahlten
Standort. Wenn Sie zusatzliche Speicherklassen fir die Speicherknoten in Inrem Raster erstellt haben,
werden diese im Dropdown-Meni aufgelistet.

Wenn Sie den Speicherpool in einem Erasure Coding-Profil fir mehrere Standorte verwenden méchten,
wahlen Sie 4= So figen Sie dem Speicherpool einen Eintrag fur jeden Standort hinzu.

Create Storage Pool

« For replication and single-site erasure coding, create a storage pool for each site
= For erasure coding at three or more sites, select + to add each site to a single storage pool.
= Do not select mare than one storage grade for a single site.

MName All 3 Sites for Erasure Coding

Site Data Center 1 v Storage Grade All Storage Nodes ¥ x
Site Daia Center 2 v Storage Grade All Storage Modes v EI
Site Data Center 3 v Storage Grade All Storage Modes T += HEI
Viewing Storage Pool - All 3 Sites for Erasure Coding

Site Name Archive Nodes Storage Nodes

Cata Center 1 0 3

Data Center 2 0 3

Data Center 3 0 3

You are creating a multi-site storage pool, which should not be used for replication or single-site erasure coding.

=1

Sie kdnnen keine doppelten Eintrage erstellen oder einen Speicherpool erstellen, der
sowohl die Speicherklasse Archivknoten als auch jede Speicherklasse enthalt, die
@ Speicherknoten enthalt.

Sie sind gewarnt, wenn Sie mehr als einen Eintrag fur einen Standort, aber mit
verschiedenen Speicherklassen hinzufligen.



Um einen Eintrag zu entfernen, wahlen Sie %.

7. Wenn Sie mit Ihrer Auswahl zufrieden sind, wahlen Sie Speichern.

Der neue Speicherpool wird der Liste hinzugefligt.

Zeigen Sie Details zum Speicherpool an

Sie kdnnen die Details eines Speicherpools anzeigen, um zu bestimmen, wo der
Speicherpool verwendet wird, und um zu sehen, welche Nodes und Speicherklassen
enthalten sind.

Was Sie bendtigen

+ Sie sind mit einem bei Grid Manager angemeldet Unterstutzter Webbrowser.

« Sie haben spezifische Zugriffsberechtigungen.

Schritte

1.

Wahlen Sie ILM Storage Pools aus.
Die Seite Speicherpools wird angezeigt. Auf dieser Seite werden alle definierten Speicherpools aufgelistet.

Storage Pools

Storage Pools

A storage pool is & logical group of Storage Modes or Archive Modes and is used in ILM rules to determine where object data is stored.

L Crea!e| # Edit || % Remove I@ View Details |

Name & 11 Used Space @ 11 Free Space 11 Total Capacity © 1T ILM Usage ©
® Al Storage Nodes 1.86 MB 280TB 280 T8 Used in 1 ILM rule
DC1 62177 KB 932.42 GB 932.42 GB Used in 2 ILM rules
DC2 675.62 KB 932 .42 GB 932.42 GB Used in 2 ILM rules
DC3 578.95 KB 93242 GB 93242 GB Used in 1 ILM rule
All 3 Sites 1.88 MB 2807TB 280 TB Used in 1 ILM rule and 1 EC profile
Archive — — — —

Displaying & storage pools.

Cloud Storage Pools

You can add Cloud Storage Pools to ILM rules to store objects outside of the StorageGRID system. A Cloud Storage Pool defines how fo access the external bucket or coniainer
where objects will be stored.

| 4 Create || # Edit || % Remove || Clear Error

No Cloud Storage Pools found.

Die Tabelle enthalt die folgenden Informationen zu den einzelnen Storage-Pools, einschliellich Storage-
Nodes:
o Name: Der eindeutige Anzeigename des Speicherpools.

> Verwendeter Platz: Die Menge an Speicherplatz, die derzeit zum Speichern von Objekten im
Speicherpool verwendet wird.
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> Freier Raum: Der Speicherplatz, der zur Speicherung von Objekten im Speicherpool verfligbar bleibt.

o Gesamtkapazitat: Die Grolie des Speicherpools, die der gesamten nutzbaren Menge an Objektdaten

fur alle Knoten im Speicherpool entspricht.

o ILM-Nutzung: Wie der Speicherpool derzeit genutzt wird. Ein Storage-Pool kann ungenutzt sein oder
auch in einem oder mehreren ILM-Regeln, Erasure Coding-Profilen oder beidem verwendet werden.

@ Ein Speicherpool kann nicht entfernt werden, wenn er verwendet wird.

2. Um Details zu einem bestimmten Speicherpool anzuzeigen, wahlen Sie das entsprechende Optionsfeld
aus, und wahlen Sie Details anzeigen.

Der Storage Pool Details Modal wird angezeigt.

3. Auf der Registerkarte enthaltene Knoten erfahren Sie mehr Uber die Speicherknoten oder Archivknoten,

die im Speicherpool enthalten sind.

Storage Pool Details - DC1

Mumber of Nodes:
Site - Storage Grade:

Node Name

Nodes Included ILM Usage

3
DC1- All Skorage Modes

Site Name

Used (%&) (7]

4]

DC1-53

DC1-52

DC1-51

DCl

CCl

DCl

0.000%

0.000%

0.000%

Close

Die Tabelle enthalt die folgenden Informationen fur jeden Node:

o Node-Name

o Standortname

o Genutzt (%): Fir Storage-Nodes, der Prozentsatz des insgesamt nutzbaren Speicherplatzes fir
Objektdaten, der verwendet wurde. Dieser Wert enthalt keine Objektmetadaten.

Der gleiche verwendete (%) Wert wird auch im Diagramm Speicher verwendet -
@ Objektdaten fiir jeden Speicherknoten angezeigt (wahlen Sie NODES Storage Node
Storage).

4. Wahlen Sie die Registerkarte ILM-Nutzung aus, um festzustellen, ob der Speicherpool derzeit in ILM-

Regeln oder Erasure Coding-Profilen verwendet wird.

In diesem Beispiel wird der DC1-Speicherpool in drei ILM-Regeln verwendet: Zwei Regeln, die sich in der
aktiven ILM-Richtlinie befinden, und eine Regel, die nicht in der aktiven Richtlinie ist.



Storage Pool Details - DC1

Nodes Included ILM Usage

ILM Rules Using the Storage Pool

The following ILM rules in the active ILM policy (Example ILM policy) use this storage pool

« 3 copies for Account(i1
= 2 copies for smaller objects

1 ILM rule that is not in the active ILM policy uses this storage pool.

If you want to remove this storage pool, you must delete or edit avery rule where it is used. Go to the ILM Rules page (3.

EC Profiles Using the Storage Pool

No Erasure Coding profiles use this storage pool.

@ Sie kdnnen einen Speicherpool nicht entfernen, wenn er in einer ILM-Regel verwendet wird.

In diesem Beispiel wird der Speicherpool ,Alle 3 Standorte” in einem Erasure Coding-Profil verwendet.
Dieses Erasure Coding-Profil wird wiederum von einer ILM-Regel in der aktiven ILM-Richtlinie verwendet.

Storage Pool Details - All 3 Sites
Nodes Included ILM Usage

ILM Rules Using the Storage Pool

The following ILM rules in the active ILM policy (Example ILM paolicy) use this storage pool.
» EC larger objects

If you want to remaove this storage pool, you must delete or edit every rule where it is used. Go to the ILM Rules page (§

EC Profiles Using the Storage Pool

The following Erasure Coding profiles use this storage pool

Profile Mame Profile Status &
6 plus 3 Used in 1 ILM Rule
=]
@ Ein Speicherpool kann nicht entfernt werden, wenn er in einem Erasure Coding-Profil
verwendet wird.

5. Klicken Sie optional auf die Seite ILM-Regeln, um mehr Uber die Regeln zu erfahren und diese zu
verwalten, die den Speicherpool verwenden.

Anweisungen zum Arbeiten mit ILM-Regeln finden Sie in der Anleitung.
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6. Wenn Sie die Details des Speicherpools anzeigen, wahlen Sie SchlieRen.

Verwandte Informationen
Arbeiten Sie mit ILM-Regeln und ILM-Richtlinien

Speicherpool bearbeiten

Sie kdnnen einen Speicherpool bearbeiten, um seinen Namen zu andern oder Standorte
und Speicherklassen zu aktualisieren.

Was Sie bendtigen
« Sie sind mit einem bei Grid Manager angemeldet Unterstutzter Webbrowser.
+ Sie haben spezifische Zugriffsberechtigungen.
+ Sie haben die Richtlinien zum Erstellen von Speicherpools tberprift.

* Wenn Sie einen Speicherpool bearbeiten mdchten, der von einer Regel in der aktiven ILM-Richtlinie
verwendet wird, haben Sie Uberlegt, wie sich Ihre Anderungen auf die Platzierung von Objektdaten
auswirken.

Uber diese Aufgabe

Wenn Sie einem Speicherpool, der in der aktiven ILM-Richtlinie verwendet wird, eine neue Speicherklasse
hinzufligen, beachten Sie, dass die Speicherknoten in der neuen Speicherklasse nicht automatisch verwendet
werden. Damit StorageGRID die Verwendung einer neuen Storage-Klasse erzwingen kann, missen Sie eine
neue ILM-Richtlinie aktivieren, nachdem Sie den bearbeiteten Speicherpool gespeichert haben.

Schritte
1. Wahlen Sie ILM Storage Pools aus.

Die Seite Speicherpools wird angezeigt.
2. Wahlen Sie das Optionsfeld fir den Speicherpool aus, den Sie bearbeiten mochten.
Der Speicherpool Alle Speicherknoten kann nicht bearbeitet werden.

3. Wahlen Sie Bearbeiten.
4. Andern Sie bei Bedarf den Namen des Speicherpools.

5. Wahlen Sie bei Bedarf andere Standorte und Lagersorten aus.

Sie kdnnen die Standort- oder Speicherklasse nicht andern, wenn der Speicherpool in
einem Erasure-Coding-Profil verwendet wird und die Anderung das Erasure-Coding-

@ Schema unglltig machen wirde. Wenn beispielsweise ein in einem Erasure Coding-Profil
verwendeter Speicherpool derzeit einen Storage-Grade mit nur einem Standort umfasst,
kénnen Sie keinen Storage-Grade mit zwei Standorten verwenden, da die Anderung das
Erasure Coding-Schema ungultig machen wirde.

6. Wahlen Sie Speichern.

Nachdem Sie fertig sind

Wenn Sie einem Storage-Pool, der in der aktiven ILM-Richtlinie verwendet wird, eine neue Storage-Klasse
hinzugefugt haben, aktivieren Sie eine neue ILM-Richtlinie, um die Verwendung der neuen Storage-Klasse
durch StorageGRID zu erzwingen. Klonen Sie beispielsweise lhre vorhandene ILM-Richtlinie und aktivieren
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Sie dann den Klon.

Entfernen Sie einen Speicherpool
Sie kdnnen einen Speicherpool entfernen, der nicht verwendet wird.

Was Sie benétigen
« Sie sind mit einem bei Grid Manager angemeldet Unterstutzter Webbrowser.

« Sie haben spezifische Zugriffsberechtigungen.

Schritte
1. Wahlen Sie ILM Storage Pools aus.

Die Seite Speicherpools wird angezeigt.

2. Sehen Sie sich die Spalte ILM-Nutzung in der Tabelle an, um zu bestimmen, ob Sie den Speicherpool
entfernen kdnnen.

Ein Speicherpool kann nicht entfernt werden, wenn er in einer ILM-Regel oder in einem Erasure Coding-
Profil verwendet wird. Wahlen Sie nach Bedarf Details anzeigen ILM-Nutzung aus, um festzustellen, wo
ein Speicherpool verwendet wird.
3. Wenn der Speicherpool, den Sie entfernen mochten, nicht verwendet wird, aktivieren Sie das Optionsfeld.
4. Wahlen Sie Entfernen.

5. Wahlen Sie OK.
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