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Managen Sie Storage-Nodes

Allgemeines zum Verwalten von Storage-Nodes

Storage-Nodes stellen Festplattenkapazitat und Services zur Verfligung. Das Verwalten
von Storage-Nodes umfasst Folgendes:

* Management der Storage-Optionen

* Um zu verstehen, welche Wasserzeichen fiir das Storage-Volume sind und wie Sie mit Wasserzeichen-
Uberschreibungen steuern kénnen, wann Storage-Nodes schreibgeschiitzt sind

» Monitoring und Management des Speicherplatzes, der fir Objektmetadaten verwendet wird
» Globale Einstellungen fiir gespeicherte Objekte konfigurieren
» Konfigurationseinstellungen fir Speicherknoten werden angewendet

» Verwalten vollstandiger Speicherknoten

Was ist ein Storage-Node?

Storage-Nodes managen und speichern Objektdaten und Metadaten. Jedes
StorageGRID System muss mindestens drei Storage-Nodes aufweisen. Wenn Sie tUber
mehrere Standorte verfugen, muss jeder Standort im StorageGRID System auch drei
Storage-Nodes aufweisen.

Ein Storage Node umfasst die Services und Prozesse, die zum Speichern, Verschieben, Uberprifen und
Abrufen von Objektdaten und Metadaten auf der Festplatte erforderlich sind. Auf der Seite NODES kdnnen Sie
detaillierte Informationen zu den Speicherknoten anzeigen.

Was ist der ADC-Dienst?

Der Dienst Administrative Domain Controller (ADC) authentifiziert Grid-Knoten und ihre Verbindungen
miteinander. Der ADC-Service wird auf jedem der ersten drei Storage-Nodes an einem Standort gehostet.

Der ADC-Dienst verwaltet Topologiedaten, einschliel3lich Standort und Verfiigbarkeit von Diensten. Wenn ein
Grid-Knoten Informationen von einem anderen Grid-Knoten bendétigt oder eine Aktion von einem anderen Grid-
Knoten ausgefiihrt werden muss, kontaktiert er einen ADC-Service, um den besten Grid-Knoten fur die
Bearbeitung seiner Anforderung zu finden. Dartiber hinaus behalt der ADC-Dienst eine Kopie der
Konfigurationspakete der StorageGRID-Bereitstellung bei, sodass jeder Grid-Knoten aktuelle
Konfigurationsinformationen abrufen kann.ADC-Informationen fir einen Speicherknoten kdnnen Sie auf der
Seite Grid Topology anzeigen (SUPPORT Grid Topology).

Zur Erleichterung von verteilten und isanded-Operationen synchronisiert jeder ADC-Dienst Zertifikate,
Konfigurationspakete und Informationen tber Services und Topologie mit den anderen ADC-Diensten im
StorageGRID-System.

Im Allgemeinen unterhalten alle Rasterknoten eine Verbindung zu mindestens einem ADC-Dienst. So wird
sichergestellt, dass die Grid-Nodes immer auf die neuesten Informationen zugreifen. Wenn Grid-Nodes
verbunden sind, speichern sie Zertifikate anderer Grid-Nodes’, sodass die Systeme auch dann weiterhin mit
bekannten Grid-Nodes funktionieren konnen, wenn ein ADC-Service nicht verfiigbar ist. Neue Grid-Knoten
kénnen nur Verbindungen tber einen ADC-Dienst herstellen.



Durch die Verbindung jedes Grid-Knotens kann der ADC-Service Topologiedaten erfassen. Die Informationen
zu diesem Grid-Node umfassen die CPU-Last, den verfliigbaren Festplattenspeicher (wenn der Storage
vorhanden ist), unterstitzte Services und die Standort-ID des Grid-Node. Andere Dienste fragen den ADC-
Service nach Topologiedaten durch Topologieabfragen. Der ADC-Dienst reagiert auf jede Abfrage mit den
neuesten Informationen, die vom StorageGRID-System empfangen wurden.

Was ist der DDS-Service?

Der DDS-Service (Distributed Data Store) wird von einem Storage-Node gehostet und fihrt
Hintergrundaufgaben zu den im StorageGRID-System gespeicherten Objektmetadaten durch.

Anzahl der Objekte

Der DDS-Dienst verfolgt die Gesamtzahl der im StorageGRID-System aufgenommenen Objekte sowie die
Gesamtzahl der Uber die unterstitzten Schnittstellen (S3 oder Swift) des Systems aufgenommenen Objekte.

Die Gesamtzahl der Objekte wird auf der Registerkarte Objekte auf der Registerkarte Knoten fiir jeden
Speicherknoten angezeigt.
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Abfragen

Sie kénnen die durchschnittliche Zeit fur die Ausfliihrung einer Abfrage zum Metadatenspeicher durch den



spezifischen DDS-Dienst, die Gesamtzahl der erfolgreichen Abfragen und die Gesamtanzahl der
fehlgeschlagenen Abfragen fur ein Timeout-Problem identifizieren.

Vielleicht mdchten Sie nach Abfrageinformationen suchen, um den Zustand des Metadatenspeichers,
Cassandra, zu Uberwachen. Dies hat Auswirkungen auf die Aufnahme- und Abrufleistung des Systems. Wenn
beispielsweise die Latenz fiir eine durchschnittliche Abfrage langsam ist und die Anzahl fehlgeschlagener
Abfragen aufgrund von Timeouts hoch ist, kann der Metadatenspeicher zu einer héheren Last fihren oder
einen anderen Vorgang ausfuhren.

Sie kdnnen auch die Gesamtzahl der Abfragen anzeigen, die aufgrund von Konsistenzfehlern fehlgeschlagen
sind. Fehler auf Konsistenzebene resultieren aus einer unzureichenden Anzahl von verfligbaren
Metadatenspeichern zum Zeitpunkt der Durchfiihrung einer Abfrage durch den spezifischen DDS-Service.

Auf der Diagnoseseite konnen Sie weitere Informationen zum aktuellen Status lhres Rasters abrufen. Siehe
Flhren Sie eine Diagnose aus.

Konsistenzgarantien und -Kontrollen

StorageGRID garantiert die Konsistenz zwischen Lese- und Schreibvorgangen bei neu erstellten Objekten.
Jeder GET-Vorgang nach einem erfolgreich abgeschlossenen PUT-Vorgang kann die neu geschriebenen
Daten lesen. Uberschreibungen vorhandener Objekte, Metadatenaktualisierungen und -Léschungen bleiben
irgendwann konsistent.

Was ist der LDR-Service?

Der Service Local Distribution Router (LDR) wird von jedem Speicherknoten gehostet und Gibernimmt den
Content-Transport des StorageGRID-Systems. Der Content-Transport umfasst viele Aufgaben, einschlielich
Datenspeicherung, Routing und Bearbeitung von Anfragen. Der LDR-Service erledigt den Grof3teil der harten
Arbeit des StorageGRID-Systems durch die Handhabung von Datenubertragungslasten und
Datenverkehrsfunktionen.

Der LDR-Service GUbernimmt folgende Aufgaben:

» Abfragen

« Information Lifecycle Management-Aktivitaten (ILM

» Léschen von Objekten

* Objekt-Storage

» Objektdatenlibertragung von einem anderen LDR-Service (Storage Node)
« Datenspeicher-Management

* Protokollschnittstellen (S3 und Swift)

Der LDR-Service managt auch die Zuordnung von S3- und Swift-Objekten zu den eindeutigen ,Content
Handles" (UUIDs), die das StorageGRID System jedem aufgenommene Objekt zuweist.

Abfragen

LDR-Abfragen umfassen Abfragen zum Objektspeicherort wahrend Abruf- und Archivierungsvorgangen. Sie
kdénnen die durchschnittliche Zeit zum Ausfiihren einer Abfrage, die Gesamtzahl der erfolgreichen Abfragen
und die Gesamtzahl der Abfragen, die aufgrund eines Timeout-Problems fehlgeschlagen sind, identifizieren.

Sie kdnnen Abfrageinformationen prifen, um den Zustand des Metadatenspeichers zu Gberwachen und die
Aufnahme- und Abrufleistung des Systems zu beeintrachtigen. Wenn beispielsweise die Latenz fir eine
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durchschnittliche Abfrage langsam ist und die Anzahl fehlgeschlagener Abfragen aufgrund von Timeouts hoch
ist, kann der Metadatenspeicher zu einer héheren Last fuhren oder einen anderen Vorgang ausfihren.

Sie kdnnen auch die Gesamtzahl der Abfragen anzeigen, die aufgrund von Konsistenzfehlern fehlgeschlagen
sind. Fehler auf Konsistenzebene resultieren aus einer unzureichenden Anzahl an verfligbaren
Metadatenspeichern zum Zeitpunkt einer Abfrage durch den spezifischen LDR-Service.

Auf der Diagnoseseite konnen Sie weitere Informationen zum aktuellen Status lhres Rasters abrufen. Siehe
Flhren Sie eine Diagnose aus.

ILM-Aktivitat

Mithilfe der ILM-Metriken (Information Lifecycle Management) kénnen Sie die Bewertung von Objekten fir die
ILM-Implementierung durchfiihren. Sie kénnen diese Kennzahlen auf dem Dashboard oder auf NODES
Storage Node ILM anzeigen.

Objektspeicher

Der zugrunde liegende Datenspeicher eines LDR-Service wird in eine feste Anzahl an Objektspeichern (auch
Storage-Volumes genannt) unterteilt. Jeder Objektspeicher ist ein separater Bereitstellungspunkt.

Auf der Seite Knoten Speicher sehen Sie die Objektspeicher fir einen Speicherknoten.

Object stores
D@ = Size @ = Available @ = Replicated data @ = ECdata @ = Objectdata (%) @ % Health @ =
0000 107.32GB 96.44GB 1ls 12460 KB ql, 0 bytes ly 0.00% No Errors
0oO01 107.32GB 107.18GB 1l 0 bytes 1l 0bytes 1l 0.00% No Errors
0002 107.32GB 107.18GB qls 0 bytes l, 0 bytes 1, 0.00% Mo Errors

Das Objekt speichert in einem Storage-Node werden durch eine Hexadezimalzahl zwischen 0000 und 002F
identifiziert, die als Volume-ID bezeichnet wird. Der Speicherplatz ist im ersten Objektspeicher (Volume 0) flr
Objekt-Metadaten in einer Cassandra-Datenbank reserviert. Fiir Objektdaten werden alle verbleibenden
Speicherplatz auf diesem Volume verwendet. Alle anderen Objektspeichern werden ausschliel3lich fur
Objektdaten verwendet, zu denen replizierte Kopien und nach dem Erasure-Coding-Verfahren Fragmente
gehoren.

Um sicherzustellen, dass selbst der Speicherplatz fir replizierte Kopien genutzt wird, werden Objektdaten fur
ein bestimmtes Objekt auf Basis des verfligbaren Storage in einem Objektspeicher gespeichert. Wenn ein oder
mehrere Objektspeichern die Kapazitat voll haben, speichern die Ubrigen Objektspeicher weiterhin Objekte, bis
kein Platz mehr auf dem Speicherknoten vorhanden ist.

Metadatensicherung

Objektmetadaten sind Informationen mit oder eine Beschreibung eines Objekts, z. B. Anderungszeit des
Objekts oder der Storage-Standort. StorageGRID speichert Objekt-Metadaten in einer Cassandra-Datenbank,
die Uber eine Schnittstelle zum LDR-Service verfugt.

Um Redundanz sicherzustellen und so vor Verlust zu schiitzen, werden an jedem Standort drei Kopien von
Objekt-Metadaten aufbewahrt. Die Kopien werden gleichmaRig auf alle Storage-Nodes an jedem Standort
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verteilt. Diese Replikation ist nicht konfigurierbar und wird automatisch ausgefihrt.

Management von Objekt-Metadaten-Storage

Storage-Optionen managen

Storage-Optionen umfassen die Einstellungen fir die Objektsegmentierung, die aktuellen
Werte fur Storage-Volume-Wasserzeichen und die Einstellung fur reservierten
Speicherplatz. Sie kdnnen auch die S3- und Swift-Ports anzeigen, die vom veralteten
CLB-Dienst auf Gateway-Nodes und vom LDR-Service auf Storage-Nodes verwendet

werden.

Informationen zu Port-Zuweisungen finden Sie unter Zusammenfassung: IP-Adressen und Ports fur Client-

Verbindungen.

Storage Options Storage Options Overview

S Updated: 2021-11-23 11:01:41 MST

Configuration
Object Segmentation
Description Settings
Segmentation Enabled
Maximum Segment Size 1GB
Storage Watermarks
Description Settings
Storage Volume Read-Write Watermark Cverride 0B
Storage Volume Soft Read-Only Watermark Override 0B
Sterage Velume Hard Read-Only Watermark Override 0B
Metadata Reserved Space 3,000 GB
Ports
Description Settings
CLB 53 Port 8082
CLB Swift Port 8083
LDR 53 Port 18082
LDR Swift Port 18083

Was ist Objektsegmentierung?

Objektsegmentierung ist der Vorgang, ein Objekt in eine Sammlung kleinerer Objekte mit
fester GroRe aufzuteilen, um die Speicherung und Ressourcennutzung fur grof3e Objekte
zu optimieren. Auch beim S3-Multi-Part-Upload werden segmentierte Objekte erstellt,
wobei ein Objekt die einzelnen Teile darstellt.

Wenn ein Objekt in das StorageGRID-System aufgenommen wird, teilt der LDR-Service das Objekt in
Segmente auf und erstellt einen Segment-Container, der die Header-Informationen aller Segmente als Inhalt
auflistet.
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Beim Abruf eines Segment-Containers fasst der LDR-Service das urspringliche Objekt aus seinen Segmenten
zusammen und gibt das Objekt dem Client zurtick.

Der Container und die Segmente werden nicht notwendigerweise auf demselben Storage-Node gespeichert.
Container und Segmente kénnen auf jedem Storage-Node innerhalb des in der ILM-Regel angegebenen
Speicherpools gespeichert werden.

Jedes Segment wird vom StorageGRID System unabhangig behandelt und tragt zur Anzahl der Attribute wie
verwaltete Objekte und gespeicherte Objekte bei. Wenn ein im StorageGRID System gespeichertes Objekt
beispielsweise in zwei Segmente aufgeteilt wird, erhdht sich der Wert von verwalteten Objekten nach
Abschluss der Aufnahme um drei Segmente:

Segmentcontainer + Segment 1 + Segment 2 = drei gespeicherte Objekte

Die Performance beim Umgang mit groRen Objekten I&sst sich verbessern, indem Folgendes sichergestellt
wird:

» Jedes Gateway und jeder Storage-Node verfiigt Uber eine ausreichende Netzwerkbandbreite fiir den
erforderlichen Durchsatz. Konfigurieren Sie beispielsweise separate Grid- und Client-Netzwerke auf 10-
Gbit/s-Ethernet-Schnittstellen.

* FUr den erforderlichen Durchsatz werden ausreichend Gateway und Storage-Nodes implementiert.

 Jeder Storage-Node verfligt Gber eine ausreichende Festplatten-1/0O-Performance fir den erforderlichen
Durchsatz.

Was sind Wasserzeichen fur Storage-Volumes?

StorageGRID verwendet drei Storage-Volume-Wasserzeichen, um sicherzustellen, dass
Storage-Nodes sicher in einen schreibgeschutzten Zustand uberfuhrt werden, bevor
deren Speicherplatz kritisch knapp wird. Damit konnen Storage-Nodes, die aus einem
schreibgeschitzten Zustand migriert wurden, erneut Lese- und Schreibvorgange werden.



Storage Volume

Hard Read-Only Watermark

Soft Read-Only Watermark

Read-Write Watermark =------1==sssssssccccccacacs.ccunecnnnn-.

Storage Volume-Wasserzeichen gelten nur flr den Speicherplatz, der fir replizierte und nach

CD Datenkonsistenz (Erasure Coding) verwendet wird. Weitere Informationen Uber den
Speicherplatz, der fiir Objekt-Metadaten auf Volume 0O reserviert ist, finden Sie
unterManagement von Objekt-Metadaten-Storage.

Was ist das Soft Read-Only Watermark?

Das Speichervolumen Soft Read-Only Watermark ist das erste Wasserzeichen, das angibt, dass der fir
Objektdaten nutzbare Speicherplatz eines Speicherknoten voll wird.

Wenn jedes Volume in einem Storage-Node weniger freien Speicherplatz als das Soft Read-Only-
Wasserzeichen dieses Volumes besitzt, wechselt der Storage-Node in den Modus read-only.
Schreibgeschiitzter Modus bedeutet, dass der Storage Node fiir den Rest des StorageGRID Systems
schreibgeschutzte Dienste anbietet, aber alle ausstehenden Schreibanforderungen erfiillt.

Angenommen, jedes Volume in einem Speicherknoten hat einen Soft Read-Only-Wasserzeichen von 10 GB.
Sobald jedes Volume weniger als 10 GB freien Speicherplatz hat, wechselt der Storage-Node in den Modus
»S0ft Read”.

Was ist die Hard Read-Only Watermark?

Das Speichervolumen Hard Read-Only Watermark ist das nachste Wasserzeichen, um anzuzeigen, dass
der nutzbare Speicherplatz eines Knotens flir Objektdaten voll wird.

Wenn der freie Speicherplatz auf einem Volume kleiner ist als das harte Read-Only-Wasserzeichen dieses
Volumes, schlagt das Schreiben auf das Volume fehl. Schreibvorgange auf anderen Volumes kénnen jedoch
fortgesetzt werden, bis der freie Speicherplatz auf diesen Volumes kleiner als ihre Hard Read-Only-
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Wasserzeichen ist.

Angenommen, jedes Volume in einem Speicherknoten hat einen Hard Read-Only-Wasserzeichen von 5 GB.
Sobald jedes Volume weniger als 5 GB freien Speicherplatz hat, akzeptiert der Speicherknoten keine
Schreibanforderungen mehr.

Der Hard Read-Only-Wasserzeichen ist immer kleiner als der Soft Read-Only-Wasserzeichen.

Was ist der Read-Write-Wasserzeichen?

Das Storage Volume Read-Write Watermark gilt nur fur Storage-Nodes, die in den schreibgeschitzten
Modus gewechselt sind. Er bestimmt, wann der Node wieder Lese-/Schreibzugriff werden kann. Wenn der freie
Speicherplatz auf einem Speichervolumen in einem Speicherknoten grofer ist als das Read-Write-
Wasserzeichen dieses Volumes, wechselt der Knoten automatisch zurtick in den Lese-Schreib-Zustand.

Angenommen, der Storage-Node ist in den schreibgeschitzten Modus migriert. Nehmen Sie auch an, dass
jedes Volume ein Read-Write-Wasserzeichen von 30 GB hat. Sobald der freie Speicherplatz eines beliebigen
Volumes auf 30 GB ansteigt, wird der Node erneut zum Lesen/Schreiben.

Der Read-Write-Wasserzeichen ist immer groer als der Soft Read-Only-Wasserzeichen und der Hard Read-
Only-Wasserzeichen.

Anzeigen von Wasserzeichen fiir Speichervolumen

Sie kénnen die aktuellen Einstellungen fiir Wasserzeichen und die systemoptimierten Werte anzeigen. Wenn
keine optimierten Wasserzeichen verwendet werden, konnen Sie festlegen, ob Sie die Einstellungen anpassen
kénnen oder sollten.

Was Sie bendtigen

 Sie haben das Upgrade auf StorageGRID 11.6 abgeschlossen.
« Sie sind mit einem bei Grid Manager angemeldet Unterstitzter Webbrowser.

+ Sie haben die Root-Zugriffsberechtigung.
Aktuelle Wasserzeichen-Einstellungen anzeigen
Im Grid Manager kénnen Sie die aktuellen Einstellungen fiir Speicherwasserzeichen anzeigen.

Schritte
1. Wahlen Sie KONFIGURATION System Speicheroptionen.

2. Sehen Sie sich im Abschnitt Speicherwasserzeichen die Einstellungen fiir die drei Uberschreibungen der
Speichervolumen an.
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Storage Options Storage Options Overview

E Lipdated: 2021:11-22 13:57:51 MST
Overview pda <

Configuration

Object Segmentation

Description’ Settings
Segmentation Enabled
Maximum Segment Size 1 GB

Storage Watermarks

| Description Seftings
Storage Volume Read-Write Watermark Override 0B [
Storage Volume Soft Read-Only Watermark Overide 0B
| Storage Velume Hard Read-Only Watermark Override 0B J
“Metadata Reserved Space 3,000 GB
Ports
Description’ Settings
CLB S3 Port 2082
CLB Swift Port 8083
LDR 53 Port 18082
LDR Swift Port 18083

> Wenn die Wasserzeichen 0 Uberschreiben, sind alle drei Wasserzeichen flr jedes Speichervolumen
auf jedem Speicherknoten optimiert, basierend auf der GréRe des Speicherknoten und der relativen
Kapazitat des Volumes.

Dies ist die Standardeinstellung und die empfohlene Einstellung. Sie sollten diese Werte nicht
aktualisieren. Nach Bedarf kdnnen Sie optional Anzeigen optimierter Speicherabdriicke.

> Wenn es sich bei den Wasserzeichen um nicht-0-Werte handelt, werden benutzerdefinierte (nicht
optimierte) Wasserzeichen verwendet. Es wird nicht empfohlen, benutzerdefinierte Wasserzeichen zu
verwenden. Befolgen Sie die Anweisungen flir Fehlerbehebung Warnungen bei niedriger
Schreibschutzmarke Uberschreiben Um zu bestimmen, ob Sie die Einstellungen anpassen kénnen
oder sollen.

Anzeigen optimierter Speicherabdriicke

StorageGRID verwendet zwei Prometheus-Kennzahlen, um die optimierten Werte anzuzeigen, die es fur das
Speichervolumen Soft Read-Only Watermark berechnet hat. Sie kdnnen die minimalen und maximalen
optimierten Werte fiir jeden Speicherknoten in Ihrem Raster anzeigen.

1. Wahlen Sie SUPPORT Tools Kennzahlen aus.

2. Wahlen Sie im Abschnitt Prometheus den Link aus, um auf die Benutzeroberflache von Prometheus
zuzugreifen.

3. Um das empfohlene Mindestwasserzeichen fur weichen, schreibgeschutzten Wert anzuzeigen, geben Sie
die folgende Prometheus-Metrik ein, und wahlen Sie Ausfiihren:

storagegrid storage volume minimum optimized soft readonly watermark

In der letzten Spalte wird der mindestens optimierte Wert des ,Soft Read-Only“-Wasserzeichens fir alle
Storage-Volumes auf jedem Storage-Node angezeigt. Wenn dieser Wert grof3er ist als die
benutzerdefinierte Einstellung fir das Speichervolumen-Soft-Read-Only-Wasserzeichen, wird fir den
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Speicherknoten die Warnung Low read-only Watermark override ausgelost.

4. Um das empfohlene maximale Softread-only-Wasserzeichen anzuzeigen, geben Sie die folgende
Prometheus-Metrik ein und wahlen Sie Ausfiihren:

storagegrid storage volume maximum optimized soft readonly watermark

In der letzten Spalte wird der maximal optimierte Wert des ,Soft Read-Only“-Wasserzeichens fur alle
Storage-Volumes auf jedem Storage-Node angezeigt.

Management von Objekt-Metadaten-Storage

Die Kapazitat der Objektmetadaten eines StorageGRID Systems steuert die maximale
Anzahl an Objekten, die auf diesem System gespeichert werden konnen. Um
sicherzustellen, dass Ihr StorageGRID System Uber ausreichend Platz zum Speichern
neuer Objekte verfugt, mussen Sie wissen, wo und wie StorageGRID Objekt-Metadaten
speichert.

Was sind Objekt-Metadaten?

Objektmetadaten sind alle Informationen, die ein Objekt beschreiben. StorageGRID verwendet
Objektmetadaten, um die Standorte aller Objekte im Grid zu verfolgen und den Lebenszyklus eines jeden
Objekts mit der Zeit zu managen.

Fir ein Objekt in StorageGRID enthalten die Objektmetadaten die folgenden Informationstypen:

» Systemmetadaten, einschliellich einer eindeutigen ID fir jedes Objekt (UUID), dem Objektnamen, dem
Namen des S3-Buckets oder Swift-Containers, dem Mandanten-Kontonamen oder -ID, der logischen
Grolde des Objekts, dem Datum und der Uhrzeit der ersten Erstellung des Objekts Und Datum und Uhrzeit
der letzten Anderung des Objekts.

+ Alle mit dem Objekt verknlpften Schllissel-Wert-Paare fir benutzerdefinierte Benutzer-Metadaten.
» Bei S3-Objekten sind alle dem Objekt zugeordneten Objekt-Tag-Schlisselwert-Paare enthalten.
* Der aktuelle Storage-Standort jeder Kopie fur replizierte Objektkopien

* FUr Objektkopien mit Erasure-Coding-Verfahren wird der aktuelle Speicherort der einzelnen Fragmente
gespeichert.

» Bei Objektkopien in einem Cloud Storage Pool befindet sich der Speicherort des Objekts, einschliellich
des Namens des externen Buckets und der eindeutigen Kennung des Objekts.

* FUr segmentierte Objekte und mehrteilige Objekte, Segment-IDs und Datengrofen.

Wie werden Objekt-Metadaten gespeichert?

StorageGRID speichert Objektmetadaten in einer Cassandra-Datenbank, die unabhangig von Objektdaten
gespeichert werden. Um Redundanz zu gewahrleisten und Objekt-Metadaten vor Verlust zu schiitzen,
speichert StorageGRID drei Kopien der Metadaten fur alle Objekte im System an jedem Standort. Die drei
Kopien der Objektmetadaten werden gleichmaRig auf alle Storage-Nodes an jedem Standort verteilt.

Diese Abbildung zeigt die Speicherknoten an zwei Standorten. Jeder Standort verflgt Uber die gleiche Menge
an Objektmetadaten, die auf die Storage-Nodes an diesem Standort verteilt werden.
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—_— Site 1 Site 2

HEHE NEEER

Three Storage Nodes Five Storage Nodes

Object metadata

Wo werden Objekt-Metadaten gespeichert?

Diese Abbildung zeigt die Storage Volumes flir einen einzelnen Storage-Node.

Storage Node

Volume 0 Volume 1 Volume 2 Volume n

Object Object Object
space space space

Wie in der Abbildung dargestellt, reserviert StorageGRID Speicherplatz flir Objekt-Metadaten auf dem Storage
Volume 0 jedes Storage-Nodes. Sie verwendet den reservierten Speicherplatz zum Speichern von
Objektmetadaten und zum Ausflihren wichtiger Datenbankvorgange. Alle tbrigen Speicherplatz auf dem
Storage Volume 0 und allen anderen Storage Volumes im Storage Node werden ausschlielich fur
Objektdaten (replizierte Kopien und nach Datenkonsistenz) verwendet.

Die Menge an Speicherplatz, die flir Objektmetadaten auf einem bestimmten Storage-Node reserviert ist,
hangt von einer Reihe von Faktoren ab, die im Folgenden beschrieben werden.

Einstellung flir reservierten Speicherplatz fir Metadaten

Die Einstellung Metadaten Reserved Space stellt die Menge an Speicherplatz dar, die fir Metadaten auf
Volume 0 jedes Storage-Node reserviert wird. Wie in der Tabelle dargestellt, basiert der Standardwert dieser
Einstellung fiir StorageGRID 11.6 auf dem folgenden:
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» Die Softwareversion, die Sie bei der Erstinstallation von StorageGRID verwendet haben.

* Die RAM-Menge auf jedem Storage-Node.

Fur die Erstinstallation von RAM-GroRe auf Speicherknoten Standardeinstellung fiir
StorageGRID verwendete Version reservierten Speicherplatz bei

Metadaten fiir StorageGRID 11.6
11.5/11.6 128 GB oder mehr auf jedem 8 TB (8,000 GB)

Storage-Node im Grid

Weniger als 128 GB auf jedem 3 TB (3,000 GB)
Storage-Node im Grid

11.1 bis 11.4 128 GB oder mehr auf jedem 4 TB (4,000 GB)
Speicherknoten an einem
beliebigen Standort

Weniger als 128 GB auf jedem 3 TB (3,000 GB)
Speicherknoten an jedem Standort

11.0 oder friher Beliebiger Betrag 2 TB (2,000 GB)

So zeigen Sie die Einstellung fiir den reservierten Metadatenspeicherplatz fur Ihr StorageGRID-System an:

1. Wahlen Sie KONFIGURATION System Speicheroptionen.

2. Suchen Sie in der Tabelle Speicherwasserzeichen Metadatenreservierter Speicherplatz.

Storage Options Overview
Updated: 2021-12-10 13:53:01 M5T

&)

Object Segmentation

Description Settings
Segmentation Enabled
Maximum Segment Size 1GB
Storage Watermarks
Description Seftings
Storage Volume Read-Write Watermark Override 0B
Storage Volume Soft Read-Only Watermark Override 0B
_=torage Volume Hard Read-Only Watermark Overide. e
| Metadata Reserved Space 8,000 GB

Im Screenshot betragt der Wert Metadaten reservierter Speicherplatz 8,000 GB (8 TB). Dies ist die
Standardeinstellung fiir eine neue StorageGRID 11.6-Installation, bei der jeder Speicherknoten 128 GB oder
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mehr RAM hat.

Tatsachlich reservierter Speicherplatz fiir Metadaten

Im Gegensatz zur Einstellung ,systemweiter reservierter Speicherplatz fir Metadaten® wird fir jeden Storage-
Node der_tatsachlich reservierte Speicherplatz_ fir Objektmetadaten ermittelt. Fir jeden bestimmten Storage-
Node hangt der tatsachlich reservierte Speicherplatz fir Metadaten von der GréRRe des Volumes 0 flir den
Node und der systemweiten Einstellung Metadaten reservierter Speicherplatz ab.

GroRe von Volume 0 fiir den Node Tatsachlich reservierter Speicherplatz fiir
Metadaten

Weniger als 500 GB (nicht in der Produktion) 10% des Volumens 0

500 GB oder mehr Die kleineren Werte:

e Lautstarke 0

« Einstellung fir reservierten Speicherplatz fir
Metadaten

So zeigen Sie den tatsachlich reservierten Speicherplatz fur Metadaten auf einem bestimmten Speicherknoten
an:

1. Wahlen Sie im Grid Manager NODES Storage Node aus.
2. Wahlen Sie die Registerkarte Storage aus.

3. Bewegen Sie den Cursor Uber das Diagramm verwendete Speicherdaten — Objektmetadaten und suchen
Sie den Wert tatsachlich reserviert.

Storage Used - Object Metadata @

100.00%
T3.00%
2021-02-23 11:48:30
50.00%
= Lised (%) 0.00%
- Used: 126.94 kB
25.00%
Allowead: 1.98 TB
= fctiual reserved: 8.00TB
0% T bl
T1:10 17:20 1130 1184 11:50 12:00
= |lzed (%)

Im Screenshot betragt der tatsachliche reservierte Wert 8 TB. Dieser Screenshot ist flr einen grof3en
Speicherknoten in einer neuen StorageGRID 11.6 Installation. Da die Einstellung fur den systemweiten
reservierten Speicherplatz flir Metadaten kleiner als das Volume 0 fiir diesen Storage-Node ist, entspricht der
tatsachlich reservierte Speicherplatz fiir diesen Node der Einstellung fir den reservierten Speicherplatz.
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Beispiel fur den tatsachlich reservierten Metadatenspeicherplatz

Angenommen, Sie installieren ein neues StorageGRID System unter Verwendung der Version 11.6. Nehmen
Sie in diesem Beispiel an, dass jeder Speicherknoten mehr als 128 GB RAM und dieses Volume 0 von
Speicherknoten 1 (SN1) 6 TB hat. Basierend auf diesen Werten:

» Der systemweite Metadaten reservierter Platz ist auf 8 TB eingestellt. (Dies ist der Standardwert fir eine
neue StorageGRID 11.6-Installation, wenn jeder Speicherknoten tGber mehr als 128 GB RAM verfigt.)

* Der tatsachlich reservierte Speicherplatz fiir Metadaten von SN1 betragt 6 TB. (Das gesamte Volume ist
reserviert, da Volume 0 kleiner ist als die Einstellung Metadaten reservierter Speicherplatz.)

Zulassiger Metadatenspeicherplatz

Der tatsachlich reservierte Speicherplatz jedes Storage-Node flir Metadaten wird in den Speicherplatz flr
Objekt-Metadaten (den ,, zuldssigen Metadatenspeicherplatz“) und den Platzbedarf fir wichtige
Datenbankvorgange (wie Data-Compaction und Reparatur) sowie zuklnftige Hardware- und Software-
Upgrades unterteilt. Der zulassige Metadatenspeicherplatz bestimmt die gesamte Objektkapazitat.

Volume 0

Object space

( Space required for
database
operations and
future upgrades
Actual
reserved
space for
metadata
Allowed
metadata space

Die folgende Tabelle zeigt, wie StorageGRID den zuldssigen Metadatenspeicherplatz fir verschiedene
Storage-Nodes berechnet, basierend auf der Speichermenge fir den Node und dem tatsachlich reservierten
Speicherplatz fir Metadaten.
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Speichermenge auf
Speicherknoten

It; 128 GB gt;=128 GB Tatsachlich reservierter Platz fiir
Metadaten
It,;=4TB 60 % des 60 % des tatsachlich reservierten  gt; 4 TB
tatsachlich Speicherplatzes fir Metadaten
reservierten maximal 1.98 TB

Speicherplatzes
fur Metadaten
maximal 1.32 TB

So zeigen Sie den zulassigen Metadatenspeicherplatz fir einen Speicherknoten an:

1. Wahlen Sie im Grid Manager die Option NODES aus.
Wahlen Sie den Speicherknoten aus.

Wahlen Sie die Registerkarte Storage aus.

A 0N

Bewegen Sie den Cursor Uber das Diagramm verwendete Speicherdaten — Objektmetadaten und suchen
Sie den Wert zulassig.

Storage Used - Object Metadata @

100.00% RE
75 00% 20210505 11:03:30
= isied (%): 0.13%
50.00% US&I;L 334 GB
x.'g‘_l.’.’E"."!'?Fi: : 39‘5 T8
25.00% — Actual reserved: 8.00 TB
0% : -
10:40 10:50 1100 1110 11:20 17:30
== |lzed (%)

Im Screenshot betragt der zulassige-Wert 3.96 TB, was der maximale Wert fir einen Storage Node ist,
dessen tatsachlicher reservierter Speicherplatz fir Metadaten mehr als 4 TB betragt.

Der zulassige-Wert entspricht dieser Prometheus-Metrik:

storagegrid storage utilization metadata allowed bytes

Beispiel fur zulassigen Metadatenspeicherplatz

Angenommen, Sie installieren ein StorageGRID System mit Version 11.6. Nehmen Sie in diesem Beispiel an,
dass jeder Speicherknoten mehr als 128 GB RAM und dieses Volume 0 von Speicherknoten 1 (SN1) 6 TB hat.
Basierend auf diesen Werten:
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* Der systemweite Metadaten reservierter Platz ist auf 8 TB eingestellt. (Dies ist der Standardwert fur
StorageGRID 11.6, wenn jeder Speicherknoten mehr als 128 GB RAM hat.)

* Der tatsachlich reservierte Speicherplatz fiir Metadaten von SN1 betragt 6 TB. (Das gesamte Volume ist
reserviert, da Volume 0 kleiner ist als die Einstellung Metadaten reservierter Speicherplatz.)

 Der zulassige Speicherplatz fir Metadaten auf SN1 betragt 3 TB, basierend auf der im angegebenen
Berechnung Tabelle fUr zulassigem Speicherplatz fur Metadaten: (Tatsachlich reservierter Platz fur
Metadaten — 1 TB) x 60%, bis zu einem Maximum von 3.96 TB.

Storage-Nodes unterschiedlicher GroRen beeinflussen die Objektkapazitat

Wie oben beschrieben, verteilt StorageGRID Objektmetadaten gleichmaflig Gber Storage-Nodes an jedem
Standort. Wenn ein Standort Storage-Nodes unterschiedlicher Grélien enthalt, bestimmt der kleinste Node am
Standort die Metadaten-Kapazitat des Standorts.

Beispiel:

« Sie haben ein Raster mit drei Storage Nodes unterschiedlicher Grél3e an einem einzigen Standort.
* Die Einstellung Metadaten reservierter Platz betragt 4 TB.

» Die Storage-Nodes haben die folgenden Werte flr den tatsachlich reservierten Metadatenspeicherplatz
und den zulassigen Metadatenspeicherplatz.

Storage-Node GroBRe von Volumen 0  Tatséchlich reservierter Zuldssiger
Metadatenspeicherplatz Metadatenspeicherplatz

SN1 227TB 227TB 1.32TB

SN2 5TB 47TB 1.98 TB

SN3 6TB 47TB 1.98 TB

Da Objektmetadaten gleichmafig auf die Storage-Nodes an einem Standort verteilt werden, kann jeder Node
in diesem Beispiel nur 1.32 TB Metadaten enthalten. Der zuséatzlich zulassige Metadatenspeicherplatz von
0.66 TB fur SN2 und SN3 kann nicht verwendet werden.

— Metadata capacity for a site —

Used space for object metadata

SN1 SN2 SN3 Allowed metadata space

Da StorageGRID alle Objektmetadaten flr ein StorageGRID System an jedem Standort speichert, wird die
Gesamtkapazitat der Metadaten eines StorageGRID Systems durch die Objektmetadaten des kleinsten
Standorts bestimmt.

Und da die Objektmetadaten die maximale Objektanzahl steuern, wenn einem Node die Metadatenkapazitat
ausgeht, ist das Grid effektiv voll.
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Verwandte Informationen
* Informationen zum Monitoring der Objektmetadaten flr jeden Storage-Node finden Sie unter Monitoring
und Fehlerbehebung.

* Um die Kapazitat der Objektmetadaten fir Ihr System zu erhéhen, fligen Sie neue Storage-Nodes hinzu.
Gehen Sie zu Erweitern Sie lhr Raster.

Globale Einstellungen fur gespeicherte Objekte
konfigurieren

Gespeicherte Objektkomprimierung konfigurieren

Uber die Grid-Option ,gespeicherte Objekte komprimieren® Iasst sich die Grofe der in
StorageGRID gespeicherten Objekte reduzieren, sodass Objekte weniger Storage
belegen.

Was Sie bendtigen
+ Sie sind mit einem bei Grid Manager angemeldet Unterstutzter Webbrowser.

« Sie haben spezifische Zugriffsberechtigungen.

Uber diese Aufgabe

Die Grid-Option ,gespeicherte Objekte komprimieren® ist standardmaRig deaktiviert. Wenn Sie diese Option
aktivieren, versucht StorageGRID, jedes Objekt beim Speichern mit verlustfreier Komprimierung zu
komprimieren.

Wenn Sie diese Einstellung andern, dauert es etwa eine Minute, bis die neue Einstellung
angewendet wird. Der konfigurierte Wert wird fiir Performance und Skalierung
zwischengespeichert.

Bevor Sie diese Option aktivieren, beachten Sie Folgendes:

« Die Komprimierung sollte nur aktiviert werden, wenn die gespeicherten Daten komprimierbar sind.

» Applikationen, die Objekte in StorageGRID speichern, komprimieren maglicherweise Objekte, bevor sie
gespeichert werden. Wenn bereits eine Client-Applikation ein Objekt komprimiert hat, bevor sie in
StorageGRID gespeichert wird, wird die Komprimierung gespeicherter Objekte die GroRRe eines Objekts
nicht weiter verringert.

Aktivieren Sie die Komprimierung nicht, wenn Sie NetApp FabricPool mit StorageGRID verwenden.

» Wenn die Grid-Option ,gespeicherte Objekte komprimieren® aktiviert ist, sollten S3- und Swift-Client-
Applikationen die AUSFUHRUNG VON GET-Objektoperationen vermeiden, die einen Bereich von Bytes
angeben. Diese Vorgange ,range Read‘ sind ineffizient, da StorageGRID die Objekte effektiv
dekomprimieren muss, um auf die angeforderten Bytes zugreifen zu kénnen. VORGANGE ZUM
ABRUFEN von Objekten, die einen kleinen Byte-Bereich von einem sehr groflen Objekt anfordern, sind
besonders ineffizient, beispielsweise ist es ineffizient, einen Bereich von 10 MB von einem komprimierten
50-GB-Objekt zu lesen.

Wenn Bereiche von komprimierten Objekten gelesen werden, kdnnen Client-Anforderungen eine Zeitdauer
haben.
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@ Wenn Sie Objekte komprimieren miissen und Ihre Client-Applikation Bereichslesevorgange
verwenden muss, erhdhen Sie die Zeituberschreitung beim Lesen der Anwendung.

Schritte
1. Wahlen Sie KONFIGURATION System Gitteroptionen.

2. Aktivieren Sie im Abschnitt Optionen flir gespeicherte Objekte das Kontrollkastchen gespeicherte Objekte
komprimieren.

Stored Object Options

Compress Stored Objects €

Stored Object Encryption @ ® None AES-128 AES-256

Stored Object Hashing @ ® SHA-1 SHA-256

3. Wahlen Sie Speichern.

Gespeicherte Objektverschlisselung konfigurieren

Sie kdnnen gespeicherte Objekte verschlusseln, wenn Sie sicherstellen mochten, dass
die Daten bei einer Gefahrdung eines Objektspeichers nicht in lesbarer Form abgerufen
werden konnen. Objekte sind standardmalig nicht verschlusselt.

Was Sie bendtigen
+ Sie sind mit einem bei Grid Manager angemeldet Unterstutzter Webbrowser.

 Sie haben spezifische Zugriffsberechtigungen.

Uber diese Aufgabe

Die gespeicherte Objektverschlisselung ermdglicht die Verschliisselung aller Objektdaten bei der Aufnahme
durch S3 oder Swift. Wenn Sie die Einstellung aktivieren, werden alle neu aufgenommenen Objekte
verschliisselt, aber es werden keine Anderungen an vorhandenen gespeicherten Objekten vorgenommen.
Wenn Sie die Verschllisselung deaktivieren, bleiben aktuell verschlisselte Objekte verschliisselt, neu
aufgenommene Objekte werden jedoch nicht verschlisselt.

Wenn Sie diese Einstellung andern, dauert es etwa eine Minute, bis die neue Einstellung
angewendet wird. Der konfigurierte Wert wird fir Performance und Skalierung
zwischengespeichert.

Gespeicherte Objekte konnen mit dem Verschlisselungsalgorithmus AES-128 oder AES-256 verschlisselt
werden.

Die Einstellung ,gespeicherte Objektverschlisselung® gilt nur fiir S3 Objekte, die nicht durch Verschlisselung
auf Bucket- oder Objektebene verschlisselt wurden.

Schritte
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1. Wahlen Sie KONFIGURATION System Gitteroptionen.

2. Andern Sie im Abschnitt Speicherte Objektoptionen die gespeicherte Objektverschliisselung in Keine
(Standard), AES-128 oder AES-256.

Stored Object Options

Compress Stored Objects €

Stored Object Encryption @ ® Mone AES-128 AES-256

Stored Object Hashing @ ® SHA-1 SHA-256

3. Wahlen Sie Speichern.

Konfigurieren Sie die gespeicherte Objekt-Hashing

Die Option ,Speichertes Objekt-Hashing“ gibt den Hash-Algorithmus an, der zur
Uberprifung der Objektintegritat verwendet wird.

Was Sie benétigen
« Sie sind mit einem bei Grid Manager angemeldet Unterstutzter Webbrowser.

 Sie haben spezifische Zugriffsberechtigungen.

Uber diese Aufgabe
StandardmaRig werden Objektdaten mit dem SHA-1-Algorithmus gehasht. Der SHA-256-Algorithmus erfordert
zusatzliche CPU-Ressourcen und wird im Allgemeinen nicht fur die Integritatspriifung empfohlen.

Wenn Sie diese Einstellung andern, dauert es etwa eine Minute, bis die neue Einstellung
angewendet wird. Der konfigurierte Wert wird fir Performance und Skalierung
zwischengespeichert.

Schritte
1. Wahlen Sie KONFIGURATION System Gitteroptionen.

2. Andern Sie im Abschnitt ,Optionen fiir gespeicherte Objekte“ die Option ,gespeicherte Objekt-Hashing” in
SHA-1 (Standardeinstellung) oder SHA-256.

Stored Object Options

Compress Stored Objects €

Stored Object Encryption @ * Mone AES-128 AES-256

Stored Object Hashing @ ® SHA-1 SHA-256
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3. Wahlen Sie Speichern.

Konfigurationseinstellungen fur Storage-Nodes

Jeder Storage Node verwendet eine Reihe von Konfigurationseinstellungen und Zahlern.
Maoglicherweise mussen Sie die aktuellen Einstellungen anzeigen oder Zahler
zurticksetzen, um Alarme zu lI6schen (Legacy-System).

Mit Ausnahme der in der Dokumentation ausdriicklich enthaltenen Anweisungen sollten Sie sich

@ mit dem technischen Support in Verbindung setzen, bevor Sie die Konfigurationseinstellungen
fur den Storage-Node andern. Nach Bedarf kdnnen Sie Ereigniszahler zurlicksetzen, um altere
Alarme zu l6schen.

So greifen Sie auf die Konfigurationseinstellungen und Zahler eines Speicherknotens zu:

1. Wahlen Sie SUPPORT > Tools > Grid-Topologie aus.
2. Wahlen Sie site Storage Node aus.
3. Erweitern Sie den Speicherknoten, und wahlen Sie den Dienst oder die Komponente aus.

4. Wahlen Sie die Registerkarte Konfiguration.

In den folgenden Tabellen sind die Konfigurationseinstellungen fir Storage Node zusammengefasst.

LDR

Attributname Codieren Beschreibung

HTTP-Status HSTE Der aktuelle Status des HTTP-Protokolls fiir S3, Swift
und andere interne StorageGRID-Zugriffe:

» Offline: Es sind keine Vorgange zulassig. Jede
Client-Anwendung, die versucht, eine HTTP-
Sitzung fir den LDR-Dienst zu 6ffnen, erhalt eine
Fehlermeldung. Aktive Sitzungen werden
ordnungsgemal geschlossen.

» Online: Der Vorgang wird normal fortgesetzt

Automatisches Starten von HTTP ~ HTAS » Wenn diese Option ausgewahlt ist, hangt der
Zustand des Systems bei Neustart vom Zustand
der LDR Storage-Komponente ab. Wenn die LDR
Storage-Komponente beim Neustart
schreibgeschutzt ist, ist auch die HTTP-
Schnittstelle schreibgeschiitzt. Wenn die LDR
Storage Komponente Online ist, ist HTTP auch
Online. Andernfalls bleibt die HTTP-Schnittstelle
im Status Offline.

* Wenn diese Option nicht aktiviert ist, bleibt die
HTTP-Schnittstelle offline, bis sie explizit aktiviert
ist.

20



LDR-Datenspeicher

Attributname

Anzahl Verlorener Objekte
Zurlicksetzen

LDR-Speicher

Attributname

Storage-Zustand - Gewtinscht

Zeituberschreitung Bei Der
Integritatsprifung

Codieren

RCOR

Codieren

SSDS

SHCT

Beschreibung

Setzen Sie den Zahler fir die Anzahl der verlorenen
Objekte dieses Dienstes zurlick.

Beschreibung

Eine vom Benutzer konfigurierbare Einstellung fir den
gewunschten Status der Speicherkomponente. Der
LDR-Dienst liest diesen Wert und versucht, den durch
dieses Attribut angegebenen Status zu entsprechen.
Der Wert wird bei Neustarts dauerhaft verwendet.

Mit dieser Einstellung kdnnen Sie beispielsweise dazu
zwingen, dass Speicher schreibgeschiitzt wird, selbst
wenn genudgend Speicherplatz vorhanden ist. Dies
kann bei der Fehlerbehebung hilfreich sein.

Das Attribut kann einen der folgenden Werte
annehmen:

 Offline: Wenn der gewlinschte Status Offline ist,
schaltet der LDR-Dienst die LDR Storage
-Komponente offline.

Schreibgeschitzt: Wenn der gewtinschte Status
schreibgeschitzt ist, verschiebt der LDR-Service
den Speicherstatus auf schreibgeschitzt und hort
auf, neue Inhalte zu akzeptieren. Beachten Sie,
dass Inhalte mdglicherweise noch fir kurze Zeit
im Speicherknoten gespeichert werden, bis offene
Sitzungen geschlossen sind.

* Online: Den Wert bei Online wahrend des
normalen Systembetriebs belassen. Der
Speicherstatus — der aktuelle Status der
Speicherkomponente wird durch den Service
dynamisch festgelegt, basierend auf dem Zustand
des LDR-Service, z. B. der Menge des
verfugbaren Objektspeicherspeichers. Wenn der
Speicherplatz knapp ist, ist die Komponente
schreibgeschutzt.

Die Zeitgrenze in Sekunden, innerhalb derer ein
Integritatstest abgeschlossen werden muss, damit ein
Speichervolumen als ordnungsgemal angesehen
wird. Andern Sie diesen Wert nur, wenn Sie dazu vom
Support aufgefordert werden.
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LDR-Uberpriifung

Attributname

Fehlende Objekte Zurlicksetzen
Anzahl

Verifizierungsrate

Anzahl Der Beschadigten Objekte
Zurucksetzen

Objekte In Quaranténe Léschen

LDR Erasure Coding

Attributname

Codieren

VCMI

VPRI

VCCR

OQRT

Codieren

Zurucksetzen Der Fehleranzahl Fir RWEF.

Schreibvorgange

Anzahl Der Fehlgeschlagene
Lesevorgange Zuriicksetzen

22

RSRF

Beschreibung

Setzt die Anzahl der erkannten fehlenden Objekte
zurlick (OMIS). Nur nach Abschluss der
Objektprifung verwenden. Fehlende replizierte
Objektdaten werden vom StorageGRID System
automatisch wiederhergestellt.

Legen Sie die Geschwindigkeit fest, mit der die
Hintergrundiberpriifung durchgefihrt wird. Weitere
Informationen zur Konfiguration der
Hintergrundverifizierungsrate finden Sie unter.

Setzen Sie den Zahler fur beschadigte, replizierte
Objektdaten zurtick, die wahrend der
Hintergrunduberprifung gefunden wurden. Mit dieser
Option kdnnen Sie den Alarmzustand der
beschadigten Objekte I6schen, die erkannt wurden
(OCOR). Weitere Informationen finden Sie in den
Anweisungen zum Monitoring und zur
Fehlerbehebung von StorageGRID.

Léschen Sie beschadigte Objekte aus dem
Quarantaneverzeichnis, setzen Sie die Anzahl der
isolierten Objekte auf Null zuriick und I6schen Sie den
Alarm ,Quaranténe Objekte erkannt” (OQRT). Diese
Option wird verwendet, nachdem beschadigte
Objekte vom StorageGRID-System automatisch
wiederhergestellt wurden.

Wenn ein Alarm ,Lost Objects“ ausgeldst wird, kann
der technische Support auf die isolierten Objekte
zugreifen. In manchen Fallen kénnen isolierte Objekte
fur die Datenwiederherstellung oder das Debuggen
der zugrunde liegenden Probleme, die die
beschadigten Objektkopien verursacht haben,
natzlich sein.

Beschreibung

Setzen Sie den Zahler auf Schreibfehler von
Objektdaten mit Erasure-Coding-Verfahren auf den
Storage-Node zurtick.

Setzen Sie den Zahler fir Leseausfalle von
Objektdaten mit Erasure-Coding-Verfahren vom
Storage-Node zurtck.



Attributname

Zurucksetzen Loschen
Fehleranzahl

Beschadigte Kopien Erkannte
Anzahl Zuricksetzen

Beschadigte Fragmente Erkannte
Anzahl Zurlicksetzen

Fehlende Fragmente Erkannt
Anzahl Zuricksetzen

LDR-Replizierung

Attributname

Fehleranzahl Inbound Replication
Zurlcksetzen

Fehleranzahl Fiir Ausgehende
Replikation Zurticksetzen

Deaktivieren Sie Inbound
Replication

Codieren

RSDF

RSCC

RCD

RSMD

Codieren

RICR

ROCR

DSIR

Beschreibung

Setzen Sie den Zahler fiir Léschfehler von
Objektdaten mit Erasure-Coding-Verfahren vom
Storage-Node zurtck.

Setzen Sie den Zahler fur die Anzahl beschadigter
Kopien von Objektdaten, die nach dem Erasure-
Coding-Verfahren codiert wurden, auf dem Storage-
Node zuruck.

Setzen Sie den Zahler auf beschadigte Fragmente
von Objektdaten mit Erasure-Coding-Verfahren auf
dem Storage-Node zurtck.

Setzen Sie den Zahler auf fehlende Fragmente von
Objektdaten mit Erasure-Coding-Verfahren auf dem
Storage Node zurlick. Nur nach Abschluss der
Objektprifung verwenden.

Beschreibung

Setzen Sie den Zahler auf Fehler bei eingehender
Replikation zurlick. Dies kann verwendet werden, um
den RIRF-Alarm (Inbound Replication — failed) zu
I6schen.

Setzen Sie den Zahler auf Fehler bei ausgehenden
Replikationen zurtick. Dies kann verwendet werden,
um den RORF-Alarm (ausgehende

Replikationen — fehlgeschlagen) zu l6schen.

Wahlen Sie diese Option aus, um die eingehende
Replikation im Rahmen eines Wartungs- oder
Testverfahrens zu deaktivieren. Wahrend des
normalen Betriebs nicht aktiviert lassen.

Wenn die eingehende Replikation deaktiviert ist,
kénnen Objekte vom Speicherknoten zum Kopieren
an andere Speicherorte im StorageGRID-System
abgerufen werden, Objekte kénnen jedoch nicht von
anderen Speicherorten aus zu diesem
Speicherknoten kopiert werden: Der LDR-Dienst ist
schreibgeschutzt.
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Attributname Codieren Beschreibung

Deaktivieren Sie Ausgehende DSOR Wahlen Sie diese Option aus, um die ausgehende

Replikation Replikation (einschlieflich Inhaltsanforderungen fiir
HTTP-Abrufvorgange) im Rahmen eines Wartungs-
oder Testverfahrens zu deaktivieren. Wahrend des
normalen Betriebs nicht aktiviert lassen.

Wenn die ausgehende Replikation deaktiviert ist,
kénnen Objekte auf diesen Speicherknoten kopiert
werden. Objekte kdnnen jedoch nicht vom
Speicherknoten abgerufen werden, um sie an andere
Speicherorte im StorageGRID-System zu kopieren.
Der LDR-Service ist schreibgeschitzt.

Verwandte Informationen
Monitoring und Fehlerbehebung

Management vollstandiger Storage-Nodes

Wenn Storage-Nodes die Kapazitat erreichen, missen Sie das StorageGRID System
durch Hinzufugen eines neuen Storage erweitern. Es sind drei Optionen verfugbar: Das
Hinzufiigen von Storage Volumes, das Hinzufligen von Shelfs zur Storage-Erweiterung
und das Hinzufligen von Storage-Nodes.

Hinzufligen von Storage-Volumes

Jeder Storage-Node unterstitzt eine maximale Anzahl an Storage-Volumes. Der definierte Hochstwert variiert
je nach Plattform. Wenn ein Storage-Node weniger als die maximale Anzahl an Storage-Volumes enthalt,
kénnen Sie Volumes hinzufligen, um seine Kapazitat zu erhéhen. Siehe Anweisungen fur Erweitern eines
StorageGRID Systems.

Hinzufugen von Shelfs zur Storage-Erweiterung

Einige Storage-Nodes von StorageGRID Appliances, z. B. SG6060, kdnnen zusatzliche Storage-Shelfs
unterstitzen. Bei StorageGRID Appliances mit Erweiterungsfunktionen, die nicht bereits auf die maximale
Kapazitat erweitert wurden, kbnnen Sie Storage-Shelfs zur Steigerung der Kapazitat hinzufligen. Siehe
Anweisungen fur Erweitern eines StorageGRID Systems.

Storage-Nodes Hinzufligen

Sie kénnen die Storage-Kapazitat durch Hinzufligen von Storage-Nodes erhéhen. Beim Hinzufiigen von
Storage mussen die aktuell aktiven ILM-Regeln und Kapazitatsanforderungen sorgfaltig berticksichtigt werden.
Siehe Anweisungen flir Erweitern eines StorageGRID Systems.
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