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Referenz fur Netzwerk-Ports

Sie mussen sicherstellen, dass die Netzwerkinfrastruktur interne und externe
Kommunikation zwischen Knoten innerhalb des Grid und externen Clients und Services
ermaoglicht. Moglicherweise bendtigen Sie Zugriff Uber interne und externe Firewalls,
Switching-Systeme und Routing-Systeme.

Verwenden Sie die Details fur Interne Kommunikation mit Grid-Nodes Und Externe Kommunikation Um zu
bestimmen, wie die einzelnen erforderlichen Ports konfiguriert werden.

Interne Kommunikation mit Grid-Nodes

Die interne StorageGRID-Firewall erlaubt nur eingehende Verbindungen zu bestimmten
Ports im Grid-Netzwerk, mit Ausnahme der Ports 22, 80, 123 und 443 (siehe
Informationen zur externen Kommunikation). Verbindungen werden auch an Ports
akzeptiert, die durch Load Balancer-Endpunkte definiert wurden.

NetApp empfiehlt, ICMP (Internet Control Message Protocol)-Datenverkehr zwischen den Grid-
Knoten zu aktivieren. Das erlauben von ICMP-Datenverkehr kann die Failover-Performance
verbessern, wenn ein Grid-Knoten nicht erreicht werden kann.

Zusatzlich zu ICMP und den in der Tabelle aufgefiihrten Ports verwendet StorageGRID das Virtual Router
Redundancy Protocol (VRRP). VRRP ist ein Internetprotokoll, das IP-Protokoll Nummer 112 verwendet.
StorageGRID verwendet VRRP nur im Unicast-Modus. VRRP ist nur erforderlich, wenn
Hochverfligbarkeitsgruppen Werden konfiguriert.

Richtlinien fur Linux-basierte Knoten

Wenn Netzwerkrichtlinien des Unternehmens den Zugriff auf einen dieser Ports einschréanken, kdnnen Sie
Ports wahrend der Bereitstellung mithilfe eines Konfigurationsparameters neu zuordnen. Weitere Informationen
Uber die Zuordnung von Ports und die Konfigurationsparameter fir die Bereitstellung finden Sie unter:

* Installieren Sie Red hat Enterprise Linux oder CentOS

« Installieren Sie Ubuntu oder Debian

Richtlinien fur VMware-basierte Nodes

Konfigurieren Sie die folgenden Ports nur dann, wenn Sie Firewall-Einschrankungen definieren missen, die
sich auRerhalb des VMware-Netzwerks befinden.

Wenn Netzwerkrichtlinien des Unternehmens den Zugriff auf eine dieser Ports einschranken, kénnen Sie bei
der Implementierung von Nodes mit dem VMware vSphere Web Client Ports neu zuordnen oder bei der
Automatisierung der Grid Node-Bereitstellung eine Konfigurationsdateieinstellung verwenden. Weitere
Informationen Uber die Zuordnung von Ports und die Konfigurationsparameter fir die Bereitstellung finden Sie
unterVMware installieren.

Richtlinien fiir Appliance-Nodes

Wenn Netzwerkrichtlinien des Unternehmens den Zugriff auf eine dieser Ports einschranken, kénnen Sie Ports
mithilfe des StorageGRID Appliance Installer neu zuordnen. Weitere Informationen zur Port-Neuzuordnung fur


https://docs.netapp.com/de-de/storagegrid-116/admin/managing-high-availability-groups.html
https://docs.netapp.com/de-de/storagegrid-116/rhel/index.html
https://docs.netapp.com/de-de/storagegrid-116/ubuntu/index.html
https://docs.netapp.com/de-de/storagegrid-116/../vmware/index.html

Appliances finden Sie unter:

* SG100- und SG1000-Services-Appliances
* SG6000 Storage-Appliances
» SG5700 Storage-Appliances
« SG5600 Storage Appliances

Interne StorageGRID-Ports

Port
22

80

123

443

TCP oder UDP
TCP

TCP

UDP

TCP

\Von

Priméarer Admin-
Node

Appliances

Alle Nodes

Alle Nodes

Bis
Alle Nodes

Primarer Admin-
Node

Alle Nodes

Priméarer Admin-
Node

Details

Bei
Wartungsarbeiten
muss der primare
Admin-Node mit
SSH am Port 22 mit
allen anderen Nodes
kommunizieren
kénnen. Das
Aktivieren von SSH-
Datenverkehr von
anderen Nodes ist
optional.

Verwendet von
StorageGRID-
Appliances, um mit
dem primaren
Admin-Knoten zu
kommunizieren, um
die Installation zu
starten.

Netzwerkzeitprotoko
lldienst. Jeder Node
synchronisiert seine
Zeit mithilfe von
NTP mit jedem
anderen Node.

Wird zur
Kommunikation des
Status an den
primaren Admin-
Knoten wahrend der
Installation und
anderen
Wartungsverfahren
verwendet.


https://docs.netapp.com/de-de/storagegrid-116/sg100-1000/index.html
https://docs.netapp.com/de-de/storagegrid-116/sg6000/index.html
https://docs.netapp.com/de-de/storagegrid-116/sg5700/index.html
https://docs.netapp.com/de-de/storagegrid-116/sg5600/index.html

1139

1501

1502

1504

1505

1506

1507

1508

1509

1511

TCP

TCP

TCP

TCP

TCP

TCP

TCP

TCP

TCP

TCP

Storage-Nodes

Alle Nodes

Alle Nodes

Alle Nodes

Alle Nodes

Alle Nodes

Alle Nodes

Alle Nodes

Alle Nodes

Alle Nodes

Storage-Nodes

Storage-Nodes mit
ADC

Storage-Nodes

Admin-Nodes

Admin-Nodes

Alle Nodes

Gateway-Nodes

Priméarer Admin-
Node

Archiv-Nodes

Storage-Nodes

Interner
Datenverkehr
zwischen
Speicherknoten.

Reporting-, Audit-
und
Konfigurationsdaten
verkehr.

Interner S3- und
Swift-Datenverkehr.

NMS-Service-
Berichterstellung
und interner
Datenverkehr bei
der Konfiguration.

AMS-Dienst internen
Verkehr.

Serverstatus
interner
Datenverkehr.

Interner
Datenverkehr des
Load Balancer:

Interner
Datenverkehr im
Konfigurationsmana
gement.

Interner
Datenverkehr des
Archivierungs-
Knotens.

Interner Metadaten-
Datenverkehr:



5353

7001

7443

8443

9042

9999

10226

uUbDP

TCP

TCP

TCP

TCP

TCP

TCP

Alle Nodes

Storage-Nodes

Alle Nodes

Priméarer Admin-
Node

Storage-Nodes

Alle Nodes

Storage-Nodes

Alle Nodes

Storage-Nodes

Admin-Nodes

Appliance-Nodes

Storage-Nodes

Alle Nodes

Primarer Admin-
Node

Optional wird er fur
vollGrid-IP-
Anderungen und fir
die primare Admin
Node-Erkennung
wahrend der
Installation,
Erweiterung und
Recovery
verwendet.

Cassandra TLS
zwischen Nodes-
Cluster-
Kommunikation

Interner
Datenverkehr fir
Wartungsvorgange
und Fehlerberichte.

Interner
Datenverkehr im
Zusammenhang mit
dem
Wartungsmodus.

Cassandra-Client-
Port:

Interner
Datenverkehr flr
mehrere Dienste.
Beinhaltet
Wartungsvorgange,
Kennzahlen und
Netzwerk-Updates.

Wird von
StorageGRID
Appliances
verwendet, um
AutoSupport
Meldungen von E-
Series SANtricity
System Manager an
den primaren
Admin-Node
weiterzuleiten.



11139

18000

18001

18002

18003

18017

18019

18082

18083

18200

19000

TCP

TCP

TCP

TCP

TCP

TCP

TCP

TCP

TCP

TCP

TCP

Verwandte Informationen

Externe Kommunikation

Archivierung/Storag
e-Nodes

Admin/Storage-
Nodes

Admin/Storage-
Nodes

Admin/Storage-
Nodes

Admin/Storage-
Nodes

Admin/Storage-
Nodes

Storage-Nodes

Admin/Storage-
Nodes

Alle Nodes

Admin/Storage-
Nodes

Admin/Storage-
Nodes

Archivierung/Storag

e-Nodes

Storage-Nodes mit
ADC

Storage-Nodes mit

ADC

Storage-Nodes

Storage-Nodes mit
ADC

Storage-Nodes

Storage-Nodes

Storage-Nodes

Storage-Nodes

Storage-Nodes

Storage-Nodes mit
ADC

Interner
Datenverkehr
zwischen
Speicherknoten und
Archivknoten.

Kontodienst, interner
Datenverkehr.

Interner
Datenverkehr der
Identitatsfoderation.

Interner API-Traffic
im Zusammenhang
mit
Objektprotokollen.

Plattform Dienste
internen Traffic.

Interner
Datenverkehr des
Data Mover-Service
fur Cloud-
Speicherpools.

Interner Traffic beim
Chunk-Service fur
Erasure Coding.

Interner S3-
Datenverkehr.

Swift-bezogener
interner Traffic:

Weitere Statistiken
zu Client-
Anforderungen.

Keystone-Service:
Interner
Datenverkehr.



Externe Kommunikation

Die Clients miUssen mit den Grid-Nodes kommunizieren, um Inhalte aufzunehmen und
abzurufen. Die verwendeten Ports hangen von den ausgewahlten Objekt-Storage-
Protokollen ab. Diese Ports mussen dem Client zuganglich sein.

Eingeschrankter Zugriff auf Ports

Wenn die Netzwerkrichtlinien des Unternehmens den Zugriff auf beliebige Ports einschranken, konnen Sie dies
verwenden Load Balancer-Endpunkte Um den Zugriff auf benutzerdefinierte Ports zu erlauben. Sie kénnen
dann verwenden Nicht vertrauenswirdige Client-Netzwerke Um den Zugriff nur auf Endpunkt-Ports des Load
Balancer zu erlauben.

Port-Neuzuordnung

Um Systeme und Protokolle wie SMTP, DNS, SSH oder DHCP verwenden zu kénnen, missen Sie beim
Implementieren von Nodes Ports neu zuordnen. Sie sollten jedoch die Load Balancer-Endpunkte nicht neu
zuordnen. Informationen zum Ummappen von Ports finden Sie in den Installationsanweisungen fur lhre
Plattform:

Softwarebasierte Nodes
* Installieren Sie Red hat Enterprise Linux oder CentOS

* |nstallieren Sie Ubuntu oder Debian

* VMware installieren

Appliance-Nodes
* SG100- und SG1000-Services-Appliances

+ SG6000 Storage-Appliances
+ SG5700 Storage-Appliances
* SG5600 Storage Appliances

Anschlusse fiir externe Kommunikation

In der folgenden Tabelle werden die Ports fur den Datenverkehr zu den Nodes aufgefiihrt.

@ Diese Liste enthalt keine Ports, die als konfiguriert werden kénnen Load Balancer-Endpunkte
Oder verwendet flr "Syslog-Server".

Port TCP oder Protokoll Von Bis Details
UDP
22 TCP SSH Service- Alle Nodes Far Verfahren mit
Laptop Konsolenschritten ist ein

SSH- oder Konsolenzugriff
erforderlich. Optional kénnen
Sie statt 22 auch Port 2022
verwenden.


https://docs.netapp.com/de-de/storagegrid-116/admin/configuring-load-balancer-endpoints.html
https://docs.netapp.com/de-de/storagegrid-116/admin/managing-untrusted-client-networks.html
https://docs.netapp.com/de-de/storagegrid-116/rhel/index.html
https://docs.netapp.com/de-de/storagegrid-116/ubuntu/index.html
https://docs.netapp.com/de-de/storagegrid-116/vmware/index.html
https://docs.netapp.com/de-de/storagegrid-116/sg100-1000/index.html
https://docs.netapp.com/de-de/storagegrid-116/sg6000/index.html
https://docs.netapp.com/de-de/storagegrid-116/sg5700/index.html
https://docs.netapp.com/de-de/storagegrid-116/sg5600/index.html
https://docs.netapp.com/de-de/storagegrid-116/admin/configuring-load-balancer-endpoints.html
https://docs.netapp.com/de-de/storagegrid-116/monitor/configuring-syslog-server.html

Port

25

53

67

68

80

80

80

TCP oder
UDP

TCP

TCP/UDP

ubP

UDP

TCP

TCP

TCP

Protokoll

SMTP

DNS

DHCP

DHCP

HTTP

HTTP

HTTP

Von

Admin-Nodes

Alle Nodes

Alle Nodes

DHCP-
Service

Browser

Browser

Storage-
Nodes mit
ADC

Bis

E-Mail-Server

DNS-Server

DHCP-
Service

Alle Nodes

Admin-Nodes

Appliances

AWS

Details

Wird fur Warnungen und E-
Mail-basierte AutoSupport
verwendet. Sie kdnnen die
Standard-Porteinstellung von
25 Uber die Seite ,E-Mail-
Server* aul3er Kraft setzen.

Wird fiir das Domain Name
System verwendet.

Optional zur Unterstitzung
einer DHCP-basierten
Netzwerkkonfiguration. Der
dhclient-Dienst wird nicht fiir
statisch konfigurierte Grids
ausgefuhrt.

Optional zur Unterstitzung
einer DHCP-basierten
Netzwerkkonfiguration. Der
dhclient-Dienst wird nicht fir
Raster ausgefiihrt, die
statische IP-Adressen
verwenden.

Port 80 wird flir die Admin-
Node-Benutzeroberflache an
Port 443 umgeleitet.

Port 80 wird fur das
Installationsprogramm der
StorageGRID-Appliance an
Port 8443 umgeleitet.

Wird fur Plattform-Services-
Meldungen verwendet, die an
AWS oder andere externe
Services gesendet werden,
die HTTP verwenden.
Mandanten konnen bei der
Erstellung eines Endpunkts
die Standard-HTTP-
Porteinstellung von 80 aul3er
Kraft setzen.



Port

80

111

123

137

138

TCP oder
UDP

TCP

TCP/UDP

UDP

ubpP

UDP

Protokoll

HTTP

Rpcbind

NTP

NetBIOS

NetBIOS

Von

Storage-
Nodes

NFS Client

Priméare NTP-
Knoten

SMB-Client

SMB-Client

Bis

AWS

Admin-Nodes

Externe NTP

Admin-Nodes

Admin-Nodes

Details

An AWS Ziele mit HTTP
gesendete Anfragen von
Cloud-Storage-Pools Grid-
Administratoren kdnnen die
Standard-HTTP-Port-
Einstellung von 80 bei der
Konfiguration eines Cloud-
Storage-Pools aulier Kraft
setzen.

Wird vom NFS-basierten
Audit-Export verwendet
(Portmap).

Hinweis: dieser Port ist nur
erforderlich, wenn der NFS-
basierte Audit-Export aktiviert
ist.

Netzwerkzeitprotokolldienst.
Als primare NTP-Quellen
ausgewahlte Nodes
synchronisieren auch die
Uhrzeiten mit den externen
NTP-Zeitquellen.

Wird vom SMB-basierten
Audit-Export fur Clients

verwendet, die NetBIOS-
Unterstitzung bendtigen.

Hinweis: dieser Port ist nur
erforderlich, wenn der SMB-
basierte Audit-Export aktiviert
ist.

Wird vom SMB-basierten
Audit-Export fur Clients

verwendet, die NetBIOS-
Unterstltzung bendtigen.

Hinweis: dieser Port ist nur
erforderlich, wenn der SMB-
basierte Audit-Export aktiviert
ist.



Port

139

161

TCP oder
UDP

TCP

TCP/UDP

Protokoll

SMB

SNMP

Von

SMB-Client

SNMP-Client

Bis

Admin-Nodes

Alle Nodes

Details

Wird vom SMB-basierten
Audit-Export fur Clients

verwendet, die NetBIOS-
Unterstltzung bendtigen.

Hinweis: dieser Port ist nur
erforderlich, wenn der SMB-
basierte Audit-Export aktiviert
ist.

Wird fir SNMP-Abfrage
verwendet. Alle Knoten stellen
grundlegende Informationen
zur Verfigung; Admin Nodes
stellen auch Alarm- und
Alarmdaten zur Verfligung.
StandardmaRig auf UDP-Port
161 gesetzt, wenn
konfiguriert.

Hinweis: dieser Port ist nur
erforderlich und wird nur auf
der Knoten-Firewall gedffnet,
wenn SNMP konfiguriert ist.
Wenn Sie SNMP verwenden
mochten, kbnnen Sie
alternative Ports
konfigurieren.

Hinweis: um Informationen
zur Verwendung von SNMP
mit StorageGRID zu erhalten,
wenden Sie sich an lhren
NetApp Ansprechpartner.



Port

162

389

443

443

443

10

TCP oder
UDP

TCP/UDP

TCP/UDP

TCP

TCP

TCP

Protokoll

SNMP-
Benachrichtig
ungen

LDAP

HTTPS

HTTPS

HTTPS

Von

Alle Nodes

Storage-
Nodes mit
ADC

Browser

Admin-Nodes

Archiv-Nodes

Bis

Benachrichtig
ungsziele

Active
Directory/LDA
P

Admin-Nodes

Active
Directory

Amazon S3

Details

Ausgehende SNMP-
Benachrichtigungen und
Traps standardmafig auf
UDP-Port 162.

Hinweis: dieser Port ist nur
erforderlich, wenn SNMP
aktiviert ist und
Benachrichtigungsziele
konfiguriert sind. Wenn Sie
SNMP verwenden mdchten,
kdénnen Sie alternative Ports
konfigurieren.

Hinweis: um Informationen
zur Verwendung von SNMP
mit StorageGRID zu erhalten,
wenden Sie sich an lhren
NetApp Ansprechpartner.

Wird zur Verbindung mit
einem Active Directory- oder
LDAP-Server fur ldentity
Federation verwendet.

Wird von Webbrowsern und
Management-API-Clients flr
den Zugriff auf Grid Manager
und Tenant Manager
verwendet.

Wird von Admin-Nodes
verwendet, die eine
Verbindung zu Active
Directory herstellen, wenn
Single Sign-On (SSO)
aktiviert ist.

Wird fUr den Zugriff von
Archiv-Nodes auf Amazon S3
verwendet.



Port

443

443

445

903

2022

TCP oder
UDP

TCP

TCP

TCP

TCP

TCP

Protokoll

HTTPS

HTTPS

SMB

NFS

SSH

Von

Storage-
Nodes mit
ADC

Storage-
Nodes

SMB-Client

NFS Client

Service-
Laptop

Bis

AWS

AWS

Admin-Nodes

Admin-Nodes

Alle Nodes

Details

Wird flr Plattform-Services-
Nachrichten verwendet, die
an AWS oder andere externe
Services gesendet werden,
die HTTPS verwenden.
Mandanten kénnen bei der
Erstellung eines Endpunkts
die Standard-HTTP-
Porteinstellung von 443 auller
Kraft setzen.

Cloud-Storage-Pools-
Anfragen werden an AWS-
Ziele mit HTTPS gesendet.
Grid-Administratoren kénnen
die HTTPS-Porteinstellung
von 443 bei der Konfiguration
eines Cloud-Storage-Pools
auller Kraft setzen.

Wird vom SMB-basierten
Audit-Export verwendet.

Hinweis: dieser Port ist nur
erforderlich, wenn der SMB-
basierte Audit-Export aktiviert
ist.

Wird vom NFS-basierten
Audit-Export verwendet
(rpc.mountd).

Hinweis: dieser Port ist nur
erforderlich, wenn der NFS-
basierte Audit-Export aktiviert
ist.

Fiar Verfahren mit
Konsolenschritten ist ein
SSH- oder Konsolenzugriff
erforderlich. Optional kbnnen
Sie statt 2022 auch Port 22
verwenden.
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Port

2049

5696

8022

8082

8083

8084

12

TCP oder
UDP

TCP

TCP

TCP

TCP

TCP

TCP

Protokoll

NFS

KMIP

SSH

HTTPS

HTTPS

HTTP

Von

NFS Client

Appliance

Service-
Laptop

S3-Clients

Swift Clients

S3-Clients

Bis

Admin-Nodes

KMS

Alle Nodes

Gateway-
Nodes

Gateway-
Nodes

Gateway-
Nodes

Details

Wird vom NFS-basierten
Audit-Export verwendet (nfs).

Hinweis: dieser Port ist nur
erforderlich, wenn der NFS-
basierte Audit-Export aktiviert
ist.

KMIP (Key Management
Interoperability Protocol):
Externer Datenverkehr von
Appliances, die fur die Node-
Verschliisselung auf den
Verschlisselungsmanagemen
t-Server (Key Management
Interoperability Protocol)
konfiguriert sind, es sei denn,
ein anderer Port wird auf der
KMS-Konfigurationsseite des
StorageGRID Appliance
Installer angegeben.

SSH auf Port 8022 gewahrt
Zugriff auf das
Betriebssystem auf
Appliance- und virtuellen
Node-Plattformen zur
Unterstltzung und
Fehlerbehebung. Dieser Port
wird nicht fur Linux-basierte
(Bare Metal-)Nodes
verwendet und muss nicht
zwischen Grid-Nodes oder
wahrend des normalen
Betriebs zuganglich sein.

S3-Client-Traffic zum
veralteten CLB-Dienst auf
Gateway-Nodes (HTTPS).

Schneller Client-Datenverkehr
zum veralteten CLB-Dienst
auf Gateway-Nodes (HTTPS).

S3-Client-Traffic zum
veralteten CLB-Dienst auf
Gateway-Nodes (HTTP).



Port

8085

8443

9022

9091

9443

18082

TCP oder
UDP

TCP

TCP

TCP

TCP

TCP

TCP

Protokoll

HTTP

HTTPS

SSH

HTTPS

HTTPS

HTTPS

Von

Swift Clients

Browser

Service-
Laptop

Externer
Grafana-
Service

Browser

S3-Clients

Bis

Gateway-
Nodes

Admin-Nodes

Appliances

Admin-Nodes

Admin-Nodes

Storage-
Nodes

Details

Schneller Client-Datenverkehr
zum veralteten CLB-Dienst
auf Gateway Nodes (HTTP).

Optional Wird von
Webbrowsern und
Management-API-Clients fur
den Zugriff auf den Grid
Manager verwendet. Kann zur
Trennung der Kommunikation
zwischen Grid Manager und
Tenant Manager verwendet
werden.

Gewahrt Zugriff auf
StorageGRID Appliances im
Vorkonfigurationsmodus fur
Support und Fehlerbehebung.
Dieser Port muss wahrend
des normalen Betriebs nicht
zwischen Grid-Nodes oder auf
diesen zugreifen kdnnen.

Wird von externen Grafana
Services flr sicheren Zugriff
auf den StorageGRID
Prometheus Service
verwendet.

Hinweis: dieser Port wird nur
bendtigt, wenn der
zertifikatbasierte Prometheus-
Zugriff aktiviert ist.

Optional Wird von
Webbrowsern und
Management-API-Clients flir
den Zugriff auf den
Mandanten-Manager
verwendet. Kann zur
Trennung der Kommunikation
zwischen Grid Manager und
Tenant Manager verwendet
werden.

S3-Client-Datenverkehr direkt
zu Storage-Nodes (HTTPS).

13



Port

18083

18084

18085

14

TCP oder
UDP

TCP

TCP

TCP

Protokoll

HTTPS

HTTP

HTTP

Von

Swift Clients

S3-Clients

Swift Clients

Bis

Storage-
Nodes

Storage-
Nodes

Storage-
Nodes

Details

Schneller Client-Verkehr
direkt zu Storage Nodes
(HTTPS).

S3-Client-Traffic direkt zu
Storage-Nodes (HTTP).

Schneller Client-Verkehr
direkt zu Storage Nodes
(HTTP).
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Das in diesem Dokument beschriebene Produkt kann durch ein oder mehrere US-amerikanische Patente,
auslandische Patente oder anhangige Patentanmeldungen geschutzt sein.

ERLAUTERUNG ZU ,RESTRICTED RIGHTS*: Nutzung, Vervielfaltigung oder Offenlegung durch die US-
Regierung unterliegt den Einschrankungen gemaf Unterabschnitt (b)(3) der Klausel ,Rights in Technical Data
— Noncommercial ltems* in DFARS 252.227-7013 (Februar 2014) und FAR 52.227-19 (Dezember 2007).

Die hierin enthaltenen Daten beziehen sich auf ein kommerzielles Produkt und/oder einen kommerziellen
Service (wie in FAR 2.101 definiert) und sind Eigentum von NetApp, Inc. Alle technischen Daten und die
Computersoftware von NetApp, die unter diesem Vertrag bereitgestellt werden, sind gewerblicher Natur und
wurden ausschlie3lich unter Verwendung privater Mittel entwickelt. Die US-Regierung besitzt eine nicht
ausschlieBliche, nicht Gbertragbare, nicht unterlizenzierbare, weltweite, limitierte unwiderrufliche Lizenz zur
Nutzung der Daten nur in Verbindung mit und zur Unterstitzung des Vertrags der US-Regierung, unter dem
die Daten bereitgestellt wurden. Sofern in den vorliegenden Bedingungen nicht anders angegeben, durfen die
Daten ohne vorherige schriftliche Genehmigung von NetApp, Inc. nicht verwendet, offengelegt, vervielfaltigt,
geandert, aufgefiihrt oder angezeigt werden. Die Lizenzrechte der US-Regierung fir das US-
Verteidigungsministerium sind auf die in DFARS-Klausel 252.227-7015(b) (Februar 2014) genannten Rechte
beschrankt.

Markeninformationen

NETAPP, das NETAPP Logo und die unter http://www.netapp.com/TM aufgefihrten Marken sind Marken von
NetApp, Inc. Andere Firmen und Produktnamen kénnen Marken der jeweiligen Eigentiimer sein.
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