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SG5600-Appliance warten

Maoglicherweise mussen Sie die SANtricity OS Software auf dem E2700 Controller
aktualisieren, den E2700 Controller oder den E5600SG Controller ersetzen oder
bestimmte Komponenten ersetzen. Bei den in diesem Abschnitt beschriebenen Verfahren
wird davon ausgegangen, dass die Appliance bereits als Storage-Node in einem
StorageGRID-System bereitgestellt wurde.

Stellen Sie das Gerat in den Wartungsmodus

Sie mUssen das Gerat in den Wartungsmodus versetzen, bevor Sie bestimmte
Wartungsarbeiten durchfuhren.

Was Sie bendétigen
« Sie sind mit einem bei Grid Manager angemeldet Unterstutzter Webbrowser.
 Sie haben die Berechtigung Wartung oder Stammzugriff. Weitere Informationen finden Sie in den
Anweisungen zum Verwalten von StorageGRID.

Uber diese Aufgabe

In seltenen Fallen kann es vorkommen, dass eine StorageGRID Appliance in den Wartungsmodus versetzt
wird, damit die Appliance fir den Remote-Zugriff nicht verfigbar ist.

Das Passwort des Admin-Kontos und die SSH-Host-Schilssel fiir eine StorageGRID-Appliance
im Wartungsmodus bleiben identisch mit dem Kennwort, das zum Zeitpunkt der Wartung der
Appliance vorhanden war.

Schritte
1. Wahlen Sie im Grid Manager die Option NODES aus.

2. Wahlen Sie in der Strukturansicht der Seite Knoten den Appliance Storage Node aus.

3. Wahlen Sie Aufgaben.

Overview Hardware Network Storage Objects ILM Tasks
Reboot
Reboots the node. Reboot
Maintenance mode
Places the appliance's compute controller into maintenance mode. Maintenance mode



https://docs.netapp.com/de-de/storagegrid-116/admin/web-browser-requirements.html

4. Wahlen Sie Wartungsmodus.

Ein Bestatigungsdialogfeld wird angezeigt.

Enter maintenance mode on S2-10-224-2-24 X

You must place the appliance's compute controller into maintenance mode to perform certain maintenance procedures on the appliance.
Attention: All StorageGRID services on this node will be shut down. Wait a few minutes for the node to reboot into maintenance mode.
If you are ready to start, enter the provisioning passphrase and select OK.

Provisioning passphrase

5. Geben Sie die Provisionierungs-Passphrase ein, und wahlen Sie OK.

Eine Fortschrittsleiste und eine Reihe von Meldungen, darunter ,Anfrage gesendet", ,StorageGRID
stoppen” und ,neu booten®, geben an, dass die Appliance die Schritte zum Eintritt in den Wartungsmodus
abschliel3t.

$2-10-224-2-24 (Storage Node) 2 X
Overview Hardware Network Storage Objects ILM Tasks
Reboot

Reboots the node. Reboot

Maintenance mode

Places the appliance's compute controller into maintenance mode.

A\ Attention
Your request has been sent, but the appliance might take 10-15 minutes to enter maintenance mode. Do not perform
maintenance procedures until this tab indicates maintenance mode is ready, or data could become corrupted.

_ (U Rebooting...

Wenn sich die Appliance im Wartungsmodus befindet, wird in einer Bestatigungsmeldung die URLs
aufgefiihrt, mit denen Sie auf das Installationsprogramm der StorageGRID-Appliance zugreifen kénnen.



$2-10-224-2-24 (Storage Node) 2 X

Overview Hardware Network Storage Objects ILM Tasks

Reboot

Reboots the node.

Reboot ’

Maintenance mode

Places the appliance's compute controller into maintenance mode.
0 This node is currently in maintenance mode. Navigate to one of the URLs listed below and perform any necessary maintenance
procedures.

o https://172.16.2.24:8443
e https://10.224 2 24:8443

When you are done with any required maintenance procedures, you must exit maintenance mode by selecting Reboot
Controller from the StorageGRID Appliance Installer.

6. Um auf das Installationsprogramm der StorageGRID-Appliance zuzugreifen, navigieren Sie zu einer
beliebigen der angezeigten URLSs.

Verwenden Sie nach Mdglichkeit die URL, die die IP-Adresse des Admin Network-Ports der Appliance
enthalt.

Wenn Sie Uber eine direkte Verbindung zum Management-Port der Appliance verflgen,
verwenden Sie https://169.254.0.1:8443 So greifen Sie auf die Seite StorageGRID-
Appliance-Installationsprogramm zu.

7. Vergewissern Sie sich beim Installationsprogramm der StorageGRID Appliance, dass sich die Appliance im
Wartungsmodus befindet.

A This nodesdis in maintenance mode. Perfarm any reguired maintenance procedures. If you want to exit maintenance mode
manually to resume normal operation, go to Advanced = Reboot Controller to reboot the cantroller,

8. Fuhren Sie alle erforderlichen Wartungsaufgaben durch.

9. Beenden Sie nach Abschluss der Wartungsaufgaben den Wartungsmodus und fahren Sie den normalen
Node-Betrieb fort. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Erweitert
Controller neu starten und wahlen Sie dann Neustart in StorageGRID aus.



NetApp® StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Menitor Instaliation Advanced -

RAID Mode

Reboot Controller Upgrade Firmware

Request a coniroller reboot.

Reboot Controller

Die Appliance kann bis zu 20 Minuten dauern, bis sie neu gestartet und wieder in das Grid eingesetzt wird.
Um zu Uberpriifen, ob das Neubooten abgeschlossen ist und dass der Node wieder dem Grid beigetreten
ist, gehen Sie zurtick zum Grid Manager. Auf der Seite NODES sollte ein normaler Status (kein Symbol) fiir
den Appliance-Knoten angezeigt werden, was darauf hinweist, dass keine Alarme aktiv sind und der
Knoten mit dem Raster verbunden ist.

= WM NetApp | StorageGRID Grid Manager Q @v ARootv

DASHBOARD
ALERTS
P N\Od
NQODES O e S
e
TENANTS . N .
View the list and status of sites and grid nodes.
ILM
Q Total node count: 14
CONFIGURATION =
Name = Type = Objectdataused @ 2=  Object metadataused @ 2 CPUusage @ =
MAINTENANCE
SUPPORT StorageGRID Deployment Grid 0% 0%
Data Center 1 Site 0% 0%

DC1-ADM1 Primary Admin Node 5%

DC1-ARCL Archive Node 4%

DC1-G1 Gateway Node 2%

DC1-51 Storage Node 0% 0% 12%

DC1-52 Storage Node 0% 0% 10%
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Aktualisieren Sie SANtricity OS auf Storage-Controllern mit
Grid Manager

Bei Storage-Controllern, die derzeit SANtricity OS 08.42.20.00 (11.42) oder eine neuere
Version verwenden, mussen Sie zum Anwenden eines Upgrades den Grid-Manager



verwenden.

Was Sie bendtigen

+ Sie haben das NetApp Interoperabilitats-Matrix-Tool (IMT) konsultiert, um zu tberprifen, ob die fir das
Upgrade verwendete SANTtricity Betriebssystemversion mit lhrer Appliance kompatibel ist.

 Sie haben die Berechtigung Wartung oder Stammzugriff.

+ Sie sind mit einem bei Grid Manager angemeldet Unterstutzter Webbrowser.
+ Sie haben die Provisionierungs-Passphrase.

+ Sie haben Zugriff auf die NetApp Download-Seite flir SANTtricity OS.

Uber diese Aufgabe

Sie kdnnen keine anderen Softwareupdates (StorageGRID Software-Upgrade oder Hotfix) durchfiihren, bis Sie
den SANItricity OS-Upgrade-Prozess abgeschlossen haben. Wenn Sie versuchen, vor Abschluss des
SANTtricity OS-Upgrades einen Hotfix oder ein StorageGRID-Software-Upgrade zu starten, werden Sie zur
Upgrade-Seite von SANtricity OS umgeleitet.

Das Verfahren ist erst abgeschlossen, wenn das SANTtricity OS Upgrade erfolgreich auf alle zutreffenden
Nodes angewendet wurde, die flr das Upgrade ausgewahlt wurden. Das SANTtricity Betriebssystem kann
langer als 30 Minuten dauern, bis das Betriebssystem auf jedem Node (sequenziell) und bis zu 90 Minuten
zum Neustart jeder StorageGRID Storage Appliance bendtigt wird.

Die folgenden Schritte sind nur anwendbar, wenn Sie den Grid Manager zur Durchflihrung des

@ Upgrades verwenden. Die Speicher-Controller in der Appliance kénnen nicht mit dem Grid
Manager aktualisiert werden, wenn die Controller SANTtricity OS verwenden, die alter als
08.42.20.00 sind (11.42).

Mit diesem Verfahren wird der NVSRAM automatisch auf die neueste Version aktualisiert, die
@ mit dem Upgrade des SANTtricity-Betriebssystems verknlpft ist. Sie missen keine separate
NVSRAM-Aktualisierungsdatei anwenden.

Schritte
1. Laden Sie die neue SANTtricity OS Softwaredatei von der NetApp Support-Website herunter.

Achten Sie darauf, die SANTtricity Betriebssystemversion fir |hre Storage Controller auszuwahlen.
"NetApp Downloads mit StorageGRID Appliance"

2. Wahlen Sie WARTUNG System Software-Update.


https://docs.netapp.com/de-de/storagegrid-116/admin/web-browser-requirements.html
https://mysupport.netapp.com/site/products/all/details/storagegrid-appliance/downloads-tab

Software update

You can upgrade StorageGRID software, apply a hotfix, or upgrade the SANtricity OS software on StorageGRID storage

appliances.

StorageGRID upgrade StorageGRID hotfix SANtricity OS update
Upgrade to the next StorageGRID Apply a hotfix to your current Update the SANtricity OS software
version and apply the latest hotfix StorageGRID software version. on your StorageGRID storage
for that version, appliances.

Upgrade — Apply hotfix — Update —

3. Wahlen Sie im Abschnitt SANtricity OS Update die Option Update aus.

Die Seite fur das SANtricity OS Upgrade wird angezeigt.

SANTtricity OS

Use this procedure 1o upgrade the SANIRCY 05 sodvwrare [contratler fir mwarg] on the storage controliers il'l.\l,'I'.'ll:Il storage applisnces,

1. Doawnload the SANtricity 05 verslon that is compatible with the storage controtlers. If you use different appliance madels, repeat these steps for each model.

2. Conlirm the starage controllérs are Neminal (NODES > appliance node > Hardware) and ready to upgrade.

3. Start the upgrade and approve the nodes you want to upgrade, Nodes are upgraded ane at a time
During the upgrade, a health check is performed and valid NVSRAM is instatled, When the upgrade is complete, the appliance is rebooted. The upgrade can take
wp-ta 30 minutes for each appliance.

4. Select Skip Nodes and Finish if you only want to apply this upgrade to some nodes or if you want to upgrade some nodes later

SANtricity OS Upgrade File

Santricity 05 Upgrade File @ Browse

Passphrase

Provisioning Passphrase @

4. Wahlen Sie die Upgrade-Datei flir das SANTtricity OS aus, die Sie von der NetApp Support-Website
heruntergeladen haben.

a. Wahlen Sie Durchsuchen.
b. Suchen und wahlen Sie die Datei aus.

c. Wahlen Sie Offen.

Die Datei wird hochgeladen und validiert. Wenn der Validierungsprozess abgeschlossen ist, wird der
Dateiname neben der Schaltflache Durchsuchen angezeigt.

@ Andern Sie den Dateinamen nicht, da er Teil des Verifizierungsvorgangs ist.



5. Geben Sie die Provisionierungs-Passphrase ein.

Die Schaltflache Start ist aktiviert.

SANTtricity OS

wp-to 30 minutes for each appliance,

SANtricity O5 Upgrade File

SAMLricity OS Upprade File @

Datails @
Passphrase

Provisioning Passphrase @

Uze this procedure to upgrade the SANtricity 05 seltware fcontroller firmware] en the storage controllers inyour storage appliances,

2. Confirm the storge controllers are Nominal (NODES > oppliance node > Hardware) and ready to upgrade.

1. Start the upgrade and approve the nodes you want to upgrade, Nodes are upgraded one a1 a time
During the upgrade, a health check is perlormed and valid NVSRAM is instatled. When the upgrade is complete, the sppliance is rebooted. The upgrade can take

4. Select Skip Nodes and Finish il you only want to apply this upgrade to some nodes or if you want to upgrade some nodes later

Browse

RCE. . dip

SESRSBES

1. Doawnload the SANtricity OS5 verslon that is compatible with the storage controllers. If you use different appliance models, repeat these steps for each model.

6. Wahlen Sie Start.

Ein Warnfeld zeigt an, dass die Verbindung lhres Browsers vortibergehend unterbrochen wird, da Dienste
auf Knoten, die aktualisiert werden, neu gestartet werden.

7. Wahlen Sie OK aus, um die SANtricity OS-Aktualisierungsdatei auf den primaren Admin-Knoten zu stellen.

Wenn das SANtricity OS Upgrade startet:

a. Die Integritatsprifung wird ausgefiihrt. Dieser Prozess tberprift, dass flr keine Nodes der Status

~LAufmerksamkeit erforderlich® angezeigt wird.

@ Wenn Fehler gemeldet werden, beheben Sie sie, und wahlen Sie erneut Start.

b. Die Fortschrittstabelle fir das SANtricity OS-Upgrade wird angezeigt. In dieser Tabelle werden alle
Storage-Nodes in Inrem Raster und die aktuelle Phase des Upgrades fiir jeden Node angezeigt.

In der Tabelle sind alle Appliance Storage-Nodes aufgefihrt. Software-basierte
@ Speicherknoten werden nicht angezeigt. Wahlen Sie fur alle Nodes, die das Upgrade
erfordern * genehmigen.




Approve ALl
Site LT Name
DC1-SGAs  SGG0GO
BC1-L0As SGEED
DCI-SGAs SGHTLZ
DCI-SGAs SGBGED

SANtricity OS

Use this procedure to upgrade the SANtricity 05 software [controller firmware] on the storage controllers in your storage appliances.

up to 30 minutes for each appliance.

SANtricity 05 Upgrade Progress

# Starage Nodes - Dout of 4 completed

A~ Progress LT Stage nn Detaits

Waiting for you to approve

Waiting for you 1o spprove

Walting for you to approve

Waiting for you 1o spprove

1. Download the SANEricity OS5 version that ks compatible with the storage contrallers, If you use different appliance maedels, repeat these steps lor each model,
2. Confirm the storage controllers are Nominal (NODES > appliance node > Hardware) and ready 1o upgrade,

3. Start the upgrade and approve the nodes you want to upgrade. Nodes are upgraded one at a time,
During the upgrade, a health check is performed and valid NVSRAM is installed. When the upgrade is complete, the appliance is rebooted. The upgrade can take

4, Select Skip Nodes and Finigh T you only want to apply this upgrade to some nodes of If you want to upgrade some nodes Later.

Approve All

Q
ir Current Controller Firmwarne Version i Action
SE.TR02.00 Appraee
QR.T2.02.00
98.72.02.00 Approve
sosaco

Skip Modes and Finish

8. Sortieren Sie die Liste der Knoten in aufsteigender oder absteigender Reihenfolge nach Site, Name,
Progress, Stage, Details, Oder Aktuelle Controller-Firmware-Version. Oder geben Sie einen Begriff in
das Feld Suche ein, um nach bestimmten Knoten zu suchen.

Sie kdonnen durch die Liste der Knoten blattern, indem Sie die Pfeile links und rechts unten rechts im

Abschnitt verwenden.

9. Genehmigen Sie die Grid-Knoten, die Sie zur Upgrade-Warteschlange hinzufligen mdchten. Genehmigte
Nodes desselben Typs werden nacheinander aktualisiert.

®

Genehmigen Sie das Upgrade des SANtricity OS fiir einen Appliance-Storage-Node nicht,
es sei denn, Sie sind sicher, dass der Node bereit ist, angehalten und neu gebootet zu
werden. Wenn das Upgrade von SANTtricity OS auf einem Node genehmigt wird, werden die
Services auf diesem Node angehalten und der Upgrade-Prozess beginnt. Wenn die
Aktualisierung des Node abgeschlossen ist, wird der Appliance-Node spater neu gebootet.
Diese Vorgange kénnen zu Serviceunterbrechungen fir Clients fihren, die mit dem Node
kommunizieren.

o Wabhlen Sie eine der Schaltflachen Alle genehmigen aus, um alle Speicherknoten zur Upgrade-
Warteschlange des SANTtricity OS hinzuzufliigen.




Wenn die Reihenfolge, in der Knoten aktualisiert werden, wichtig ist, genehmigen Sie
Knoten oder Gruppen von Knoten jeweils eins und warten Sie, bis das Upgrade auf
jedem Knoten abgeschlossen ist, bevor Sie den nachsten Knoten genehmigen.

o Wahlen Sie eine oder mehrere Genehmigen-Schaltflachen, um einen oder mehrere Knoten zur
SANTtricity OS-Upgrade-Warteschlange hinzuzufiigen.

Nachdem Sie Genehmigen ausgewahlt haben, bestimmt der Upgrade-Prozess, ob der Knoten
aktualisiert werden kann. Wenn ein Knoten aktualisiert werden kann, wird er der Upgrade-
Warteschlange hinzugefigt.

Bei einigen Nodes wird die ausgewahlte Upgrade-Datei absichtlich nicht angewendet. Sie kénnen das
Upgrade abschlie3en, ohne dass Sie ein Upgrade dieser spezifischen Nodes durchflihren miissen. Nodes,
die absichtlich kein Upgrade durchgefiihrt wurden, zeigen eine Phase komplett (Upgrade versucht) und
geben den Grund an, warum der Node nicht in der Spalte Details aktualisiert wurde.

10. Wenn Sie einen Knoten oder alle Knoten aus der SANtricity OS Upgrade-Warteschlange entfernen
mochten, wahlen Sie Entfernen oder Alle entfernen.

Wenn die Phase Uber Queued hinaus fortschreitet, wird die Schaltflache Entfernen ausgeblendet und Sie
kénnen den Knoten nicht mehr aus dem SANTtricity OS-Upgrade-Prozess entfernen.

11. Warten Sie, wahrend das SANTtricity OS Upgrade auf jeden genehmigten Grid-Node angewendet wird.

o Wenn wahrend des SANtricity OS Upgrades auf einem beliebigen Node eine Fehlerstufe angezeigt
wird, ist das Upgrade flr den Node fehlgeschlagen. Mithilfe des technischen Supports miissen Sie das
Gerat moglicherweise in den Wartungsmodus versetzen, um es wiederherzustellen.

o Wenn die Firmware auf dem Node zu alt ist, um ein Upgrade mit dem Grid Manager durchzufiihren,
zeigt der Node eine Fehlerstufe an. Die Details: ,”Sie mussen den Wartungsmodus verwenden, um ein
Upgrade von SANTtricity OS auf diesem Node durchzufiihren. Siehe Installations- und
Wartungsanleitung fir Ihr Gerat. Nach dem Upgrade kdnnen Sie dieses Dienstprogramm fiir zuklinftige
Upgrades verwenden.™" Gehen Sie wie folgt vor, um den Fehler zu beheben:

i. Verwenden Sie den Wartungsmodus, um ein Upgrade von SANtricity OS auf dem Node
durchzufihren, auf dem eine Fehlerstufe angezeigt wird.

i. Verwenden Sie den Grid-Manager, um das SANtricity OS-Upgrade neu zu starten und
abzuschliefl3en.

Wenn das SANTtricity OS Upgrade auf allen genehmigten Nodes abgeschlossen ist, wird die
Fortschrittstabelle des SANTtricity OS Upgrades geschlossen, und ein griines Banner zeigt das Datum und
die Uhrzeit des Ababgeschlossenen Upgrades des SANTtricity OS an.



SANTtricity OS upgrade completed on 2 nodes at 2021-10-04 15:43:23 EDT.

SANtricity OS Upgrade File

SANtricity OS Upgrade File @ Browse

Passphrase

Provisioning Passphrase © |

1. Wenn ein Knoten nicht aktualisiert werden kann, notieren Sie den in der Spalte Details angezeigten Grund,
und fiihren Sie die entsprechende Aktion durch:

° ,sTorage Node wurde bereits aktualisiert."“Keine weiteren Mallnahmen erforderlich.

° ,SANtricity OS Upgrade ist fiir diesen Node nicht verfiigbar."“Der Node verflgt
nicht Uber einen Storage-Controller, der vom StorageGRID System gemanagt werden kann. Schliel3en
Sie das Upgrade ab, ohne den Node mit dieser Meldung zu aktualisieren.

° ,SANtricity OS-Datei ist mit diesem Node nicht kompatibel.“Fur den Node muss
sich eine SANtricity OS-Datei unterscheiden, die sich von der von lhnen ausgewahlten Datei
unterscheidet. Laden Sie nach Abschluss des aktuellen Upgrades die korrekte SANtricity OS-Datei fur
den Node herunter, und wiederholen Sie den Upgrade-Vorgang.

@ Das SANTtricity OS-Upgrade ist erst abgeschlossen, wenn Sie das SANTtricity OS-Upgrade auf
allen aufgefiihrten Storage-Nodes genehmigen.

1. Wenn Sie die Genehmigung von Nodes beenden und zur Seite SANTtricity OS zurtickkehren méchten, um
einen Upload einer neuen SANtricity OS-Datei zu ermoglichen, gehen Sie wie folgt vor:

a. Wahlen Sie Knoten uiberspringen und beenden.

Es wird eine Warnung angezeigt, wenn Sie sicher sind, dass Sie den Upgrade-Prozess ohne Upgrade
auf alle Nodes abschlieRen mochten.

b. Wahlen Sie * OK* aus, um zur Seite SANtricity OS zurlickzukehren.

c. Wenn Sie bereit sind, mit dem Genehmigen von Knoten fortzufahren, fahren Sie mit fort Laden Sie das
SANTtricity Betriebssystem herunter Um den Upgrade-Vorgang neu zu starten.

@ Nodes, die bereits genehmigt und ohne Fehler aktualisiert wurden, werden weiterhin
aktualisiert.

2. Wiederholen Sie dieses Upgrade-Verfahren fiir alle Nodes in einer vollstandigen Phase, fir die eine
andere SANTtricity OS Upgrade-Datei erforderlich ist.

10




@ Verwenden Sie fir alle Nodes, flir die der Status als Warnung angezeigt wird, den
Wartungsmodus, um das Upgrade durchzufihren.

@ Wenn Sie das Upgrade wiederholen, missen Sie zuvor aktualisierte Knoten genehmigen.

Verwandte Informationen
"NetApp Interoperabilitats-Matrix-Tool"

Aktualisieren Sie SANTtricity OS auf einem E2700 Controller mithilfe des Wartungsmodus

Aktualisieren Sie SANtricity OS auf einem E2700 Controller
mithilfe des Wartungsmodus

Wenn Sie die SANtricity OS-Software nicht mithilfe des Grid-Managers aktualisieren
konnen, wenden Sie das Upgrade im Wartungsmodus an.

Was Sie bendtigen

« Sie haben das NetApp Interoperabilitats-Matrix-Tool (IMT) konsultiert, um zu Uberprifen, ob die fir das
Upgrade verwendete SANTtricity Betriebssystemversion mit lhrer Appliance kompatibel ist.

» Sie missen den E5600-Controller in platzieren Wartungsmodus Wenn Sie den Grid Manager nicht
verwenden. Wenn der Controller in den Wartungsmodus versetzt wird, wird die Verbindung zum E2700
Controller unterbrochen.

In seltenen Fallen kann es vorkommen, dass eine StorageGRID Appliance in den
Wartungsmodus versetzt wird, damit die Appliance fir den Remote-Zugriff nicht verfugbar
ist.

Uber diese Aufgabe

Aktualisieren Sie das SANItricity Betriebssystem und NVSRAM im E-Series Controller nicht auf mehr als einer
StorageGRID Appliance gleichzeitig.

Wenn Sie mehrere StorageGRID Appliances gleichzeitig aktualisieren, kann dies in
@ Abhangigkeit von Ihrem Implementierungsmodell und den ILM-Richtlinien zu
Datenunverflgbarkeit fihren.

Schritte
1. Uberpriifen Sie, ob das Gerat in ist Wartungsmodus.
2. Greifen Sie Uber ein Service-Laptop auf den SANtricity Storage Manager zu und melden Sie sich an.

3. Laden Sie die neue SANTtricity OS Software-Datei und die NVSRAM-Datei auf den Management-Client
herunter.

@ Das NVSRAM bezieht sich auf die StorageGRID Appliance. Verwenden Sie nicht den
Standard-NVSRAM-Download.

4. Folgen Sie den Anweisungen in der Online-Hilfe des E2700 und der E5600 SANtricity-Software und
Firmware-Upgrades_ oder der SANTtricity Storage Manager und aktualisieren Sie die Firmware des E2700
Controllers, NVSRAM oder beides.

11


https://mysupport.netapp.com/matrix

12

Wenn Sie NVSRAM im E2700 Controller aktualisieren missen, missen Sie bestatigen,
@ dass die heruntergeladene SANTtricity Betriebssystemdatei mit StorageGRID Appliances
kompatibel ist.

@ Aktivieren Sie die Upgrade-Dateien sofort. Die Aktivierung nicht verschieben.

Wenn diese Prozedur erfolgreich abgeschlossen ist und Sie weitere durchzufiihrenden Verfahren haben,
wahrend sich der Node im Wartungsmodus befindet, flihren Sie sie jetzt aus. Wenn Sie fertig sind oder
Fehler auftreten und von vorne beginnen mdchten, wahlen Sie Erweitert Controller neu starten aus, und
wahlen Sie dann eine der folgenden Optionen aus:

o Wahlen Sie Neustart in StorageGRID aus

o Wahlen Sie Neustart im Wartungsmodus aus, um den Controller neu zu starten, wobei der Knoten
noch im Wartungsmodus bleibt. Wahlen Sie diese Option aus, wenn wahrend des Verfahrens Fehler
auftreten und neu starten méchten. Nachdem der Node das Neubooten in den Wartungsmodus
abgeschlossen hat, starten Sie den entsprechenden Schritt wahrend des ausgefallenen Verfahrens

neu.

NetApp” StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advancad -

RAID Mode
Reboot Controller Uparade Firmware
Fequest a controller reboot. [ Reboot Controfler |

) ()

Die Appliance kann bis zu 20 Minuten dauern, bis sie neu gestartet und wieder in das Grid eingesetzt
wird. Um zu Uberprifen, ob das Neubooten abgeschlossen ist und dass der Node wieder dem Grid
beigetreten ist, gehen Sie zurtick zum Grid Manager. Auf der Seite Knoten sollte ein normaler Status
(links neben dem Knotennamen keine Symbole) fiir den Appliance-Knoten angezeigt werden, der
angibt, dass keine Warnmeldungen aktiv sind und der Knoten mit dem Raster verbunden ist.
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Aktualisieren Sie die Laufwerk-Firmware mit SANtricity
Storage Manager

Sie aktualisieren lhre Laufwerk-Firmware, um sicherzustellen, dass Sie Uber alle

neuesten Funktionen und Fehlerbehebungen verflugen.

Was Sie bendtigen

» Die Storage Appliance hat einen optimalen Status.

+ Alle Laufwerke haben einen optimalen Status.

+ Sie haben die aktuelle Version des SANTtricity Storage Managers installiert, der mit lhrer StorageGRID-

Version kompatibel ist.

Aktualisieren Sie SANTtricity OS auf Storage-Controllern mit Grid Manager

Aktualisieren Sie SANTtricity OS auf dem E2700 Controller mithilfe des Wartungsmodus

* Das ist schon StorageGRID-Appliance in den Wartungsmodus versetzt.

@ Im Wartungsmodus wird die Verbindung zum Storage Controller unterbrochen, alle 1/0O-

Aktivitaten werden angehalten und alle Laufwerke werden offline geschaltet.

Aktualisieren Sie die Laufwerk-Firmware nicht auf mehr als einer StorageGRID Appliance
@ gleichzeitig. Dadurch kann je nach Implementierungsmodell und ILM-Richtlinien die
Nichtverfligbarkeit von Daten auftreten.
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Schritte
1. Vergewissern Sie sich, dass das Gerat in ist Wartungsmodus.

2. Offnen Sie einen Webbrowser, und geben Sie die IP-Adresse als URL fiir SANtricity-Speichermanager ein:
https://E2700_Controller IP

3. Geben Sie bei Bedarf den Benutzernamen und das Kennwort des SANfricity Storage Manager-
Administrators ein.

4. Wahlen Sie in SANtricity Enterprise Management die Registerkarte Geréte aus.
Das Fenster SANTtricity-Array-Verwaltung wird geoffnet.

5. Doppelklicken Sie in der SANTtricity-Array-Verwaltung auf das Speicher-Array mit den zu aktualisierenden
Laufwerken.

6. Vergewissern Sie sich, dass sowohl das Speicher-Array als auch die Laufwerke den optimalen Status
haben.

7. Uberpriifen Sie die Version der Laufwerk-Firmware, die derzeit in der Speicher-Appliance installiert ist:
a. Wahlen Sie unter SANtricity Enterprise Management die Option Upgrade Laufwerk-Firmware aus.

Im Fenster Laufwerk-Firmware herunterladen — Pakete hinzufligen werden die aktuell verwendeten
Firmware-Dateien des Laufwerks angezeigt.

b. Beachten Sie die aktuellen Versionen der Laufwerk-Firmware und die Laufwerk-IDs unter Aktuelle
Firmware-Pakete.

Select the drive firmware packages you want to transfer. If you have more than one drive type, you can select up to four packages
to transfer at one time.

Current firmware packages:

HUH728080AL5204(MNEDD) View Associated Drives

Packages to be transferred:

| AAA
In diesem Beispiel:
= Die Version der Laufwerk-Firmware lautet NE0OO.

= Die Laufwerk-ID lautet HUH728080AL5204.

Wahlen Sie * zugeordnete Laufwerke anzeigen* aus, um anzuzeigen, wo diese Laufwerke in lhrem
Speichergerat installiert sind.

8. Laden Sie das verfiigbare Laufwerk-Firmware-Upgrade herunter, und bereiten Sie es vor:

a. Offnen Sie Ihren Webbrowser, navigieren Sie zur NetApp Support Website und melden Sie sich mit
Ihrer ID und Ihrem Passwort an.

"NetApp Support"
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b. Wahlen Sie auf der NetApp Support Website die Registerkarte Downloads aus und wahlen Sie dann

E-Series Festplatten-Firmware aus.

Die Seite E-Series Festplatten-Firmware wird angezeigt.

c. Suchen Sie nach jedem in lhrer Speicheranwendung installierten Drive Identifier, und stellen Sie

sicher, dass jeder Laufwerkkennung die neueste Firmware-Version hat.

= Wenn die Firmware-Version kein Link ist, hat diese Laufwerkkennung die neueste Firmware-

Version.

= Wenn eine oder mehrere Laufwerk-Teilenummern fir eine Laufwerksidentifikation aufgefihrt sind,

ist fir diese Laufwerke ein Firmware-Upgrade verfugbar. Sie kdnnen einen beliebigen Link
auswahlen, um die Firmware-Datei herunterzuladen.

M NetApp | Support

PRODUCTS v  SYSTEMS v  DOCS&KNOWLEDGEBASE~  COMMUNITY v DOWNLOADS ¥  TOOLS v  CASES~  PARTS v

Downloads > Firmware > E-Series Disk Firmware

E-Series Disk Firmware

Download all current E-Series Disk Firmware

Drive Part Number Descriptions Drive Identifier Firmware Rev. (Download) Notes and Config Info Release Date o

Drive Part Number scriptions HUH728080AL5204) Firmware Rev. (Downlead

E-X4073A HDD, 8TB, SAS, 7.2K, PI HUHT728080AL5204 NEQL NEO1 Fixes Bug 1122414 26-Jul-2018
E-X4OT4A HOD, 8T8, 5AS, 7.2K, PI HUH728080AL5204 NEOL NEQ1 Fixes Bug 1122414 26-Jul-2018
E-X4127A HDD, 8TB, SAS, 7.2K, PI HUHT728080AL5204 NEOL WEOL Fixes Bug 1122414 26-Jul-2018
E-Xd128A HOD, 8T8, SAS, 7.2K, PI HUH728080AL5204 NEOL NEQ1 Fixes Bug 1122414 26-Jul-2018

d. Wenn eine spatere Firmware-Version aufgefuhrt wird, wahlen Sie den Link im Firmware-Rev. Aus

(Download) Spalte zum Herunterladen einer . zip Archiv mit der Firmware-Datei.

(entpacken).

9. Installieren Sie das Laufwerk-Firmware-Upgrade:

a. Wahlen Sie im Fenster SANtricity Storage Manager Laufwerk-Firmware herunterladen - Pakete

hinzufligen die Option Hinzufiligen aus.
. Navigieren Sie zum Verzeichnis, das die Firmware-Dateien enthalt, und wahlen Sie bis zu vier
Firmware-Dateien aus.

Die Firmware-Dateien des Laufwerks haben einen Dateinamen wie
D HUC101212CSS600 30602291 MSO01 2800 0002.dlp

Wenn Sie mehrere Firmware-Dateien auswahlen, um die Firmware des gleichen Laufwerks zu
aktualisieren, kann dies zu einem Dateikonflikt flihren. Wenn ein Dateikonflikt auftritt, wird ein

e. Extrahieren Sie die von der Support-Website heruntergeladenen Archivdateien der Laufwerk-Firmware

Fehlerdialogfeld angezeigt. Um diesen Fehler zu beheben, wahlen Sie OK aus, und entfernen Sie alle

anderen Firmware-Dateien auRer denen, die Sie flr die Aktualisierung der Firmware des Laufwerks

verwenden mochten. Um eine Firmware-Datei zu entfernen, wahlen Sie die Firmware-Datei im
Informationsbereich Pakete aus, die Ubertragen werden sollen, und wahlen Sie Entfernen aus.
Dariuber hinaus kdnnen Sie nur bis zu vier Laufwerk-Firmware-Pakete gleichzeitig auswahlen.
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c. Wahlen Sie OK.

Das System aktualisiert den Informationsbereich Pakete, die mit den ausgewahlten Firmware-Dateien
Ubertragen werden sollen.

d. Wahlen Sie Weiter.
Das Fenster Laufwerk-Firmware herunterladen — Laufwerke auswahlen wird gedffnet.
= Alle Laufwerke in der Appliance werden nach Konfigurationsinformationen und nach den

Voraussetzungen flir Upgrades durchsucht.

= Sie werden mit einer Auswahl (je nachdem, welche Anzahl von Laufwerken Sie im Speicher-Array
haben) von kompatiblen Laufwerken angezeigt, die mit der ausgewahlten Firmware aktualisiert
werden konnen. Die Laufwerke, die als Online-Vorgang aktualisiert werden kénnen, werden
standardmafiig angezeigt.

= Die ausgewahlte Firmware fiir das Laufwerk wird im Bereich der vorgeschlagenen Firmware-
Informationen angezeigt. Wenn Sie die Firmware andern missen, wahlen Sie Zuriick aus, um zum
vorherigen Dialogfeld zurlickzukehren.

e. Wahlen Sie aus der Upgrade-Funktion des Laufwerks den Download-Vorgang parallel oder All aus.

Sie kdnnen eine dieser Upgrade-Methoden verwenden, da sich die Appliance im Wartungsmodus
befindet, wobei die I/O-Aktivitat fir alle Laufwerke und alle Volumes angehalten wird.

f. Wahlen Sie in kompatiblen Laufwerken die Laufwerke aus, fur die Sie die ausgewahlten Firmware-
Dateien aktualisieren mochten.
= Wahlen Sie fir ein oder mehrere Laufwerke jedes Laufwerk aus, das Sie aktualisieren méchten.
= Wahlen Sie fur alle kompatiblen Laufwerke * Alle auswahlen*.
Als Best Practice wird empfohlen, alle Laufwerke desselben Modells auf dieselbe Firmware-Version
zu aktualisieren.
g. Wahlen Sie Fertig, und geben Sie dann ein yes Und wahlen Sie OK.

= Das Herunterladen und Upgrade der Laufwerk-Firmware beginnt mit der Firmware des Download-
Laufwerks. Der Fortschritt zeigt den Status der Firmware-Ubertragung fiir alle Laufwerke an.

= Der Status jedes Laufwerks, das an der Aktualisierung beteiligt ist, wird in der Spalte Status des
Ubertragungsfortschritts der aktualisierten Gerate angezeigt.

Ein Upgrade der parallelen Festplatten-Firmware kann bis zu 90 Sekunden dauern, wenn alle
Laufwerke auf einem System mit 24 Laufwerken aktualisiert werden. Bei einem grélReren System
ist die Ausfiihrungszeit etwas langer.

h. Wahrend der Firmware-Aktualisierung konnen Sie:

= Wahlen Sie Stopp, um die Firmware-Aktualisierung zu beenden. Alle derzeit laufenden Firmware-
Aktualisierungen sind abgeschlossen. Alle Laufwerke, bei denen ein Firmware-Upgrade
durchgeflihrt wurde, zeigen ihren individuellen Status an. Alle verbleibenden Laufwerke werden mit
dem Status ,nicht versucht aufgefihrt.

@ Wenn Sie die Aktualisierung der Laufwerk-Firmware beenden, kann dies zu
Datenverlust oder nicht verfigbaren Laufwerken fiihren.



= Wahlen Sie Speichern unter aus, um einen Textbericht der Fortschrittszusammenfassung der
Firmware-Aktualisierung zu speichern. Der Bericht wird mit einer standardmafigen .log-
Dateierweiterung gespeichert. Wenn Sie die Dateierweiterung oder das Verzeichnis andern
mo&chten, andern Sie die Parameter in Save Drive Download Log.

Verwenden Sie Download Drive Firmware - Fortschritt, um den Fortschritt der Laufwerk-Firmware-
Upgrades zu tUberwachen. Der Bereich ,Laufwerke aktualisiert” enthalt eine Liste der Laufwerke, die flr
das Firmware-Upgrade geplant sind, sowie den Ubertragungsstatus des Downloads und Upgrades
jedes Laufwerks.

Der Fortschritt und der Status jedes Laufwerks, das an der Aktualisierung beteiligt ist, wird in der
Spalte ,Fortschritt Gbertragen” angezeigt. Nehmen Sie die entsprechende empfohlene Aktion vor, wenn
wahrend des Upgrades Fehler auftreten.

= Ausstehend

Dieser Status wird fiir einen Online-Firmware-Download-Vorgang angezeigt, der zwar geplant, aber
noch nicht gestartet wurde.

= In Bearbeitung
Die Firmware wird auf das Laufwerk Ubertragen.
* Rekonstruktion lauft
Dieser Status wird angezeigt, wenn eine Volume-Ubertragung wahrend der schnellen

Rekonstruktion eines Laufwerks stattfindet. Dies liegt normalerweise daran, dass der Controller
zurlickgesetzt oder ausfallt und der Controller-Eigentiimer das Volume Ubertragt.

Das System initiiert eine vollstandige Rekonstruktion des Laufwerks.

o

o

o

Fehlgeschlagen - Teil

Die Firmware wurde nur teilweise auf das Laufwerk tbertragen, bevor ein Problem die Ubertragung der
restlichen Datei verhindert hat.

Fehlgeschlagen - ungiiltiger Status
Die Firmware ist ungdltig.
Fehlgeschlagen - Sonstiges

Die Firmware konnte nicht heruntergeladen werden, mdglicherweise aufgrund eines physischen
Problems mit dem Laufwerk.

Nicht versucht

Die Firmware wurde nicht heruntergeladen. Dies kann auf verschiedene Grinde zurlckzufiihren sein,
wie z. B. der Download wurde angehalten, bevor es auftreten konnte, oder das Laufwerk hat sich nicht
fur das Upgrade qualifiziert, oder der Download konnte aufgrund eines Fehlers nicht auftreten.

Erfolgreich

Die Firmware wurde erfolgreich heruntergeladen.

10. Nach Abschluss des Upgrades der Laufwerk-Firmware:
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o Um den Assistenten zum Herunterladen der Laufwerk-Firmware zu schliefen, wahlen Sie Schliefen.
o Um den Assistenten erneut zu starten, wahlen Sie Mehr tibertragen.

Wenn diese Prozedur erfolgreich abgeschlossen ist und Sie weitere durchzuflihrenden Verfahren haben,
wahrend sich der Node im Wartungsmodus befindet, fiihren Sie sie jetzt aus. Wenn Sie fertig sind oder
Fehler auftreten und von vorne beginnen mochten, wahlen Sie Erweitert Controller neu starten aus, und
wahlen Sie dann eine der folgenden Optionen aus:

o Wahlen Sie Neustart in StorageGRID aus

o Wahlen Sie Neustart im Wartungsmodus aus, um den Controller neu zu starten, wobei der Knoten
noch im Wartungsmodus bleibt. Wahlen Sie diese Option aus, wenn wahrend des Verfahrens Fehler
auftreten und neu starten méchten. Nachdem der Node das Neubooten in den Wartungsmodus
abgeschlossen hat, starten Sie den entsprechenden Schritt wahrend des ausgefallenen Verfahrens
neu.

NetApp® StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardwars - Monitor Instaliation Advancad -

RAID Mode
Reboot Controller Uparade Firmware
Feguest a controller reboot. [ Reboot Controller |

(| | — |

Die Appliance kann bis zu 20 Minuten dauern, bis sie neu gestartet und wieder in das Grid eingesetzt
wird. Um zu Uberprifen, ob das Neubooten abgeschlossen ist und dass der Node wieder dem Grid
beigetreten ist, gehen Sie zurtick zum Grid Manager. Die Seite Nodes sollte einen normalen Status
(keine Symbole links neben dem Knotennamen) fiir den Appliance-Knoten anzeigen, der angibt, dass
keine Warnmeldungen aktiv sind und der Knoten mit dem Raster verbunden ist.
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View the list and status of sites and grid nodes.
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Total node count: 14
Name % Type = Objectdataused @ % Object metadataused @ = CPUusage @ %
StorageGRID Deployment Grid 0% 0% —
~ DataCenter1 Site 0% 0% —

E2700 Controller austauschen

Mdglicherweise mussen Sie den E2700 Controller austauschen, wenn er nicht optimal
funktioniert oder ausgefallen ist.

Was Sie bendtigen

« Sie verfugen Uber einen Ersatzcontroller mit derselben Teilenummer wie der zu ersetzenden Controller.

« Sie verfugen Uber Etiketten, um jedes Kabel, das mit dem Controller verbunden ist, zu identifizieren.

 Sie haben antistatischen Schutz.

 Sie missen Uber die Berechtigung Wartung oder Stammzugriff verfligen. Weitere Informationen finden Sie
in den Anweisungen zum Verwalten von StorageGRID.

Uber diese Aufgabe

Sie kdnnen feststellen, ob ein ausgefallener Controller vorhanden ist, indem Sie die gelbe Service Action
required LED am Controller Uberprifen (in der Abbildung 1). Wenn diese LED leuchtet, sollte der Controller

ersetzt werden.
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Auf den Appliance-Speicherknoten kann nicht zugegriffen werden, wenn Sie den Controller austauschen.
Wenn der E2700 Controller ausreichend funktioniert, kbnnen Sie den E5600SG Controller in den
Wartungsmodus versetzen.

Wenn Sie einen Controller austauschen, missen Sie den Akku aus dem urspriinglichen Controller entfernen
und in den Ersatzcontroller einsetzen.

Schritte
1. Bereiten Sie das Entfernen des Controllers vor.

Sie flhren diese Schritte mit SANtricity Storage Manager aus.

o

Notieren Sie sich, welche Version der SANTtricity OS Software derzeit auf dem Controller installiert ist.
b. Notieren Sie sich, welche NVSRAM-Version derzeit installiert ist.

c. Wenn die Laufwerksicherheit aktiviert ist, stellen Sie sicher, dass ein gespeicherter Schllssel existiert
und dass Sie den Passphrase kennen, der fir die Installation erforderlich ist.

Maoglicher Verlust des Datenzugriffs #8212; Wenn alle Laufwerke im Gerat auf

@ Sicherheit aktiviert sind, kann der neue Controller erst dann auf das Gerat zugreifen,
wenn Sie die gesicherten Laufwerke mit dem Unternehmensverwaltungsfenster im
SANTtricity Storage Manager entsperren.

d. Sichern Sie die Konfigurationsdatenbank.

Wenn beim Entfernen eines Controllers ein Problem auftritt, kdnnen Sie die gespeicherte Datei
verwenden, um |Ihre Konfiguration wiederherzustellen.

e. Sammeln von Support-Daten fiir die Appliance

Das Erfassen von Supportdaten vor und nach dem Ersetzen einer Komponente stellt
@ sicher, dass Sie einen vollstandigen Satz von Protokollen an den technischen Support
senden konnen, falls das Problem durch den Austausch nicht behoben wird.

2. Wenn die StorageGRID Appliance in einem StorageGRID System ausgefihrt wird, Setzen Sie den
E5600SG-Controller in den Wartungsmodus.

3. Wenn der E2700 Controller ausreichend funktioniert, um ein kontrolliertes Herunterfahren zu ermdglichen,
bestatigen Sie, dass alle Operationen abgeschlossen wurden.

a. Wahlen Sie in der Titelleiste des Array Management-Fensters die Option Monitor Berichte Operation
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in progress aus.
b. Vergewissern Sie sich, dass alle Vorgange abgeschlossen sind.

4. Befolgen Sie die Anweisungen im Ersatzverfahren fiir einen Simplex E2700 Controller, um die folgenden
Schritte auszufiihren:

a. Beschriften Sie die Kabel, und ziehen Sie die Kabel ab.

@ Um eine verminderte Leistung zu vermeiden, durfen die Kabel nicht verdreht, gefaltet,
gequetscht oder treten.

Entfernen Sie den fehlerhaften Controller aus dem Gerat.
Entfernen Sie die Controllerabdeckung.
Losen Sie die Fligelschraube, und entfernen Sie die Batterie vom defekten Controller.

Setzen Sie den Akku in den Ersatzcontroller ein, und bringen Sie die Controllerabdeckung wieder an.

-~ ® o o T

Setzen Sie den Ersatzcontroller in das Gerat ein.

Ersetzen Sie die Kabel.

5 «

Warten Sie, bis der E2700 Controller neu gestartet wurde. Vergewissern Sie sich, dass auf der 7-
Segment-Anzeige ein Status von angezeigt wird 99.

5. Wenn das Gerat gesicherte Laufwerke verwendet, importieren Sie den Sicherheitsschlussel des
Laufwerks.

6. Stellen Sie den normalen Betriebsmodus des Gerats wieder ein. Wahlen Sie im Installationsprogramm der
StorageGRID-Appliance die Option Erweitert Controller neu starten und wahlen Sie dann Neustart in
StorageGRID aus.

NetApp” StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - IMenitor Instaliation Advanced -

RAID Mode
Reboot Controller Upgrads Firmware
Fequest a controller reboot. [ Reboot Controller |

LS

(| | ——

Wahrend des Neustarts wird der folgende Bildschirm angezeigt:
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Shuts down and restarts the node.

Maintenance Mode

Storage

Objects

ILM Events

This node is rebooting from maintenance mode to rejoin the grid. Monior the node siafus to
determine when the node has successfully rejoined the grid.

Tasks

Das Gerat wird neu gestartet und wieder in das Raster integriert. Dieser Vorgang kann bis zu 20 Minuten

dauern.

7. Vergewissern Sie sich, dass das Neubooten abgeschlossen ist und dass der Node wieder dem Raster
beigetreten ist. Uberpriifen Sie im Grid Manager, ob auf der Seite Nodes ein normaler Status (keine
Symbole links neben dem Knotennamen) fiir den Appliance-Node angezeigt wird, der angibt, dass keine
Warnmeldungen aktiv sind und der Node mit dem Raster verbunden ist.

Nodes

View the list and status of sites and grid nodes.
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8. Uberpriifen Sie vom SANtricity Storage Manager, ob der neue Controller optimal ist, und sammeln Sie

Support-Daten.

Verwandte Informationen

"Verfahren zum Austausch von Hardware der NetApp E-Series und EF-Series"
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"NetApp Dokumentation: E2700 Serie"

E5600SG-Controller austauschen

Mdglicherweise mussen Sie den E5600SG-Controller austauschen.

Was Sie bendtigen
Sie mussen Zugriff auf die folgenden Ressourcen haben:

* Informationen zum Austausch der E-Series Hardware auf der NetApp Support-Website unter
+http://mysupport.netapp.com/["mysupport.netapp.com"]
» E5600 Dokumentation auf der Support Site

* Das Gerat war In den Wartungsmodus versetzt.

Uber diese Aufgabe

Wenn beide Controller ausreichend funktionieren, um eine kontrollierte Abschaltung zu ermdéglichen, kdnnen
Sie zuerst den E5600SG Controller herunterfahren, um die Verbindung zum E2700 Controller zu unterbrechen.

Wenn Sie den Controller vor dem Installieren der StorageGRID-Software ersetzen, kdnnen Sie
nach Abschluss dieses Verfahrens moglicherweise nicht sofort auf den StorageGRID Appliance
Installer zugreifen. Wahrend Sie von anderen Hosts im selben Subnetz wie die Appliance auf

@ das Installationsprogramm fir StorageGRID-Gerate zugreifen kdnnen, kénnen Sie nicht von
Hosts in anderen Subnetzen darauf zugreifen. Diese Bedingung sollte sich innerhalb von 15
Minuten I6sen (wenn Eintrage im ARP-Cache fir die urspriingliche Controller-Zeit erforderlich
sind), oder Sie kénnen den Zustand sofort I16schen, indem Sie alle alten ARP-Cacheeintrage
manuell vom lokalen Router oder Gateway l6schen.

Schritte
1. Verwenden Sie einen antistatischen Schutz.

2. Beschriften Sie jedes Kabel, das an den E5600SG-Controller angeschlossen ist, damit Sie die Kabel
korrekt wieder anschlieen konnen.

@ Um eine verminderte Leistung zu vermeiden, durfen die Kabel nicht verdreht, gefaltet,
gequetscht oder treten. Die Kabel nicht enger als ein 5 cm (2 Zoll) Radius biegen.

3. Wenn das Gerét in den Wartungsmodus versetzt wurde, schalten Sie den E5600SG-Controller aus.
a. Melden Sie sich beim Grid-Node an:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
i. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

Iv. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

b. Schalten Sie den E5600SG-Controller: + aus shutdown -h now

4. Schalten Sie das Gehause aus und warten Sie, bis alle LED- und siebenSegment-Anzeigeaktivitaten auf
der Rickseite des Controllers angehalten sind.
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Entfernen Sie die Kabel.
Entfernen Sie den Controller wie in der Dokumentation des E5600SG-Controllers beschrieben.
Setzen Sie den neuen Controller ein, wie in der Dokumentation des E5600SG-Controllers beschrieben.

Ersetzen Sie alle Kabel.

© © N o o

Schalten Sie das Gehause wieder ein.
10. Uberwachen Sie die sieben-Segment-Codes.
o E2700 Controller:

Der endgultige LED-Status lautet 99.
> E5600SG-Controller:
Der endglltige LED-Status lautet HA.
11. Uberwachen Sie den Status des Appliance Storage Node im Grid Manager.

Vergewissern Sie sich, dass die Appliance Storage Nodes den erwarteten Status aufweisen.

Verwandte Informationen

"Verfahren zum Austausch von Hardware der NetApp E-Series und EF-Series"

"NetApp Dokumentation: E5600 Serie"

Tauschen Sie andere Hardwarekomponenten aus

Madglicherweise mussen Sie ein Laufwerk, einen Lifter, ein Netzteil oder einen Akku im
StorageGRID-Gerat austauschen.

Was Sie bendtigen
» Sie haben das Verfahren zum Austausch der E-Series Hardware.

* Das Gerat war Wird im Wartungsmodus versetzt Wenn das Verfahren zum Austausch von Komponenten
erfordert, schalten Sie das Gerat aus.

Uber diese Aufgabe

Zum Austausch eines Antriebs, des Power-Lifterbehalter, des Ventilatorkanals, des Stromkanisters, der
Batterie, Oder Laufwerkseinschub finden Sie in den Standardverfahren fiir die E2700 und E5600 Storage-
Arrays. Konzentrieren Sie sich auf die Schritt-flir-Schritt-Anleitung zum Entfernen und Austauschen der
Hardware selbst. Viele der SANTtricity Storage Manager Verfahren gelten nicht fir eine Appliance.

SG5612 — Anweisungen zum Austausch von Komponenten

FRU Siehe

Laufwerk Folgen Sie den Schritten in der Anleitung zur E-
Series, um ein Laufwerk in den Schafchen E2600,
E2700, E5400, E5500, E5600, 12 Laufwerke oder 24
Laufwerke zu ersetzen.
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FRU
Lufter-Behalter

Batterie im E2700 Controller (Entfernen des
Controllers erforderlich)

Siehe

Befolgen Sie die Schritte in der Anleitung zur E-
Series, um einen Behalter mit einem defekten Lifter
im E5612 oder E5624-Controller-Laufwerksfach zu
ersetzen

Befolgen Sie die Schritte unter E2700 Controller
austauschen, Aber installieren Sie den neuen Akku in
der vorhandenen Steuerung.

Anweisungen fiir den Austausch von SG5660 Komponenten

FRU
Laufwerk

Leistungsbehalter

Geblasebehalter

Batterie im E2700 Controller (Entfernen des
Controllers erforderlich)

Verwandte Informationen

Siehe

Befolgen Sie die Schritte in der Anleitung zur E-
Series, um ein Laufwerk in den Schafchen E2660,
E2760, E5460, E5560 oder E5660 zu ersetzen.

Befolgen Sie die Schritte in der Anleitung zur E-
Series, um einen defekten Netzbehéalter im E5660
Controller-Laufwerksfach zu ersetzen

Befolgen Sie die Schritte in der Anleitung zur E-
Series, um einen Lufterbehalter fir fehlerhafte Lifter
im E5660 Controller-Laufwerksfach zu ersetzen

Befolgen Sie die Schritte unter E2700 Controller
austauschen, Aber installieren Sie den neuen Akku in
der vorhandenen Steuerung.

"Verfahren zum Austausch von Hardware der NetApp E-Series und EF-Series"

"NetApp Dokumentation: E2700 Serie"

"NetApp Dokumentation: E5600 Serie"

Andern Sie die Link-Konfiguration des E5600SG-Controllers

Sie kdnnen die Ethernet-Link-Konfiguration des E5600SG-Controllers andern. Sie
konnen den Port Bond-Modus, den Netzwerk-Bond-Modus und die

Verbindungsgeschwindigkeit andern.

Was Sie bendétigen

Setzen Sie den E5600SG-Controller in den Wartungsmodus.
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@ In seltenen Fallen kann es vorkommen, dass eine StorageGRID Appliance in den
Wartungsmodus versetzt wird, damit die Appliance fir den Remote-Zugriff nicht verfiigbar ist.

Uber diese Aufgabe
Die Ethernet-Link-Konfiguration des E5600SG-Controllers kann wie folgt geandert werden:

+ Andern des Port Bond Modus von Fixed zu Aggregate oder von Aggregat zu Fixed

+ Andern des Netzwerk-Bond-Modus von Active-Backup zu LACP oder von LACP zu Active-Backup
« Aktivieren oder Deaktivieren von VLAN-Tagging oder Andern des Werts einer VLAN-Tag-Nummer

+ Andern der Verbindungsgeschwindigkeit von 10-GbE auf 25-GbE oder von 25-GbE auf 10-GbE

Schritte
1. Wahlen Sie im MenU * Netzwerke konfigurieren* Link-Konfiguration aus.

NetApp® StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Installation Advanced -

Link Configuration

Home IP Configuration
Femap Ports
Ping Test i i ) )
€ The Review the settings below, and then click Start Installation.

Port Connectivity Test (nmap)

2. nehmen Sie die gewiinschten Anderungen an der Link-Konfiguration vor.

Weitere Informationen zu den Optionen finden Sie unter ,Konfigurieren von
Netzwerkverbindungen®.

3. Wenn Sie mit lhrer Auswahl zufrieden sind, klicken Sie auf Speichern.

Wenn Sie Anderungen am Netzwerk oder an der Verbindung vorgenommen haben, tiber die
Sie verbunden sind, kdnnen Sie die Verbindung verlieren. Wenn Sie nicht innerhalb einer
Minute eine erneute Verbindung hergestellt haben, geben Sie die URL fir das

(D Installationsprogramm von StorageGRID-Geraten erneut ein. Verwenden Sie dazu eine der
anderen IP-Adressen, die der Appliance zugewiesen sind:
https://E5600SG Controller IP:8443

Wenn Sie Anderungen an den VLAN-Einstellungen vorgenommen haben, hat sich das Subnetz fiir die
Appliance moglicherweise geandert. Wenn Sie die IP-Adressen fir die Appliance andern missen, befolgen
Sie die Legen Sie die IP-Konfiguration fest Anweisungen.

4. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Netzwerke konfigurieren
Ping-Test aus.

5. Verwenden Sie das Ping-Test-Tool, um die Verbindung zu IP-Adressen in Netzwerken zu prufen, die
méglicherweise von den in vorgenommenen Anderungen der Verbindungskonfiguration betroffen sind
Verbindungskonfiguration andern Schritt:
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Zusatzlich zu allen anderen Tests, die Sie durchfiihren mdchten, bestatigen Sie, dass Sie die Grid-IP-
Adresse des primaren Admin-Knotens und die Grid-IP-Adresse von mindestens einem anderen
Speicherknoten pingen kénnen. Korrigieren Sie ggf. alle Probleme mit der Verbindungskonfiguration.

6. Sobald Sie zufrieden sind, dass die Anderungen an der Link-Konfiguration funktionieren, booten Sie den
Node neu. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Erweitert
Controller neu starten aus, und wahlen Sie dann eine der folgenden Optionen aus:

o Wahlen Sie Neustart in StorageGRID aus, um den Controller neu zu starten, wobei der Knoten wieder
in das Raster integriert wird. Wahlen Sie diese Option, wenn Sie im Wartungsmodus ausgefihrt
werden und den Node in den normalen Betrieb zuriickkehren mochten.

o Wahlen Sie Neustart im Wartungsmodus aus, um den Controller neu zu starten, wobei der Knoten
noch im Wartungsmodus bleibt. (Diese Option ist nur verfiigbar, wenn sich der Controller im
Wartungsmodus befindet.) Wahlen Sie diese Option aus, wenn weitere Wartungsmalfnahmen
erforderlich sind, die Sie auf dem Node durchfiihren missen, bevor Sie das Raster neu beitreten.

NetApp® StorageGRID® Appliance Installer

Home Configure Networking = Configure Hardware - Monitor Instaliation Advancad -

RAID Mode
Reboot Controller Upgrade Firmware
Fequest a controller reboot. [ Reboot Controfler |

) (=)

Die Appliance kann bis zu 20 Minuten dauern, bis sie neu gestartet und wieder in das Grid eingesetzt
wird. Um zu Uberprifen, ob das Neubooten abgeschlossen ist und dass der Node wieder dem Grid
beigetreten ist, gehen Sie zurlick zum Grid Manager. Auf der Seite NODES sollte ein normaler Status
(kein Symbol) fir den Appliance-Knoten angezeigt werden, was darauf hinweist, dass keine Alarme
aktiv sind und der Knoten mit dem Raster verbunden ist.
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= N NetApp | StorageGRID Grid Manager earch by page title Q @-v ZRootv
DASHBOARD

ALERTS v

. o0c

TENANTS N
View the list and status of sites and grid nodes.

LM

Q Total node count: 14
CONFIGURATION "
Name = Type = Objectdataused €@ =  Object metadataused @ = CPUusage @ =
MAINTENANCE
SUPPORT StorageGRID Deployment Grid 0% 0%
Data Center 1 Site 0% 0%
DC1-ADM1 Primary Admin Node 5%
DC1-ARCL Archive Node 4%
DC1-G1 Gateway Node 2%
DC1-51 Storage Node 0% 0% 12%
DC1-52 Storage Node 0% 0% 10%

T T S L R T T T

Verwandte Informationen
Konfigurieren von Netzwerkverbindungen (SG5600)

MTU-Einstellung andern

Sie kdbnnen die MTU-Einstellung andern, die Sie beim Konfigurieren von IP-Adressen flr
den Appliance-Node zugewiesen haben.

Uber diese Aufgabe

(D Der MTU-Wert des Netzwerks muss mit dem Wert Ubereinstimmen, der auf dem Switch-Port
konfiguriert ist, mit dem der Node verbunden ist. Andernfalls kénnen Probleme mit der
Netzwerkleistung oder Paketverluste auftreten.

Fir die beste Netzwerkleistung sollten alle Knoten auf ihnren Grid Network Interfaces mit

@ ahnlichen MTU-Werten konfiguriert werden. Die Warnung Grid Network MTU mismatch wird
ausgeldst, wenn sich die MTU-Einstellungen fir das Grid Network auf einzelnen Knoten
erheblich unterscheiden. Die MTU-Werte missen nicht fir alle Netzwerktypen identisch sein.

Um die MTU-Einstellung zu andern, ohne den Appliance-Node neu zu booten, Verwenden Sie das Werkzeug
IP andern.

Wenn das Client- oder Admin-Netzwerk wahrend der ersten Installation nicht im Installationsprogramm der
StorageGRID-Appliance konfiguriert wurde, Andern Sie die MTU-Einstellung im Wartungsmodus.
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Andern Sie die MTU-Einstellung mit dem Tool IP dndern

Was Sie bendtigen

Sie haben die Passwords. txt Datei zum Verwenden des Tools zum Andern der IP-Adresse.

Schritte

Greifen Sie auf das Change IP-Tool zu und aktualisieren Sie die MTU-Einstellungen, wie in beschrieben
Andern der Node-Netzwerkkonfiguration.

Andern Sie die MTU-Einstellung im Wartungsmodus

Andern Sie die MTU-Einstellung unter Verwendung des Wartungsmodus, wenn Sie mit dem Tool IP &ndern
nicht auf diese Einstellungen zugreifen kdnnen.

Was Sie bendtigen
Das Gerat war In den Wartungsmodus versetzt.

Schritte

1. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Netzwerke konfigurieren
IP-Konfiguration aus.

2. Nehmen Sie die gewlinschten Anderungen an den MTU-Einstellungen fiir Grid Network, Admin Network
und Client Network vor.
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Grid Network

The Grid Metwork is used for all internal StorageGRID traffic. The Grid Metwark provides connectivity
between all nodes in the grid, across all sites and subnets. All hosts on the Grid Network must be able to
talk to all ather hosts. The Gnd Metwork can consist of multiple subnets. Metworks containing critical grid
senices, such as NTP, can also be added as Gnd subnets

P ® Static (O BHCP
Assignment
|Pvd Address 17216.3.72/21
(CIDR)
Gateway 1721601

A All required Grid Network subnets must also be defined in the Grid Metwork Subnet List on the
Primary Admin Node before starting installation

Subnets 172.18.0.0/21 ®
(CIDR}
172.18.0.0/21 b 4
192.168.0.0/21 + %
MTU 1500 kB

3. Wenn Sie mit den Einstellungen zufrieden sind, wahlen Sie Speichern.

4. Booten Sie den Node neu. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option
Erweitert Controller neu starten aus, und wahlen Sie dann eine der folgenden Optionen aus:

o Wahlen Sie Neustart in StorageGRID aus, um den Controller neu zu starten, wobei der Knoten wieder
in das Raster integriert wird. Wahlen Sie diese Option, wenn Sie im Wartungsmodus ausgefihrt
werden und den Node in den normalen Betrieb zurtickkehren méchten.

o Wahlen Sie Neustart im Wartungsmodus aus, um den Controller neu zu starten, wobei der Knoten
noch im Wartungsmodus bleibt. (Diese Option ist nur verfigbar, wenn sich der Controller im
Wartungsmodus befindet.) Wahlen Sie diese Option aus, wenn weitere Wartungsmalfnahmen
erforderlich sind, die Sie auf dem Node durchfiihren missen, bevor Sie das Raster neu beitreten.
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NetApp® StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advancad -

RAID Mode

Reboot Controller UUpgrade Firmware

Fequest a controller reboot.

Reboot Controller

Die Appliance kann bis zu 20 Minuten dauern, bis sie neu gestartet und wieder in das Grid eingesetzt
wird. Um zu Uberprifen, ob das Neubooten abgeschlossen ist und dass der Node wieder dem Grid
beigetreten ist, gehen Sie zurlick zum Grid Manager. Auf der Seite NODES sollte ein normaler Status
(kein Symbol) fir den Appliance-Knoten angezeigt werden, was darauf hinweist, dass keine Alarme
aktiv sind und der Knoten mit dem Raster verbunden ist.

= WM NetApp | StorageGRID Grid Manager Q @v ARootv

DASHBOARD
ALERTS
o NOdes
NODES
|
TENANTS . N
View the list and status of sites and grid nodes.
ILM
0\ Total node count: 14
CONFIGURATION n
Name = Type = Objectdataused €@ %  Object metadataused @ 2 CPUusage @ =
MAINTENANCE
SUPPORT StorageGRID Deployment Grid 0% 0%
Data Center 1 Site 0% 0%

DC1-ADM1 Primary Admin Node 5%

DC1-ARCL Archive Node 4%

DC1-G1 Gateway Node 2%

DC1-S1 Storage Node 0% 0% 12%

DC1-52 Storage Node 0% 0% 10%

L S U e T SRR NP

Verwandte Informationen
StorageGRID verwalten

Uberpriifen Sie die DNS-Server-Konfiguration

Sie kdnnen die DNS-Server (Domain Name System), die derzeit von diesem Appliance-
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Node verwendet werden, Uberprufen und voribergehend andern.

Was Sie bendtigen
Das Gerat war In den Wartungsmodus versetzt.

Uber diese Aufgabe

Mdglicherweise mussen Sie die DNS-Servereinstellungen andern, wenn eine verschlisselte Appliance sich
nicht mit dem Verschliisselungsmanagement-Server (KMS) oder dem KMS-Cluster verbinden kann, da der
Hostname des KMS als Doménenname anstelle einer IP-Adresse angegeben wurde. Alle Anderungen, die Sie
an den DNS-Einstellungen fiir die Appliance vornehmen, sind temporér und gehen verloren, wenn Sie den
Wartungsmodus verlassen. Um diese Anderungen dauerhaft zu machen, geben Sie die DNS-Server im Grid
Manager an (MAINTENANCE Network DNS-Server).

+ Temporare Anderungen an der DNS-Konfiguration sind nur fiir Node-verschliisselte Appliances
erforderlich, bei denen der KMS-Server mithilfe eines vollstandig qualifizierten Domanennamens anstelle
einer IP-Adresse fir den Hostnamen definiert wird.

* Wenn eine Node-verschlisselte Appliance Uber einen Domanennamen eine Verbindung zu einem KMS
herstellt, muss sie eine Verbindung zu einem der fiir das Grid definierten DNS-Server herstellen. Einer
dieser DNS-Server Ubersetzt dann den Domain-Namen in eine |IP-Adresse.

* Wenn der Node keinen DNS-Server fiir das Grid erreichen kann oder wenn die DNS-Einstellungen fir das
gesamte Grid geandert wurden, wenn ein Node-verschlisselter Appliance-Node offline war, kann der Node
keine Verbindung mit dem KMS herstellen. Verschlisselte Daten auf der Appliance kénnen erst
entschlisselt werden, wenn das DNS-Problem behoben ist.

Um ein DNS-Problem zu beheben, das die KMS-Verbindung verhindert, geben Sie die IP-Adresse eines oder
mehrerer DNS-Server im Installationsprogramm der StorageGRID Appliance an. Diese temporaren DNS-
Einstellungen ermdglichen es der Appliance, eine Verbindung zum KMS herzustellen und Daten auf dem
Knoten zu entschlisseln.

Wenn sich beispielsweise der DNS-Server fir das Grid andert, wahrend ein verschlisselter Node offline war,
kann der Node nach seinem Wechsel wieder online den KMS nicht erreichen, da er weiterhin die vorherigen
DNS-Werte verwendet. Durch Eingabe der neuen IP-Adresse des DNS-Servers im StorageGRID-Appliance-
Installationsprogramm kann eine temporare KMS-Verbindung die Knotendaten entschlisseln.

Schritte

1. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Netzwerke konfigurieren
DNS-Konfiguration aus.

2. Vergewissern Sie sich, dass die angegebenen DNS-Server richtig sind.
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DNS Servers

A\ Configuration changes made on this page will not be passed to the StorageGRID software after appliance installation.

Servers
Server 1 10.224.223135 x

Server 2 10.224.223 136 +x

]

3. Andern Sie bei Bedarf die DNS-Server.

@ Anderungen an den DNS-Einstellungen erfolgen temporér und gehen verloren, wenn Sie
den Wartungsmodus beenden.

4. Wenn Sie mit den temporaren DNS-Einstellungen zufrieden sind, wahlen Sie Speichern.

Der Knoten verwendet die auf dieser Seite angegebenen DNS-Servereinstellungen, um eine Verbindung
mit dem KMS herzustellen, sodass die Daten auf dem Knoten entschliisselt werden kbnnen.

5. Nachdem die Node-Daten entschlisselt wurden, booten Sie den Node neu. Wahlen Sie im
Installationsprogramm der StorageGRID-Appliance die Option Erweitert Controller neu starten aus, und
wahlen Sie dann eine der folgenden Optionen aus:

o Wahlen Sie Neustart in StorageGRID aus, um den Controller neu zu starten, wobei der Knoten wieder
in das Raster integriert wird. Wahlen Sie diese Option, wenn Sie im Wartungsmodus ausgefihrt
werden und den Node in den normalen Betrieb zuriickkehren moéchten.

o Wahlen Sie Neustart im Wartungsmodus aus, um den Controller neu zu starten, wobei der Knoten
noch im Wartungsmodus bleibt. (Diese Option ist nur verfiigbar, wenn sich der Controller im
Wartungsmodus befindet.) Wahlen Sie diese Option aus, wenn weitere Wartungsmalfnahmen
erforderlich sind, die Sie auf dem Node durchfiihren missen, bevor Sie das Raster neu beitreten.

NetApp" StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advancad -

RAID Mode

Reboot Controller Upgrade Firmware

Fequest a controller reboot. Reboot Controller '

| | ———
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Wenn der Node neu gebootet und neu in das Grid wechselt, werden die im Grid
Manager aufgefiihrten systemweiten DNS-Server verwendet. Nach dem erneuten Beitritt

@ zum Grid verwendet die Appliance nicht mehr die im StorageGRID Appliance Installer
angegebenen temporaren DNS-Server, wahrend sich die Appliance im Wartungsmodus
befand.

Die Appliance kann bis zu 20 Minuten dauern, bis sie neu gestartet und wieder in das Grid eingesetzt
wird. Um zu Uberprifen, ob das Neubooten abgeschlossen ist und dass der Node wieder dem Grid
beigetreten ist, gehen Sie zurlick zum Grid Manager. Auf der Seite NODES sollte ein normaler Status
(kein Symbol) fur den Appliance-Knoten angezeigt werden, was darauf hinweist, dass keine Alarme
aktiv sind und der Knoten mit dem Raster verbunden ist.

= N NetApp | StorageGRID Grid Manager earch by page itk Q @v ARootv
DASHBOARD

ALERTS v

Nodes

TENANTS . )
View the list and status of sites and grid nodes.

ILM

o\ Total node count: 14
CONFIGURATION -
Name 3 Type = Object dataused @ = Object metadataused @ = CPUusage @ =
MAINTENANCE
SUPPORT StorageGRID Deployment Grid 0% 0%
Data Center 1 Site 0% 0%
DC1-ADM1 Primary Admin Node 5%
DCI1-ARCL Archive Node 4%
DC1-G1 Gateway Node 2%
DC1-51 Storage Node 0% 0% 12%
DC1-52 Storage Node 0% 0% 10%
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Uberwachung der Node-Verschliisselung im
Wartungsmodus (SG5600)

Wenn Sie wahrend der Installation die Node-Verschlusselung fur die Appliance aktiviert
haben, kdnnen Sie den VerschlUsselungsstatus aller Appliance-Nodes Uberwachen,
einschliel3lich Details zur Node-Verschlusselung und zum Key Management Server
(KMS).

Was Sie bendtigen

» Die Node-Verschlisselung muss wahrend der Installation fUr die Appliance aktiviert sein. Nach der
Installation der Appliance konnen Sie die Node-Verschlisselung nicht aktivieren.

* Das Gerat war Wird in den Wartungsmodus versetzt.

Schritte
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1. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Hardware konfigurieren
Node-Verschliisselung.

Node Encryption

Node encryption allows you to use an external key management server (KMS) to encrypt all StorageGRID data on this appliance. If node encryption is enabled for
the appliance and a KMS is configurad for the site, you cannot access any data on the appliance unless the appliance can communicate with the KMS.

Encryption Status

A\ You can only enable node encryption for an appliance during installation. You cannot enable or disable the node encryption setting after the appliance is installed

Enable node encryption 7]

Key Management Server Details

View the status and configuration details for the KMS that manages the encryption key for this appliance. You must use the Grid Manager to make configuration

changes.
KMS display name thales
Extarnal key UID 41b0306abcced51facfcel1b1b4870ae1c1ecbbd523849d790223766baf35chT
Hostnames 10.96.99.164
10.96.99.165
Port 5695

Server certificate >
Client certificate >

Clear KMS Key
A Do not clear the KMS key if you need to access or preserve any data on this appliance

If you want to reinstall this appliance node {for example, in another grid), you must clear the KMS key. When the KMS key is cleared, all data on this appliance is
deleted.

Clear KMS Key and Delete Data

Die Seite Node Encryption umfasst die folgenden drei Abschnitte:

o Der Verschlisselungsstatus gibt an, ob die Node-Verschllsselung fir die Appliance aktiviert oder
deaktiviert ist.

> Details des Schliisselmanagementservers zeigen Informationen Gber den KMS an, der zur
Verschllisselung der Appliance verwendet wird. Sie kdnnen die Abschnitte Server- und Clientzertifikat
erweitern, um Zertifikatdetails und -Status anzuzeigen.

= Wenn Sie Probleme mit den Zertifikaten selbst beheben méchten, z. B. die Verlangerung
abgelaufener Zertifikate, lesen Sie die Informationen zu KMS in den Anweisungen zur Verwaltung
von StorageGRID.

= Wenn bei der Verbindung zu KMS-Hosts unerwartete Probleme auftreten, Uberprifen Sie, ob die
DNS-Server (Domain Name System) korrekt sind und das Netzwerk der Appliance korrekt
konfiguriert ist.
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Uberpriifen Sie die DNS-Server-Konfiguration

= Wenden Sie sich an den technischen Support, wenn Sie lhre Zertifikatsprobleme nicht I6sen
kénnen.

> Der klare KMS-Schlissel deaktiviert die Node-Verschlisselung fur die Appliance, entfernt die
Zuordnung zwischen der Appliance und dem fiir den StorageGRID-Standort konfigurierten
Schlisselmanagementserver und I6scht alle Daten von der Appliance. Sie missen den KMS-Schlissel
I6dschen, bevor Sie die Appliance in einem anderen StorageGRID-System installieren kénnen.

Die Konfiguration des Verschliisselungsmanagement-Servers I6schen

Durch das Léschen der KMS-Konfiguration werden Daten von der Appliance geldscht,
sodass dauerhaft kein Zugriff darauf besteht. Diese Daten kénnen nicht wiederhergestellt
werden.

2. Wenn Sie den Status der Node-Verschlisselung Uberprifen, booten Sie den Node neu. Wahlen Sie im
Installationsprogramm der StorageGRID-Appliance die Option Erweitert Controller neu starten aus, und
wahlen Sie dann eine der folgenden Optionen aus:

o Wahlen Sie Neustart in StorageGRID aus, um den Controller neu zu starten, wobei der Knoten wieder
in das Raster integriert wird. Wahlen Sie diese Option, wenn Sie im Wartungsmodus ausgefihrt
werden und den Node in den normalen Betrieb zurtickkehren méchten.

o Wahlen Sie Neustart im Wartungsmodus aus, um den Controller neu zu starten, wobei der Knoten
noch im Wartungsmodus bleibt. (Diese Option ist nur verfigbar, wenn sich der Controller im
Wartungsmodus befindet.) Wahlen Sie diese Option aus, wenn weitere Wartungsmalfnahmen
erforderlich sind, die Sie auf dem Node durchfiihren missen, bevor Sie das Raster neu beitreten.

NetApp® StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advancad -

RAID Mode
Reboot Controller |Upgrade Firmware
Reguest a controller reboot. [ Reboot Controller 1

| | ———

Die Appliance kann bis zu 20 Minuten dauern, bis sie neu gestartet und wieder in das Grid eingesetzt
wird. Um zu Uberprifen, ob das Neubooten abgeschlossen ist und dass der Node wieder dem Grid
beigetreten ist, gehen Sie zurtick zum Grid Manager. Auf der Seite NODES sollte ein normaler Status
(kein Symbol) fir den Appliance-Knoten angezeigt werden, was darauf hinweist, dass keine Alarme
aktiv sind und der Knoten mit dem Raster verbunden ist.
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= N NetApp | StorageGRID Grid Manager earch by page title Q @-v ZRootv

DASHBOARD

ALERTS v

. o0c

TENANTS N
View the list and status of sites and grid nodes.

LM

Q Total node count: 14
CONFIGURATION "
Name = Type = Objectdataused €@ =  Object metadataused @ = CPUusage @ =
MAINTENANCE
SUPPORT StorageGRID Deployment Grid 0% 0%
Data Center 1 Site 0% 0%
DC1-ADM1 Primary Admin Node 5%
DC1-ARCL Archive Node 4%
DC1-G1 Gateway Node 2%
DC1-51 Storage Node 0% 0% 12%
DC1-52 Storage Node 0% 0% 10%

T T S L R T T T

Verwandte Informationen

StorageGRID verwalten

Die Konfiguration des Verschlisselungsmanagement-Servers loschen

Durch Loschen der KMS-Konfiguration (Key Management Server) wird die Node-
Verschlisselung auf der Appliance deaktiviert. Nach dem Léschen der KMS-
Konfiguration werden die Daten auf der Appliance dauerhaft geldscht und sind nicht mehr
zuganglich. Diese Daten konnen nicht wiederhergestellt werden.

Was Sie bendtigen

Wenn Daten auf der Appliance aufbewahrt werden missen, missen Sie einen Node aulRer Betrieb nehmen
oder den Node klonen, bevor Sie die KMS-Konfiguration 16schen.

@ Wenn KMS gel6scht wird, werden die Daten auf der Appliance dauerhaft geléscht und sind nicht
mehr zuganglich. Diese Daten kdnnen nicht wiederhergestellt werden.

Bauen Sie den Node aus Um beliebige Daten zu anderen Nodes in StorageGRID zu verschieben.

Uber diese Aufgabe

Beim Ldschen der Appliance-KMS-Konfiguration wird die Node-Verschlisselung deaktiviert, wodurch die
Zuordnung zwischen dem Appliance-Node und der KMS-Konfiguration fiir den StorageGRID-Standort entfernt
wird. Die Daten auf dem Gerat werden geldscht und das Gerat wird im Installationszustand zuriickgelassen.
Dieser Vorgang kann nicht riickgangig gemacht werden.

Sie mussen die KMS-Konfiguration I6schen:
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* Bevor Sie die Appliance in einem anderen StorageGRID-System installieren kénnen, wird kein KMS
verwendet oder ein anderer KMS verwendet.

@ Léschen Sie die KMS-Konfiguration nicht, wenn Sie eine Neuinstallation eines Appliance-
Node in einem StorageGRID-System planen, das denselben KMS-Schlissel verwendet.

» Bevor Sie einen Node wiederherstellen und neu installieren kénnen, bei dem die KMS-Konfiguration
verloren ging und der KMS-Schlissel nicht wiederhergestellt werden kann.

* Bevor Sie ein Gerat zurlickgeben, das zuvor an Ihrem Standort verwendet wurde.

* Nach der Stilllegung einer Appliance, fur die die Node-Verschlisselung aktiviert war.

Die Appliance muss vor dem Léschen von KMS deaktiviert werden, um ihre Daten auf andere

@ Nodes im StorageGRID System zu verschieben. Das Léschen von KMS vor der Deaktivierung
der Appliance fuhrt zu Datenverlusten und kann dazu flhren, dass die Appliance
funktionsunfahig bleibt.

Schritte

1. Offnen Sie einen Browser, und geben Sie eine der IP-Adressen fiir den Computing-Controller der
Appliance ein.
https://Controller IP:8443

Controller IP Die |P-Adresse des Compute-Controllers (nicht des Storage-Controllers) in einem der
drei StorageGRID-Netzwerke.

Die Startseite des StorageGRID-Appliance-Installationsprogramms wird angezeigt.

2. Wahlen Sie Hardware Konfigurieren Node-Verschliisselung.
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MNode Encryption

MNode encryption allows you to use an external key management server (KMS) to encrypt all StorageGRID data on this appliance. If node encryption is enabled for
the appliance and a KMS is configured for the site, you cannot access any data on the appliance unless the appliance can communicate with the KMS.

Encryption Status

A\ You can only enable node encryption for an appliance during installation. You cannot enable or disable the node encryption setting after the appliance is installed

Enable node encryption 4]

Key Management Server Details

View the status and configuration details for the KMS that manages the encryption key for this appliance. You must use the Grid Manager to make configuration

changes.
KMS display name thales
External key UID 41b0306abcceds1facfcelilb1b4870ae1c1ectbd5e3849d790223766baf3bch7?
Hostnames 10.96.99 164
10.96.99.165
Part 5696
Server certificate >
Client certificate >

Clear KMS Key
A Do not clear the KMS key if you need to access or preserve any data on this appliance

If you want to reinstall this appliance node {for example, in another grid), you must clear the KMS key. When the KMS key is cleared, all data on this appliance is
deleted.

Clear KMS Key and Delete Data

CD Wenn die KMS-Konfiguration geléscht wird, werden die Daten auf der Appliance dauerhaft
geldscht. Diese Daten kénnen nicht wiederhergestellt werden.
3. Wahlen Sie unten im Fenster KMS-Schlussel 16schen und Daten I6schen.

4. Wenn Sie sicher sind, dass Sie die KMS-Konfiguration 16schen méchten, geben Sie + ein clear + und
wahlen Sie KMS-Schliissel I16schen und Daten loschen.
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A Warning

Confirm Clear KMS Key and Delete All Node Diata
Clearing the KMS key:

= Deletes KMS encryption key from the node
= Deletes all data on the node
= Heboots the appliance

If you are sure you want to clear the KMS key and delete all node data, type 'clear’ in the text
box. Then, select Clear KMS Key and Delete Data.

[clear _i

i 05 Koy nd okt e

Der KMS-Schlissel und alle Daten werden vom Node geldscht und die Appliance wird neu gebootet. Dies
kann bis zu 20 Minuten dauern.

5. Offnen Sie einen Browser, und geben Sie eine der IP-Adressen fiir den Computing-Controller der
Appliance ein.
https://Controller IP:8443

Controller IP Die|P-Adresse des Compute-Controllers (nicht des Storage-Controllers) in einem der
drei StorageGRID-Netzwerke.

Die Startseite des StorageGRID-Appliance-Installationsprogramms wird angezeigt.

6. Wahlen Sie Hardware Konfigurieren Node-Verschliisselung.

7. Vergewissern Sie sich, dass die Knotenverschliusselung deaktiviert ist und dass die Schlissel- und
Zertifikatinformationen in Key Management Server Details und die Kontrolle KMS-Schliissel 16schen
und Daten 16schen aus dem Fenster entfernt werden.

Die Node-Verschlisselung kann auf der Appliance erst wieder aktiviert werden, wenn sie in einem Grid
neu installiert wird.

Nachdem Sie fertig sind

Nachdem die Appliance neu gebootet wurde und Sie Uberprift haben, dass der KMS geléscht wurde und sich
die Appliance im Installationszustand befindet, kdnnen Sie die Appliance physisch aus dem StorageGRID
System entfernen. Weitere Informationen zu Recovery und Wartung finden Sie in der Anleitung zur Wartung
Bereiten Sie das Gerat auf die Neuinstallation vor.

Verwandte Informationen

StorageGRID verwalten
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