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Upgrade der StorageGRID Software
Upgrade der StorageGRID Software: Ubersicht

Verwenden Sie diese Anweisungen, um ein StorageGRID System auf eine neue Version
zu aktualisieren.

Informationen zu diesen Anweisungen

Sie beschreiben die Neuerungen in StorageGRID 11.6 und bieten Schritt-fir-Schritt-Anleitungen fir das
Upgrade aller Nodes in Ihrem StorageGRID System auf die neue Version.

Bevor Sie beginnen

In diesen Themen erfahren Sie mehr tber die neuen Funktionen und Verbesserungen in StorageGRID 11.6.
Sie kdnnen ermitteln, ob Funktionen veraltet oder entfernt wurden, und informieren Sie sich tiber Anderungen
an StorageGRID APlIs.

* Die Neuheiten in StorageGRID 11.6

* Funktionen entfernt oder veraltet

 Anderungen an der Grid-Management-AP

+ Anderungen an der Mandantenmanagement-API

Was ist neu in StorageGRID 11.6

Diese Version von StorageGRID verfugt Uber folgende Funktionen:

Hohere Benutzerfreundlichkeit

Die Benutzeroberflache von Grid Manager wurde grundlegend neu gestaltet, um die Benutzerfreundlichkeit zu
verbessern.

* Eine neue Seitenleiste ersetzt die Pulldown-MenUs in der alten Benutzeroberflache.

» Mehrere Menus wurden neu organisiert, um die entsprechenden Optionen zusammen zu halten. Zum
Beispiel enthalt das Menli CONFIGURATION einen neuen Abschnitt Security fiir die Optionen Zertifikate,
Schlusselverwaltungsserver, Proxy-Einstellungen und nicht vertrauenswiurdige Client-Netzwerke.

* Mit einem Feld * Suchen* in der Kopfzeile kénnen Sie schnell zu Grid Manager-Seiten navigieren.

+ Die Ubersichtstabelle auf der Seite Nodes bietet allgemeine Informationen fiir alle Standorte und Knoten,
wie z.B. verwendete Objektdaten und verwendete Objektmetadaten, und enthalt ein neues Suchfeld.
Neben allen Knoten mit aktiven Warnmeldungen werden Alarmsymbole angezeigt.

* Neue Assistenten helfen Ihnen bei komplexeren Konfigurationen. Workflows fir Admin-Gruppen, Admin-
Benutzer, Mandanten, Load Balancer-Endpunkte und Hochverfligbarkeitsgruppen.

+ Alle Ul-Seiten wurden mit aktualisierten Schriftarten, Tastenformaten und Tabellenformaten neu gestaltet.

Es sei denn, es gab eine Funktionsénderung, die Screenshots auf der StorageGRID 11.6
Doc Site wurden nicht aktualisiert, um das neue Seitendesign des Grid Managers
wiederzugeben.



Siehe folgendes:

» StorageGRID verwalten

* Monitoring und Fehlerbehebung

Mehrere VLAN-Schnittstellen

Sie kdnnen jetzt virtuelle LAN-Schnittstellen (VLAN) fir Admin-Nodes und Gateway-Knoten erstellen. VLAN-
Schnittstellen kdnnen in HA-Gruppen und Load Balancer Endpunkten eingesetzt werden, um den Client-
Datenverkehr zu Sicherheit, Flexibilitdt und Performance zu isolieren und zu partitionieren.

* Der neue Assistent Erstellen einer VLAN-Schnittstelle fihrt Sie durch den Prozess der Eingabe einer
VLAN-ID und der Auswabhl einer Gbergeordneten Schnittstelle auf einem oder mehreren Knoten. Eine
Ubergeordnete Schnittstelle kann das Grid-Netzwerk, das Client-Netzwerk oder eine zusatzliche Trunk-
Schnittstelle fiir die VM oder Bare-Metal-Host sein. Siehe Konfigurieren Sie die VLAN-Schnittstellen.

* Einem Node kdnnen jetzt zusatzliche Trunk- oder Zugriffsschnittstellen hinzugefiigt werden. Wenn Sie eine
Trunk-Schnittstelle hinzufiigen, missen Sie eine VLAN-Schnittstelle konfigurieren. Wenn Sie eine
Zugriffsoberflache hinzufligen, kénnen Sie die Schnittstelle direkt einer HA-Gruppe hinzufligen. Sie
mussen keine VLAN-Schnittstelle konfigurieren. Siehe folgendes:

o Linux (vor dem Installieren des Knotens): Installationsverbesserungen filhren zu

o Linux (nach der Installation des Knotens): Linux: Hinzufligen von Trunk- oder Zugriffsschnittstellen
zu einem Node

o VMware (nach der Installation des Knotens): Erfassen von Informationen tber die
Bereitstellungsumgebung

Azure AD kann zur Identitatsfoderation verwendet werden

Sie kdnnen nun Azure Active Directory (Azure AD) als Identitatsquelle auswahlen, wenn Sie die
Identitatsféderation fir den Grid Manager oder den Mandanten-Manager konfigurieren. Siehe Verwenden Sie
den Identitatsverbund.

Azure AD und PingFederate fir SSO verwenden konnen

Sie kdnnen jetzt Azure AD oder PingFederate als SSO-Typ auswahlen, wenn Sie Single Sign-On (SSO) fur lhr
Grid konfigurieren. Anschlieffend kdnnen Sie im Sandbox-Modus die Enterprise-Applikationen von Azure AD
oder die SP-Verbindungen (PingFederate Service Provider) zu jedem StorageGRID Admin-Node konfigurieren
und testen. Siehe Konfigurieren Sie Single Sign-On.

Zentralisiertes Zertifikatsmanagement

» Auf der neuen Zertifikatsseite (CONFIGURATION Security Certificates) werden Informationen Uber alle
StorageGRID-Sicherheitszertifikate an einem Ort zusammengefasst. Sie kdnnen die globalen
StorageGRID-, Grid-CA- und Client-Zertifikate von der neuen Seite aus managen oder Informationen zu
anderen Zertifikaten anzeigen, beispielsweise fur Load Balancer-Endpunkte, Mandanten und
Identitatsfoderation. Siehe Informationen zu Sicherheitszertifikaten.

+ Im Rahmen dieser Anderung wurden die folgenden globalen Zertifikate umbenannt:
o Das Management Interface Server Zertifikat ist jetzt das Management Interface-Zertifikat.

o Das Object Storage API Service Endpoints Server Zertifikat (auch Storage API Server Zertifikat
genannt) ist jetzt das 83 und Swift API Zertifikat.
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o Das interne CA-Zertifikat, System CA-Zertifikat, CA-Zertifikat und Standard-CA-Zertifikat werden
nun konsequent als Grid-CA-Zertifikat bezeichnet.

Andere Verbesserungen am Grid Manager

» Update zu Hochverfiigbarkeitsgruppen. Ein Assistent flhrt Sie jetzt durch den Prozess zum Erstellen
einer HA-Gruppe. Siehe Konfigurieren Sie Hochverflgbarkeitsgruppen.

o Neben der Auswahl von Schnittstellen im Grid Network (ethO) oder Client Network (eth2) kénnen Sie
nun auch VLAN-Schnittstellen oder beliebige Access-Interfaces auswahlen, die Sie dem Node
hinzugefiigt haben.

o Sie kdnnen jetzt eine Prioritatsreihenfolge flr die Schnittstellen angeben. Sie kdnnen die priméare
Schnittstelle auswahlen und jede Backup-Schnittstelle in der Reihenfolge ordnen.

o Wenn alle S3-, Swift-, Administrations- oder Mandantenclients von einem anderen Subnetz aus auf die
VIP-Adressen fur die HA-Gruppe zugreifen, kdnnen Sie jetzt die IP-Adresse fur das Gateway angeben.

» Updates fiir Load Balancer-Endpunkte. Ein neuer Assistent flihrt Sie durch die Erstellung eines Load
Balancer-Endpunkts. Siehe Konfigurieren von Load Balancer-Endpunkten.

> Beim ersten Erstellen des Endpunkts wahlen Sie nun den Client-Typ (S3 oder Swift) aus, anstatt diese
Details nach der Erstellung des Endpunkts hinzuzufiigen.

> Sie kbnnen nun das globale StorageGRID S3- und Swift-Zertifikat fur einen Load Balancer-Endpunkt
verwenden, anstatt ein separates Zertifikat hochzuladen oder zu erstellen.

Dieses globale Zertifikat wurde zuvor fir Verbindungen mit dem veralteten CLB-Service

@ und zu Storage-Nodes verwendet. Wenn Sie das globale Zertifikat fir einen Endpunkt
des Load Balancer verwenden méchten, missen Sie ein benutzerdefiniertes Zertifikat
auf der S3- und Swift-API-Zertifikatsseite hochladen.

Neue Funktionen von Tenant Manager

* Neue Experimental S3 Konsole. Auf der Seite Buckets im Mandanten-Manager ist Gber die neue S3-
Konsole ein Link verfligbar, Uber die S3-Mandantenbenutzer die Objekte in ihren Buckets anzeigen und
managen konnen. Siehe Verwenden Sie die Experimental S3-Konsole.

Die experimentelle S3-Konsole wurde nicht vollstandig getestet und ist nicht fir das
Massenmanagement von Objekten oder fur den Einsatz in einer Produktionsumgebung

@ vorgesehen. Mandanten sollten die S3-Konsole nur verwenden, wenn sie Funktionen flr eine
kleine Anzahl von Objekten oder bei der Verwendung von Proof-of-Concept- oder nicht-
Production-Grids ausfihren.

» Kann mehrere S3-Buckets I6schen. Mandantenbenutzer kdnnen jetzt mehr als einen S3-Bucket
gleichzeitig I6schen. Jeder Bucket, den Sie I6schen mdchten, muss leer sein. Siehe S3-Bucket I6schen.

» Updates auf Mandantenkonten Berechtigung. Administratorbenutzer, die zu einer Gruppe mit der
Berechtigung fuir Mandantenkonten gehdren, kénnen jetzt vorhandene Richtlinien fir die Klassifizierung
von Datenverkehr anzeigen. Zuvor waren Benutzer verpflichtet, Root-Zugriffsberechtigungen zur Anzeige
dieser Metriken zu besitzen.

Neuer Upgrade- und Hotfix-Prozess

* Die Seite StorageGRID Upgrade wurde Uberarbeitet (WARTUNG System Software-Update
StorageGRID-Upgrade).
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* Nachdem das Upgrade auf StorageGRID 11.6 abgeschlossen ist, kdnnen Sie mithilfe des Grid Managers
ein Upgrade auf eine zukinftige Version durchfiihren und gleichzeitig einen Hotfix fir dieses Release
anwenden. Auf der StorageGRID Upgrade-Seite wird der empfohlene Upgrade-Pfad angezeigt und ein
Link direkt zu den korrekten Download-Seiten.

* Mit einem neuen Kontrollkastchen Software-Updates tiberpriifen auf der AutoSupport-Seite (SUPPORT
Tools AutoSupport) konnen Sie diese Funktion steuern. Sie kdnnen die Prufung auf verfigbare
Softwareupdates deaktivieren, wenn lhr System keinen WAN-Zugriff hat. Siehe AutoSupport gt
konfigurieren; Prifungen fir Software-Updates deaktivieren.

Fir das Upgrade auf StorageGRID 11.6 kdnnen Sie optional ein Skript verwenden, um ein

@ Upgrade durchzufiihren und gleichzeitig einen Hotfix anzuwenden. Siehe "NetApp
Knowledge Base: So fihren Sie umfassende Upgrades und Hotfix-Skripte flr StorageGRID
aus".

« Sie kénnen nun ein Upgrade auf SANTtricity OS unterbrechen und einige Nodes Uberspringen, wenn Sie
das Upgrade zu einem spateren Zeitpunkt abschlieflen missen. Beachten Sie die Anweisungen fir lhre
Storage Appliance:

o Upgrade von SANTtricity OS auf Storage Controllern mit Grid Manager (SG5600)
o Upgrade von SANTtricity OS auf Storage-Controllern mithilfe des Grid Manager (SG5700)
o Upgrade von SANTtricity OS auf Storage Controllern mit Grid Manager (SG6000)

Unterstutzung fur externe Syslog-Server

 Sie kdnnen jetzt einen externen Syslog-Server konfigurieren, wenn Sie Audit-Meldungen und eine
Teilmenge von StorageGRID-Protokollen Remote speichern und verwalten méchten (CONFIGURATION
Monitoring Audit- und Syslog-Server). Nachdem ein externer Syslog-Server konfiguriert ist, kdnnen Sie
Audit-Meldungen und bestimmte Protokolldateien lokal, Remote oder beides speichern. Durch die
Konfiguration der Ziele Ihrer Audit-Informationen kdnnen Sie den Netzwerkverkehr auf lhren Admin-Knoten
reduzieren. Siehe Konfigurieren von Uberwachungsmeldungen und Protokollzielen.

* Im Zusammenhang mit dieser Funktionalitat kdnnen Sie mit neuen Kontrollkastchen auf der Seite
Protokolle (SUPPORT Tools Logs) festlegen, welche Protokolltypen Sie sammeln mochten, wie z. B.
bestimmte Anwendungsprotokolle, Audit-Protokolle, Protokolle flir das Debuggen von Netzwerken und
Prometheus-Datenbankprotokolle. Siehe Erfassen von Protokolldateien und Systemdaten.

S3 Select

Optional kénnen S3-Mandanten SelectObjectContent-Anfragen an einzelne Objekte ausgeben. S3 Select
bietet eine effiziente Méglichkeit, grolRe Datenmengen zu durchsuchen, ohne eine Datenbank und zugehdrige
Ressourcen bereitstellen zu missen, um die Suche zu ermdéglichen. Es senkt auch die Kosten und die Latenz
beim Abrufen der Daten. Siehe Management von S3 Select fur Mandantenkonten Und Verwenden Sie S3
Select.

AuRerdem wurden Grafana-Diagramme fir S3 Select-Vorgange hinzugefligt. Siehe Prifen von Support-
Kennzahlen.

S3 Object Lock Standard-Bucket-Aufbewahrungszeitraum

Bei Verwendung von S3 Object Lock kdnnen Sie jetzt einen Standardaufbewahrungszeitraum fiir den Bucket
angeben. Der Standardaufbewahrungszeitraum gilt fir alle Objekte, die dem Bucket hinzugefligt werden, die
keine eigenen Aufbewahrungseinstellungen haben. Siehe Verwenden Sie die S3-Objektsperre.
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Support fir die Google Cloud Platform

Nun kann die Google Cloud Platform (GCP) als Endpunkt fir Cloud-Storage-Pools und dem CloudMirror
Plattformservice verwendet werden. Siehe Geben Sie den URN fur einen Endpunkt fur Plattformservices an
Und Erstellen Sie einen Cloud-Storage-Pool.

Unterstitzung von AWS C2S

Es kdnnen nun Endpunkte der AWS Commercial Cloud Services (C2S) fir die CloudMirror-Replizierung
genutzt werden. Siehe Endpunkt fur Plattformservices erstellen.

Andere S3-Anderungen

* GET Objekt- und HEAD-Objekt-Unterstiitzung fiir mehrteilige Objekte. Bisher hat StorageGRID das
nicht unterstitzt partNumber Anforderungsparameter in GET Object oder HEAD Object Requests. Sie
kénnen JETZT GET- und HEAD-Anfragen ausgeben, um einen bestimmten Teil eines mehrteiligen Objekts
abzurufen. GET and HEAD Object unterstiitzt auch das x-amz-mp-parts-count Antwortelement zur
Angabe, wie viele Teile ein Objekt hat.

« Anderungen in der "verfiigbaren" Consistency Control. Die ,verfiigbare* Consistency Control verhalt
sich jetzt genauso wie die Konsistenzstufe ,Read-after-New-write“, bietet aber schliellich Konsistenz fir
KOPF- und GET-Vorgange. Die ,verfligbare“ Consistency Control bietet eine hohere Verfiigbarkeit FUR
HEAD- und GET-Operationen als ,Read-after-New-write®, wenn Storage Nodes nicht verfiigbar sind.
Unterscheidet sich von Amazon S3 Konsistenzgarantien fiir HEAD- und GET-Operationen.

S3 verwenden

Performance-Verbesserungen

» Speicherknoten konnen 2 Milliarden Objekte unterstiitzen. Die zugrunde liegende Verzeichnisstruktur
auf Storage Nodes wurde optimiert, um eine bessere Skalierbarkeit und Performance zu erzielen. Storage-
Nodes nutzen nun zusatzliche Unterverzeichnisse, um bis zu zwei Milliarden replizierte Objekte zu
speichern und die Performance zu maximieren. Knotenunterverzeichnisse werden beim Upgrade auf
StorageGRID 11.6 geandert, vorhandene Objekte werden jedoch nicht auf die neuen Verzeichnisse neu
verteilt.

* ILM-gesteuerte Loschleistung fiir leistungsstarke Gerate erhoht. Die Ressourcen und der Durchsatz,
die zur Durchflihrung von ILM-L8schvorgangen verwendet werden, passen sich nun der Gré3e und
Kapazitat jedes einzelnen StorageGRID Appliance-Nodes an. Bei SG5600 Appliances ist der Durchsatz
derselbe wie bei StorageGRID 11.5. Bei SG5700 Appliances wurde die ILM-Léschleistung in kleinen
Verbesserungen verbessert. Bei SG6000 Appliances mit mehr RAM und mehr CPUs werden ILM-
Léschungen nun viel schneller verarbeitet. Diese Verbesserungen machen sich insbesondere bei rein
Flash-basierten SGF6024 Appliances bemerkbar.

» Speichervolumen Wasserzeichen optimiert. In vorherigen Versionen wurden die Einstellungen der drei
Storage Volume-Wasserzeichen auf jedes Storage-Volume auf jedem Storage-Node angewendet.
StorageGRID kann nun diese Abdrticke fiir jedes Storage Volume optimieren, basierend auf der GréRe des
Storage-Nodes und der relativen Kapazitat des Volumes. Siehe Was sind Wasserzeichen fur Storage-
Volumes.

Optimierte Wasserzeichen werden automatisch auf alle neuen und am meisten aktualisierten StorageGRID
11.6-Systeme angewendet. Die optimierten Wasserzeichen sind grofier als die vorherigen
Standardeinstellungen.

Wenn Sie benutzerdefinierte Wasserzeichen verwenden, wird die Warnung Low read-only Watermark
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override nach dem Upgrade ausgelost. Mit dieser Warnmeldung kénnen Sie feststellen, ob lhre
benutzerdefinierten Wasserzeichen zu klein sind. Siehe Fehlerbehebung bei Warnungen zur Uberbriickung
von nur geringem Lesezugriff.

Im Rahmen dieser Anderung wurden zwei Prometheus-Kennzahlen hinzugefiigt:

° storagegrid storage volume minimum optimized soft readonly watermark
° storagegrid storage volume maximum optimized soft readonly watermark

+ Maximal zulassiger Metadaten-Speicherplatz erh6ht. Der maximal zuléssige Metadatenspeicherplatz
fur Storage-Nodes wurde auf 3.96 TB (von 2.64 TB) fur Nodes mit hdherer Kapazitat erhoht. Dies sind
Nodes mit einem tatsachlichen reservierten Speicherplatz fir Metadaten von mehr als 4 TB. Dieser neue
Wert ermdglicht, mehr Objekt-Metadaten auf bestimmten Storage-Nodes zu speichern und die Kapazitat
der StorageGRID Metadaten um bis zu 50 % zu erhéhen.

Wenn Sie dies noch nicht getan haben und lhre Speicherknoten gentigend RAM und

@ genlgend Speicherplatz auf Volume 0 haben, kénnen Sie dies tun Erhohen Sie nach der
Installation oder Aktualisierung manuell die Einrichtung des reservierten Speicherplatzes fir
Metadaten auf 8 TB.

o Management von objekt-Metadaten-Storage gt; zulassiger Metadaten-Speicherplatz

o Erh6hen Sie die Einstellung fir reservierten Speicherplatz flir Metadaten

Verbesserungen an Wartungsverfahren und Support-Tools

+ Kann Passworter fiir die Knotenkonsole dndern. Mit dem Grid Manager kdnnen Sie nun Passworter flr
die Knotenkonsole (CONFIGURATION Access Control Grid passwords) andern. Diese Passworter
dienen zur Anmeldung bei einem Knoten als ,admin® Gber SSH oder beim Root-Benutzer in einer
VM/physischen Konsolenverbindung. Siehe Andern der Passworter fir die Node-Konsole.

« Assistent zur Uberpriifung der neuen Objektexistenz. Sie kdnnen nun die Integritat der Objekte mit
einem benutzerfreundlichen Object Existenzprifassistenten (MAINTENANCE Tasks Object
Existenzpriifung) Uberprifen, der das Verifizierungsverfahren im Vordergrund ersetzt. Die neue Prozedur
dauert maximal ein Drittel der Zeit und kann mehrere Nodes gleichzeitig Gberprifen. Siehe Uberpriifen Sie
die Objektintegritat.

« * Diagramm ,Estimated Time to Completion® flir EC-Ausgleichs- und EC-Reparaturauftrage*. Sie kénnen
jetzt die geschatzte Zeit bis zum Abschluss und den Fertigstellungsprozentsatz fir einen aktuellen EC-
Ausgleichs- oder EC-Reparaturauftrag anzeigen.

» Geschatzter Prozentsatz fiir die Reparatur replizierter Daten abgeschlossen. Sie kdnnen jetzt die
hinzufiigen show-replicated-repair-status Option flr die repair-data Befehl zum Anzeigen
eines geschatzten Fertigstellungsgrads fir eine replizierte Reparatur

Der show-replicated-repair-status Die Option ist fiir die technische Vorschau in
StorageGRID 11.6 verfugbar. Diese Funktion ist in der Entwicklung, und der

@ zurtckgegebene Wert kann falsch oder verzdgert sein. Um festzustellen, ob eine Reparatur
abgeschlossen ist, verwenden Sie weiterhin Ausstehend - Alle, Reparaturen versucht
(XRPA) und Scanzeitraum — Estimated (XSCM) wie in den Wiederherstellungsverfahren
beschrieben.

* Die Ergebnisse auf der Diagnoseseite (SUPPORT Tools Diagnose) werden nun nach Schweregrad und
anschlieRend alphabetisch sortiert.

* Prometheus und Grafana wurden auf neuere Versionen mit modifizierten Schnittstellen und Diagrammen
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aktualisiert. Im Rahmen dieser Anderung wurden die Beschriftungen in einigen Metriken geéndert.

> Wenn Sie benutzerdefinierte Abfragen haben, die die Etiketten von verwendet haben
node network_ up, Sie sollten jetzt die Etiketten von verwenden node network info Stattdessen.

° Wenn Sie auch den Namen des Etiketts verwendet haben interface Von jedem der node network
Metriken sollten Sie jetzt die verwenden device Stattdessen beschriften.

» Zuvor wurden die Prometheus-Kennzahlen 31 Tage lang auf Admin-Nodes gespeichert. Jetzt werden

Metriken gespeichert, bis der fliir Prometheus Daten reservierte Speicherplatz voll ist, wodurch sich der

Zeitraum von historischen Metriken deutlich erhohen lasst.

Wenn der /var/local/mysql ibdata/ Volume erreicht die Kapazitat, zuerst werden die altesten

Metriken geldscht.

Installationsverbesserungen fiihren zu

Sie haben jetzt die Mdglichkeit, Podman als Container bei der Installation von Red hat Enterprise Linux zu

verwenden. Bisher unterstitzte StorageGRID nur einen Docker Container.

Die API-Schemata fur StorageGRID sind nun in den Installationsarchiven fiir die Plattformen RedHat
Enterprise Linux/CentOS, Ubuntu/Debian und VMware enthalten. Nach dem Extrahieren des Archivs

finden Sie die Schemas im /extras/api-schemas Ordner.

Der BLOCK_DEVICE RANGEDB Die Schllssel in der Node-Konfigurationsdatei fur Bare-Metal-
Implementierungen sollte jetzt drei Stellen anstelle von zwei enthalten. Das ist nicht von
BLOCK DEVICE RANGEDB nn, Sie sollten angeben BLOCK DEVICE RANGEDB nnn.

Aus Kompatibilitadt mit bestehenden Implementierungen werden auch weiterhin zweistellige Schlissel fir

aktualisierte Nodes unterstltzt.

Optional konnen Sie eine oder mehrere Instanzen der neuen hinzufligen INTERFACES TARGET nnnn
Schlussel zur Node-Konfigurationsdatei fur Bare-Metal-Implementierungen Jeder Schlissel stellt den
Namen und die Beschreibung einer physischen Schnittstelle auf dem Bare-Metal-Host bereit. Diese wird
auf der Seite VLAN-Schnittstellen und auf der Seite ,HA-Gruppen® angezeigt.

o Erstellen von Node-Konfigurationsdateien flir Red hat Enterprise Linux oder CentOS
Implementierungen

o Erstellen Sie Knoten-Konfigurationsdateien fir Ubuntu oder Debian-Bereitstellungen

Neue Warnmeldungen

Fir StorageGRID 11.6 wurden die folgenden neuen Warnmeldungen hinzugefligt:

Audit-Protokolle werden der Warteschlange im Speicher hinzugefugt
Cassandra Tabelle beschadigt

EC-Ausgleichfehler

EC-Reparaturfehler

EC-Reparatur blockiert

Ablauf des globalen Serverzertifikats flr S3 und Swift API

Ablauf des externen Syslog CA-Zertifikats

Ablauf des externen Syslog-Client-Zertifikats
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» Ablauf des externen Syslog-Serverzertifikats

» Fehler bei der Weiterleitung des externen Syslog-Servers

* Fehler bei der Synchronisierung der Identitatsféderation fiir einen Mandanten
« Aktivitat des Legacy-CLB-Load-Balancer erkannt

 Protokolle werden der Warteschlange auf der Festplatte hinzugefluigt

* Low Read-Only-Wasserzeichen tberschreiben

» Geringer Tmp-Telefonspeicherplatz

« Uberpriifung der Objektexistenz fehlgeschlagen

 Prifung der ObjektExistenz ist blockiert

+ S3 PUT ObjektgrofRe zu grol’

Siehe Alerts Referenz.

Anderungen an Audit-Meldungen

* Der ORLM: Object Rules erfiillte die Meldung Audit wurde um ein neues BUID-Feld erganzt. Das Feld
BUID zeigt die Bucket-ID an, die fiir interne Vorgange verwendet wird. Das neue Feld wird nur angezeigt,
wenn der Meldungsstatus PRGD ist.

» Zu den folgenden Audit-Meldungen wurde ein neues SGRP-Feld hinzugefligt. Das Feld SGRP ist nur
vorhanden, wenn ein Objekt an einem anderen Standort geldéscht wurde als dort, wo es aufgenommen
wurde.

o IDEL: ILM gestartet Loschen

o OVWR: Objektliberschreibung
o SDEL: S3 LOSCHEN

o WDEL: Swift LOSCHEN

Siehe Prifung von Audit-Protokollen.

Anderungen in der StorageGRID-Dokumentation

Das Look and Feel der StorageGRID 11.6 Dokumentationswebsite wurde geandert und verwendet jetzt GitHub
als zugrunde liegende Plattform.

NetApp schétzt das Feedback zu den Inhalten und ermutigt Anwender, die neue Funktion ,Anderungen an der
Produktdokumentation anfordern“ nutzen zu kénnen. Die Dokumentationsplattform bietet zudem eine
eingebettete Content-Contribution-Funktion fir GitHub-Benutzer.

Schauen Sie sich diese Dokumentation an und tragen Sie dazu bei. Sie kénnen Bearbeiten, Anderungen
anfordern oder einfach Feedback senden.

Funktionen entfernt oder veraltet

Einige Funktionen wurden in dieser Version entfernt oder veraltet. Uberpriifen Sie diese
Elemente, um zu verstehen, ob Sie Clientanwendungen aktualisieren oder Ihre
Konfiguration vor dem Upgrade andern mussen.
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Alarmsystem und alarmbasierte APIs sind veraltet

Ab Version StorageGRID 11.6 ist das veraltete Alarmsystem veraltet. Die Benutzeroberflache und APIs fir das
alte Alarmsystem werden in einer zukulnftigen Version entfernt.

Wenn Sie nach dem Upgrade auf StorageGRID 11.6 noch altere Alarme verwenden, planen Sie
@ einen vollstandigen Ubergang auf das Alarmsystem. Siehe Alarme und Alarme verwalten:
Ubersicht Um mehr (iber Warnungen zu erfahren.

Die Version 11.6 depretiert alle Alarm-basierten APIs. Die folgenden APIs sind von dieser Anderung betroffen:

®* GET /grid/alarms: VOollig veraltet
* GET /grid/health/topology: Vollig veraltet

®* GET /grid/health: Das alarm-counts Der Abschnitt der Antwort ist veraltet

Zukiinftige Versionen unterstutzen keine maximale ObjektgroRe von 5 tib fur PUT
Objekt

In kiinftigen Versionen von StorageGRID betragt die maximale Grofe fir einen einzelnen PUT-Objektvorgang
5 gib, anstatt 5 tib. Sie kénnen flir Objekte, die groRer als 5 gib sind, mehrere Teile hochladen, bis zu maximal
5 tib (5,497,558,138,880 Byte).

Damit Sie Clients auf kleinere Objektgréfien in PUT Object umstellen kénnen, wird in StorageGRID 11.6 die
Warnmeldung S3 PUT ObjektgroBe zu groB ausgeldst, wenn ein S3-Client versucht, ein Objekt hochzuladen,
das mehr als 5 gib betragt.

Die NAS-Bridge-Funktion ist veraltet

Die NAS Bridge-Funktion hatte bereits seit StorageGRID Version 11.4 eingeschrankten Zugriff. Die NAS
Bridge-Funktion bleibt nur eingeschrankt verfigbar und ist ab StorageGRID 11.6 veraltet.

NAS-Bridge 11.4 bleibt das finale Release und wird weiterhin mit StorageGRID 11.6 kompatibel sein.
Uberpriifen Sie die "NetApp Interoperabilitdts-Matrix-Tool" Fir die weitere Kompatibilitat zwischen NAS Bridge
11.4 und StorageGRID Versionen.

Auf der NetApp Support Site finden Sie Informationen zu den "Support-Zeitplan fur NAS Bridge".

Anderungen an der Grid-Management-API

StorageGRID 11.6 verwendet Version 3 der Grid Management API. Version 3 depretiert
Version 2; jedoch werden Version 1 und Version 2 weiterhin unterstutzt.

Sie kdnnen weiterhin Version 1 und Version 2 der Management-AP| mit StorageGRID 11.6
verwenden. Die Unterstltzung fur diese Versionen der API wird jedoch in einem zuklinftigen

@ Release von StorageGRID entfernt. Nach dem Upgrade auf StorageGRID 11.6 kénnen die
veralteten v1- und v2-APIs mit dem deaktiviert werden PUT /grid/config/management
API:

Weitere Informationen finden Sie unter Verwenden Sie die Grid-Management-API.
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Die Swagger-Dokumente kdnnen fur private API-Operationen verwendet werden

Sie konnen jetzt Giber den Grid Manager auf die Swagger-Dokumentation fir die private API zugreifen. Um die
verfiigbaren Vorgange anzuzeigen, wahlen Sie das Hilfesymbol fir den Grid Manager aus, und wahlen Sie
API-Dokumentation aus. Wahlen Sie dann auf der StorageGRID Management API-Seite Gehe zur privaten
API-Dokumentation aus.

StorageGRID Private APls kbnnen ohne vorherige Ankiindigung geandert werden. Private StorageGRID-
Endpunkte ignorieren auch die API-Version der Anforderung.

Veraltete alarmbasierte APIs

Die Version 11.6 depretiert alle Alarm-basierten APIs. Die folgenden APIs sind von dieser Anderung betroffen:

* GET /grid/alarms: V0llig veraltet
* GET /grid/health/topology: Vollig veraltet

* GET /grid/health: Das alarm-counts Der Abschnitt der Antwort ist veraltet

S3-Zugriffsschliissel kdnnen importiert werden

Sie kdnnen jetzt die Grid Management APl verwenden, um S3-Zugriffsschlissel fir Mandantenbenutzer zu
importieren. Sie kdnnen beispielsweise Zugriffsschllissel von einem anderen S3-Provider zu StorageGRID
migrieren oder diese Funktion verwenden, um Benutzer-Anmeldedaten zwischen den Grids identisch zu
halten.

Wenn diese Funktion aktiviert ist, hat jeder Grid Manager-Benutzer mit der Berechtigung zum
@ Andern des Mandanten-Root-Passworts vollstandigen Zugriff auf Mandantendaten. Deaktivieren
Sie diese Funktion unmittelbar nach der Verwendung zum Schutz von Mandantendaten.

Neue Konto-Operationen

Drei neue grid/account API-Operationen wurden hinzugeflgt:

* POST /grid/account-enable-s3-key-import: Diese Anforderung ermdglicht die Funktion S3-
Anmeldeinformationen importieren. Sie miissen Uber die Root-Zugriffsberechtigung verfligen, um diese
Funktion zu aktivieren.

* POST /grid/accounts/{id}/users/{user id}/s3-access-keys: Diese Anfrage importiert S3-
Anmeldeinformationen flir einen bestimmten Benutzer in einem Mandantenkonto. Sie miissen Uber die
Berechtigung Root-Zugriff oder das Andern des Root-Passworts fiir Mandanten verfiigen, und Sie miissen
die Benutzer-ID und die Mandanten-Konto-ID kennen.

* POST /grid/account-disable-s3-key-import: Diese Anforderung deaktiviert die Funktion S3-
Anmeldeinformationen importieren. Sie missen Uber die Berechtigung Root Access verfligen, um diese
Funktion zu deaktivieren.

PATCH-Methode ist veraltet

Die PATCH-Methode wurde jetzt veraltet und wird in einer zuklnftigen Version entfernt. Fihren Sie bei Bedarf
einen PUT-Vorgang durch, um eine Ressource zu ersetzen, anstatt einen PATCH-Vorgang zum Andern der
Ressource zu verwenden.
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Erganzungen zu grid/logs/collect endpunkt
Dem wurden vier boolesche Werte hinzugefligt grid/logs/collect endpunkt:

* applicationLogs: Anwendungsspezifische Protokolle, die der technische Support am haufigsten fir die
Fehlersuche verwendet. Die gesammelten Protokolle sind eine Teilmenge der verfligbaren
Anwendungsprotokolle. Die Standardeinstellung lautet t rue.

* auditLogs: Protokolle, die die wahrend des normalen Systembetriebs erzeugten Audit-Meldungen
enthalten. Die Standardeinstellung lautet true.

* networkTrace: Protokolle zum Debuggen von Netzwerken verwendet. Die Standardeinstellung lautet
false.

* prometheusDatabase: Zeitreihenkennzahlen aus den Diensten auf allen Knoten. Die
Standardeinstellung lautet false.

Neu node-details /grid/service-ids endpunkt

Das neue /grid/service-ids endpoint bietet eine Zuordnung von Node-UUIDs zu den zugeordneten
Node-Namen, Service-IDs und Servicetypen.

Kann Passworter fiir die Grid-Node-Konsole abrufen

Jetzt kbnnen Sie verwenden POST /grid/node-console-passwords Um die Liste der Grid-Nodes und
die zugehdrigen Konsolenpassworter abzurufen.

Anderungen an der Mandantenmanagement-API

StorageGRID 11.6 verwendet Version 3 der Mandantenmanagement-API. Version 3
depretiert Version 2; jedoch werden Version 1 und Version 2 weiterhin unterstutzt.

Sie kdnnen weiterhin Version 1 und Version 2 der Management-AP| mit StorageGRID 11.6
verwenden. Die Unterstltzung fur diese Versionen der API wird jedoch in einem zukiinftigen

@ Release von StorageGRID entfernt. Nach dem Upgrade auf StorageGRID 11.6 kénnen die
veralteten v1- und v2-APls mit dem deaktiviert werden PUT /grid/config/management
API:

Weitere Informationen finden Sie unter Mandantenmanagement-AP| verstehen.

PATCH-Methode ist veraltet

Die PATCH-Methode wurde jetzt veraltet und wird in einer zukinftigen Version entfernt. Fihren Sie bei Bedarf
einen PUT-Vorgang durch, um eine Ressource zu ersetzen, anstatt einen PATCH-Vorgang zum Andern der
Ressource zu verwenden.

Planung und Vorbereitung fur Upgrades

Schatzen Sie den Zeitaufwand fuir die Durchfiihrung eines Upgrades ein

Wenn Sie ein Upgrade auf StorageGRID 11.6 planen, mussen Sie je nach Dauer des
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Upgrades in Betracht ziehen, wann ein Upgrade durchgefuhrt werden soll. AuRerdem
muss bekannt sein, welche Vorgange in jeder Phase des Upgrades ausgefuhrt werden
konnen und welche nicht.

Uber diese Aufgabe

Die erforderliche Zeit zur Durchfiihrung eines StorageGRID Upgrades hangt von verschiedenen Faktoren ab,
beispielsweise von Client-Last und Hardware-Performance.

Die Tabelle fasst die wichtigsten Upgrade-Aufgaben zusammen und zeigt die ungefahre Zeit, die fir jede
Aufgabe erforderlich ist. Die Schritte nach der Tabelle enthalten Anweisungen zur Schatzung der
Aktualisierungszeit fur Ihr System.

Aufgabe aktualisieren

Starten Sie Den Upgrade
Service

Grid-Nodes aktualisieren
(primarer Admin-Node)

12

Beschreibung

Vorabprifungen werden
durchgeflhrt, die
Software-Datei wird
verteilt und der Upgrade-
Service wird gestartet.

Der primare Admin-Node
wird angehalten,
aktualisiert und neu
gestartet.

Ungefahre Zeit
erforderlich

3 Minuten pro Grid-Node,
es sei denn,
Validierungsfehler werden
gemeldet

30 Minuten bis 1 Stunde,
wobei SG100- und
SG1000-Appliance-Nodes
die meiste Zeit erfordern.

Wahrend dieser Aufgabe

Falls erforderlich, konnen
Sie die Vorabprifungen
fur das Upgrade manuell
vor dem geplanten
Wartungsfenster fur die
Aktualisierung
durchfuhren.

Sie kdnnen nicht auf den
primaren Admin-Node
zugreifen.
Verbindungsfehler werden
gemeldet, die Sie
ignorieren kdnnen.



Aufgabe aktualisieren Beschreibung

Die Software auf allen
anderen Grid-Knoten wird
aktualisiert, in der
Reihenfolge, in der Sie
die Knoten genehmigen.
Jeder Knoten in lhrem
System wird einzeln fir
jeweils mehrere Minuten
heruntergefahren.

Grid-Nodes aktualisieren
(alle anderen Nodes)

Die neuen Funktionen fir
die neue Version sind
aktiviert.

Aktivieren Sie Die
Funktionen

Ungefahre Zeit
erforderlich

15 Minuten bis 1 Stunde
pro Node, wobei
Appliance-Nodes die
hochste Zeit erfordern

Hinweis: fiir Appliance-
Knoten wird das
StorageGRID-Appliance-
Installationsprogramm
automatisch auf die
neueste Version
aktualisiert.

Weniger als 5 Minuten

Wahrend dieser Aufgabe

Andern Sie die Grid-
Konfiguration nicht.

Andern Sie nicht die
Konfiguration der
Prifungsstufe.

Aktualisieren Sie die
ILM-Konfiguration
nicht.

Sie kdnnen keine
weiteren
Wartungsvorgange
wie Hotfix, Stilllegung
oder Erweiterung
durchfihren.

Hinweis: Wenn Sie
eine
Wiederherstellung
durchfihren missen,
wenden Sie sich an
den technischen
Support.

Andern Sie die Grid-
Konfiguration nicht.

Andern Sie nicht die
Konfiguration der
Prifungsstufe.

Aktualisieren Sie die
ILM-Konfiguration
nicht.

Sie kdnnen kein
weiteres
Wartungsverfahren
durchflhren.
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Aufgabe aktualisieren Beschreibung Ungefdhre Zeit Wahrend dieser Aufgabe

erforderlich
Upgrade Von Der Upgrade-Prozess 10 Sekunden pro Node Fur das Upgrade von
Datenbanken Uberprift jeden Knoten, oder einige Minuten fir StorageGRID 11.5 auf
um zu Uberprifen, ob die das gesamte Grid 11.6 ist kein Cassandra
Cassandra-Datenbank Datenbank-Upgrade
nicht aktualisiert werden erforderlich. Allerdings
muss. wird der Cassandra-
Service auf jedem
Storage-Node angehalten
und neu gestartet.
Bei kiinftigen
StorageGRID-
Funktionsversionen kann
der Schritt fir das Update
der Cassandra-
Datenbank mehrere Tage
dauern.
Letzte Schritte Zur Temporare Dateien 5 Minuten Wenn die Aufgabe * Final
Aktualisierung werden entfernt und das Upgrade Steps*
Upgrade auf die neue abgeschlossen ist,
Version wird kdnnen Sie alle
abgeschlossen. Wartungsarbeiten
durchfihren.

Schritte
1. Schatzen Sie die fiir das Upgrade aller Grid-Nodes erforderliche Zeit ein.

a. Multiplizieren Sie die Anzahl der Nodes in lhrem StorageGRID System um 1 Stunde/Node.
In der Regel dauert das Upgrade von Appliance-Nodes langer als softwarebasierte Nodes.

b. Flgen Sie 1 Stunde zu diesem Zeitpunkt hinzu, um die Zeit zu bericksichtigen, die zum Herunterladen
des erforderlich ist . upgrade Fihren Sie die Vorabvalidierung aus, und flihren Sie die letzten
Aktualisierungsschritte durch.

2. Wenn Sie Linux-Knoten haben, fligen Sie 15 Minuten fir jeden Knoten hinzu, um die Zeit zu
bertcksichtigen, die zum Herunterladen und Installieren des RPM- oder DEB-Pakets erforderlich ist.

3. Berechnen Sie die geschatzte Gesamtdauer fur das Upgrade, indem Sie die Ergebnisse der Schritte 1 und
2 hinzuftgen.

Beispiel: Voraussichtliche Zeit fiir ein Upgrade auf StorageGRID 11.6

Angenommen, |hr System verfligt Uber 14 Grid-Nodes, von denen 8 Linux-Nodes sind.

1. 14 mit 1 Stunde/Node multiplizieren.

2. Fugen Sie 1 Stunde hinzu, um den Download, die Vorabprifung und die abschlieRenden Schritte zu
berucksichtigen.

Die geschatzte Zeit fur ein Upgrade aller Nodes betragt 15 Stunden.
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3. Multiplizieren Sie 8 x 15 Minuten/Node, um die Zeit fur die Installation des RPM- oder DEB-Pakets auf den
Linux-Knoten zu bericksichtigen.

Die voraussichtliche Zeit fiir diesen Schritt betragt 2 Stunden.
4. Fugen Sie die Werte zusammen.

Es sollte bis zu 17 Stunden dauern, bis das Upgrade lhres Systems auf StorageGRID 11.6 abgeschlossen
ist.

Auswirkungen des Upgrades auf lhr System

Sie mussen wissen, welche Auswirkungen das Upgrade auf lhr StorageGRID System
hat.

StorageGRID Upgrades sind unterbrechungsfrei

Das StorageGRID System ist in der Lage, wahrend des Upgrades Daten von Client-Applikationen
aufzunehmen und abzurufen. Wahrend des Upgrades werden Grid-Nodes nacheinander heruntergefahren.
Daher ist nicht zu der Zeit gekommen, dass alle Grid-Nodes nicht verfigbar sind.

Um die kontinuierliche Verfligbarkeit zu gewahrleisten, missen Sie sicherstellen, dass Objekte mit den
entsprechenden ILM-Richtlinien redundant gespeichert werden. Es muss zudem sichergestellt werden, dass
alle externen S3- oder Swift-Clients flr das Senden von Anforderungen an eine der folgenden Komponenten
konfiguriert sind:

 Ein StorageGRID Endpunkt, der als HA-Gruppe (Hochverflgbarkeit) konfiguriert ist

* Einen hochverfligbaren Drittanbieter-Load Balancer

* Mehrere Gateway-Nodes fir jeden Client

* Mehrere Storage-Nodes fiir jeden Client

Die Appliance-Firmware wird aktualisiert

Wahrend des Upgrades auf StorageGRID 11.6:

+ Alle Knoten der StorageGRID Appliance werden automatisch auf die StorageGRID Appliance Installer
Firmware Version 3.6 aktualisiert.

* SG6060- und SGF6024-Appliances werden automatisch auf die BIOS-Firmware-Version 3B07.EX und
BMC-Firmware-Version BMC 3.93.07 aktualisiert.

* SG100- und SG1000-Appliances werden automatisch auf die BIOS-Firmware-Version 3B12.EC und BMC-
Firmware-Version 4.67.07 aktualisiert.

Moglicherweise werden Benachrichtigungen ausgelost

Warnmeldungen kénnen ausgeldst werden, wenn Services gestartet und beendet werden und wenn das
StorageGRID System als Umgebung mit gemischten Versionen funktioniert (einige Grid-Nodes mit einer
friheren Version, wahrend andere auf eine neuere Version aktualisiert wurden). Nach Abschluss des
Upgrades konnen weitere Warnmeldungen ausgeldst werden.

Zum Beispiel wird die Meldung mit Knoten nicht kommunizieren kann, wenn Dienste beendet werden, oder
Sie sehen moglicherweise die Meldung Cassandra Kommunikationsfehler, wenn einige Knoten auf
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StorageGRID 11.6 aktualisiert wurden, andere Knoten jedoch noch StorageGRID 11.5 ausfihren. Im
Allgemeinen werden diese Meldungen nach Abschluss des Upgrades geldscht.

Die Warnung ILM-Platzierung unerreichbar wird moglicherweise ausgeldst, wenn Storage-Nodes wahrend
des Upgrades auf StorageGRID 11.6 angehalten werden. Dieser Alarm wird mdglicherweise einen Tag nach
Abschluss des Upgrades andauern.

Wenn Sie benutzerdefinierte Werte fiir die Wasserzeichen flir das Speichervolumen verwenden, wird nach
Abschluss des Upgrades mdglicherweise die Warnung Low read-only Watermark override ausgeldst. Siehe
Fehlerbehebung bei Warnungen zur Uberbriickung von nur geringem Lesezugriff Entsprechende Details.

Nach Abschluss des Upgrades kdonnen Sie alle Warnmeldungen zu Upgrades Uberprifen, indem Sie im Grid
Manager Dashboard * kirzlich behobene Warnmeldungen* oder Aktuelle Warnmeldungen auswahlen.

Viele SNMP-Benachrichtigungen werden erzeugt

Beachten Sie, dass mdglicherweise eine gro3e Anzahl von SNMP-Benachrichtigungen generiert werden kann,
wenn Grid-Knoten angehalten und wahrend des Upgrades neu gestartet werden. Um Uibermafige
Benachrichtigungen zu vermeiden, deaktivieren Sie das Kontrollkastchen SNMP-Agent-Benachrichtigungen
aktivieren (CONFIGURATION Monitoring SNMP-Agent), um SNMP-Benachrichtigungen zu deaktivieren,
bevor Sie das Upgrade starten. Aktivieren Sie dann die Benachrichtigungen wieder, nachdem das Upgrade
abgeschlossen ist.

Konfigurationséanderungen sind eingeschrankt

Die Liste der Anderungen bei eingeschrankter Konfiguration kann von Release zu Release
@ geandert werden. Wenn Sie ein Upgrade auf eine andere Version von StorageGRID
durchflhren, lesen Sie die Liste in den entsprechenden Upgrade-Anweisungen.

Bis die Aufgabe Neues Feature aktivieren abgeschlossen ist:

« Nehmen Sie keine Anderungen an der Grid-Konfiguration vor.
+ Andern Sie nicht die Konfiguration der Audit-Ebene oder konfigurieren Sie keinen externen Syslog-Server.
 Aktivieren oder deaktivieren Sie keine neuen Funktionen.

 Aktualisieren Sie die ILM-Konfiguration nicht. Andernfalls kann es zu inkonsistenten und unerwarteten ILM-
Verhaltensweisen kommen.

* Wenden Sie keinen Hotfix an, oder stellen Sie einen Gitterknoten wieder her.

+ Sie kdnnen keine HA-Gruppen, VLAN-Schnittstellen oder Load Balancer Endpunkte managen, wahrend
Sie ein Upgrade auf StorageGRID 11.6 durchfiihren.

Bis die Aufgabe * Final Upgrade Steps* abgeschlossen ist:

* FUhren Sie keine Erweiterungsverfahren durch.

* Fluhren Sie keine Aul3erbetriebnahme durch.

Sie konnen Bucket-Details und Buckets vom Mandanten-Manager nicht anzeigen oder managen

Wahrend des Upgrades auf StorageGRID 11.6 (d. h. wahrend das System als Umgebung mit gemischten
Versionen ausgeflhrt wird) kdnnen Sie mit dem Mandanten-Manager keine Bucket-Details anzeigen oder
Buckets verwalten. Auf der Seite Buckets in Tenant Manager wird einer der folgenden Fehler angezeigt:
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* ,Sie konnen diese API nicht verwenden, wdhrend Sie ein Upgrade auf 11.6
durchfithren.”

° ,Sie konnen die Details zur Bucket-Versionierung im Mandanten-Manager nicht
anzeigen, wahrend Sie ein Upgrade auf 11.6 durchfiihren.®

Dieser Fehler wird nach Abschluss des Upgrades auf 11.6 behoben.

Behelfslosung

Wahrend das Upgrade fir 11.6 ausgefihrt wird, nutzen Sie folgende Tools, um Bucket-Details anzuzeigen oder
Buckets zu managen, anstatt den Mandanten-Manager zu verwenden:

» Zur Ausflihrung von S3-Standardvorgangen auf einem Bucket kénnen Sie entweder die S3-REST-API oder
die Mandanten-Management-AP| verwenden.

* Um benutzerdefinierte StorageGRID-Vorgange auf einem Bucket durchzuflhren (beispielsweise zum
Anzeigen und Andern der Bucket-Konsistenzstufe, zum Aktivieren oder Deaktivieren von Updates fiir die
letzte Zugriffszeit oder zum Konfigurieren der Suchintegration), verwenden Sie die
Mandantenmanagement-API.

Siehe Mandantenmanagement-API verstehen Und S3 verwenden Weitere Anweisungen.

Auswirkungen eines Upgrades auf Gruppen und Benutzerkonten

Sie mussen die Auswirkungen des StorageGRID Upgrades kennen, damit Sie Gruppen
und Benutzerkonten nach Abschluss des Upgrades entsprechend aktualisieren konnen.

Anderungen an Gruppenberechtigungen und -Optionen

Nach dem Upgrade auf StorageGRID 11.6 kdnnen Sie optional die folgenden aktualisierten oder neuen
Berechtigungen und Optionen (KONFIGURATION Zugriffskontrolle Admin-Gruppen) auswahlen.

Berechtigung oder Option Beschreibung

Mandantenkonten Diese Berechtigung erlaubt Benutzern nicht nur, Mandantenkonten zu
erstellen, zu bearbeiten und zu entfernen, sondern ermdglicht es
Administratoren nun auch, vorhandene Richtlinien fur die
Verkehrsklassifizierung (KONFIGURATION Netzwerk
Verkehrsklassifizierung) anzuzeigen.

Siehe Managen von Admin-Gruppen.

Uberpriifen Sie die installierte StorageGRID-Version

Bevor Sie mit dem Upgrade beginnen, mussen Sie Uberprifen, ob die vorherige Version
von StorageGRID derzeit mit dem neuesten verfugbaren Hotfix installiert ist.

Uber diese Aufgabe

Bevor Sie ein Upgrade auf StorageGRID 11.6 durchflihren, muss StorageGRID 11.5 installiert sein. Wenn Sie
derzeit eine altere Version von StorageGRID verwenden, muissen Sie alle friheren Upgrade-Dateien
zusammen mit ihren neuesten Hotfixes installieren (dringend empfohlen), bis die aktuelle Version lhres
Rasters StorageGRID 11.5.x.y ist.
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Ein moglicher Upgrade-Pfad wird im angezeigt Beispiel.

NetApp empfiehlt dringend, vor dem Upgrade auf die nachste Version den aktuellen Hoftfix fiir
jede StorageGRID-Version anzuwenden und den aktuellen Hotfix fir jede installierte neue

@ Version anzuwenden. In einigen Fallen missen Sie einen Hotfix anwenden, um das Risiko eines
Datenverlusts zu vermeiden. Siehe "NetApp Downloads: StorageGRID" Und die Release Notes
fur jeden Hotfix, um mehr zu erfahren.

Beachten Sie, dass Sie in einem Schritt ein Skript zur Aktualisierung von 11.3.0.13+ auf 11.4.0.y und von
11.4.0.7+ bis 11.5.0.y ausfiihren konnen. Siehe "NetApp Knowledge Base: So fuhren Sie umfassende
Upgrades und Hotfix-Skripte fur StorageGRID aus".

Schritte
1. Melden Sie sich mit einem bei Grid Manager an Unterstltzter Webbrowser.
2. Wahlen Sie oben im Grid Manager die Option Hilfe Info.

3. Vergewissern Sie sich, dass Version 11.5.x.y ist.
In der StorageGRID 11.5.x.y Versionsnummer:

o Die Hauptversion hat einen x-Wert von 0 (11.5.0).
> Ein Hotfix, wenn man angewendet wurde, hat einen y-Wert (z.B. 11.5.0.1).

4. Wenn Version nicht 11.5.x.y ist, gehen Sie zu "NetApp Downloads: StorageGRID" So laden Sie die
Dateien fir jede vorherige Version herunter, einschliellich des neuesten Hotfix fir jede Version.

5. Lesen Sie die Upgrade-Anweisungen fir jede heruntergeladene Version. Fihren Sie dann das Software-
Upgrade-Verfahren fur dieses Release durch, und wenden Sie den neuesten Hotfix fir dieses Release an
(dringend empfohlen).

Siehe StorageGRID Hotfix Verfahren.

Beispiel: Upgrade auf StorageGRID 11.5 von Version 11.3.0.8

Das folgende Beispiel zeigt die Schritte zur Aktualisierung von StorageGRID Version 11.3.0.8 auf Version 11.5,
um ein Upgrade auf StorageGRID 11.6 vorzubereiten.

Optional kénnen Sie ein Skript ausflihren, um die Schritte 2 und 3 (Update von 11.3.0.13+ auf

@ 11.4.0.y) zu kombinieren und die Schritte 4 und 5 zu kombinieren (Aktualisierung von 11.4.0.7+
auf 11.5.0.y). Siehe "NetApp Knowledge Base: So fihren Sie umfassende Upgrades und Hotfix-
Skripte fur StorageGRID aus".

Laden Sie die Software in der folgenden Reihenfolge herunter und installieren Sie sie, um Ihr System auf die
Aktualisierung vorzubereiten:

1. Wenden Sie den aktuellen StorageGRID 11.3.0.y Hotfix an.

2. Upgrade auf StorageGRID 11.4.0 Hauptversion.

3. Wenden Sie den aktuellen StorageGRID 11.4.0.y Hotfix an.

4. Upgrade auf StorageGRID 11.5.0 Hauptversion.

5. Wenden Sie den aktuellen StorageGRID 11.5.0.y Hotfix an.
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Beschaffen der erforderlichen Materialien fur ein Software-Upgrade

Bevor Sie mit dem Software-Upgrade beginnen, mussen Sie alle erforderlichen
Unterlagen beschaffen, damit das Upgrade erfolgreich abgeschlossen werden kann.

Element Hinweise

StorageGRID-Upgrade-  Laden Sie die StorageGRID-Upgrade-Dateien herunter Auf Ihren Service-Laptop.
Dateien

Service-Laptop Der Service-Laptop muss Folgendes haben:

* Netzwerkport
» SSH-Client (z. B. PuTTY)

Unterstutzter Webbrowser Der Browser-Support andert sich in der Regel fir jede StorageGRID Version.
Stellen Sie sicher, dass lhr Browser mit der neuen StorageGRID-Version
kompatibel ist.

Wiederherstellungspaket Laden Sie das Recovery Package herunter Vor dem Upgrade speichern und
(.zip) Datei speichern Sie die Datei an einem sicheren Ort. Die Recovery Package-Datei
ermoglicht es lhnen, das System wiederherzustellen, wenn ein Fehler auftritt.

Passwords. txt Datei Diese Datei ist im GENANNTEN Paket enthalten, das Teil des
Wiederherstellungspakets ist . zip Datei: Sie missen die neueste Version des
Wiederherstellungspakets erhalten.

Provisioning-Passphrase Die Passphrase wird erstellt und dokumentiert, wenn das StorageGRID-System
zum ersten Mal installiert wird. Die Provisionierungs-Passphrase wird im nicht
aufgeflihrt Passwords. txt Datei:

Zugehdrige » Versionshinweise Fur StorageGRID 11.6. Lesen Sie diese vor Beginn des
Dokumentation Upgrades sorgfaltig durch.

» Anweisungen fur Administration von StorageGRID.

* Wenn Sie eine Linux-Bereitstellung aktualisieren, lesen Sie die StorageGRID-
Installationsanweisungen fir Ihre Linux-Plattform:

o Installieren Sie Red hat Enterprise Linux oder CentOS
o Installieren Sie Ubuntu oder Debian

* Andere StorageGRID-Dokumentation, falls erforderlich.

Laden Sie die StorageGRID-Upgrade-Dateien herunter

Je nachdem, wo die Knoten installiert sind, miissen Sie eine oder mehrere Dateien herunterladen.
* * Alle Plattformen®: . upgrade Datei

Wenn Nodes auf Linux-Hosts bereitgestellt werden, missen auch ein RPM- oder DEB-Archiv heruntergeladen
werden, das vor dem Upgrade installiert wird:
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* Red hat Enterprise Linux oder CentOS: Eine zusatzliche RPM-Datei (.zip Oder .tgz)

* Ubuntu oder Debian: Eine zusatzliche DEB-Datei (. zip Oder . tgz)

Schritte
1. Gehen Sie zu "NetApp Downloads: StorageGRID".
2. Wahlen Sie die Schaltflache zum Herunterladen der neuesten Version, oder wahlen Sie eine andere
Version aus dem Dropdown-Meni aus und wahlen Sie Go.

Die StorageGRID-Softwareversionen haben dieses Format: 11.x.y. StorageGRID-Hotfixes haben dieses
Format: 11.x. y.y.z.

3. Melden Sie sich mit lhrem Benutzernamen und Passwort fir Ihr NetApp Konto an.

4. Wenn eine Warnung/MusterLeseanweisung angezeigt wird, lesen Sie sie, und aktivieren Sie das
Kontrollkastchen.

Diese Anweisung wird angezeigt, wenn fur das Release ein Hotfix erforderlich ist.

5. Lesen Sie die Endbenutzer-Lizenzvereinbarung, aktivieren Sie das Kontrollkastchen und wahlen Sie dann
Weiter akzeptieren.

Die Download-Seite fiir die ausgewahlte Version wird angezeigt. Die Seite enthalt drei Spalten:

o Installation von StorageGRID
> Upgrade von StorageGRID
o Unterstlitzen von Dateien flr StorageGRID Appliances
6. Wahlen Sie in der Spalte Upgrade StorageGRID die aus, und laden Sie den herunter .upgrade
Archivierung:

Jede Plattform erfordert das . upgrade Archivierung:

7. Wenn Nodes auf Linux-Hosts bereitgestellt werden, laden Sie in beiden auch das RPM- oder DEB-Archiv
herunter . tgz Oder . zip Formatieren. Wahlen Sie die aus . zip Datei, wenn Windows auf dem Service-
Laptop ausgefuhrt wird.

° Red hat Enterprise Linux oder CentOS+ StorageGRID-Webscale-version-RPM-uniqueID.zip
StorageGRID-Webscale-version-RPM-uniqueID.tgz

° Ubuntu oder Debian
StorageGRID-Webscale-version-DEB-uniquelID.zip
StorageGRID-Webscale-version-DEB-uniqueID.tgz

@ Fir SG100 oder SG1000 sind keine zusatzlichen Dateien erforderlich.

Laden Sie das Recovery Package herunter

Die Wiederherstellungspakedatei ermoglicht Ihnen die Wiederherstellung des StorageGRID-Systems bei
einem Fehler. Laden Sie die aktuelle Recovery Package-Datei herunter, bevor Sie Grid-Topologieanderungen
am StorageGRID-System vornehmen oder bevor Sie Software aktualisieren. Laden Sie anschlieend eine
neue Kopie des Wiederherstellungspakets herunter, nachdem Sie Anderungen an der Grid-Topologie
vorgenommen haben oder nachdem Sie die Software aktualisiert haben.
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Was Sie bendtigen
» Sie mussen mit einem beim Grid Manager angemeldet sein Unterstitzter Webbrowser.

» Sie muissen Uber eine Passphrase fir die Bereitstellung verfigen.

» Sie missen Uber spezifische Zugriffsberechtigungen verfligen.

Schritte
1. Wahlen Sie Wartung System Wiederherstellungspaket.

2. Geben Sie die Provisionierungs-Passphrase ein, und wahlen Sie Download starten.
Der Download startet sofort.

3. Wenn der Download abgeschlossen ist:
a. Offnen Sie das . zip Datei:
b. Bestatigen Sie, dass es ein enthalt gpt-backup Telefonbuch und eine Innenausstattung . zip Datei:
C. Entnehmen Sie die Innenseite . zip Datei:
d. Bestatigen Sie, dass Sie den 6ffnen kdnnen Passwords . txt Datei:
4. Kopieren Sie die heruntergeladene Wiederherstellungspaket-Datei (. zip) An zwei sichere und getrennte

Stellen.

Die Recovery Package-Datei muss gesichert sein, weil sie Verschlisselungsschlissel und
Passworter enthalt, die zum Abrufen von Daten vom StorageGRID-System verwendet
werden kdnnen.

Uberpriifen Sie den Zustand des Systems

Vor dem Upgrade eines StorageGRID Systems mussen Sie Uberprufen, ob das System
bereit ist, um das Upgrade durchzufuhren. Sie mussen sicherstellen, dass das System
ordnungsgemalf ausgefuhrt wird und alle Grid-Nodes funktionsfahig sind.

Schritte
1. Melden Sie sich mit einem bei Grid Manager an Unterstutzter Webbrowser.

2. Aktive Warnmeldungen priifen und beheben.
Informationen zu bestimmten Warnmeldungen finden Sie im Alerts Referenz.

3. Bestatigen Sie, dass keine in Konflikt stehenden Grid-Aufgaben aktiv oder ausstehend sind.
a. Wahlen Sie SUPPORT > Tools > Grid-Topologie aus.
b. Wahlen Sie site primary Admin Node CMN Grid Tasks Konfiguration aus.

ILME-Tasks (Information Lifecycle Management Evaluation) sind die einzigen Grid-Aufgaben, die
gleichzeitig mit dem Software-Upgrade ausgefihrt werden kénnen.

c. Wenn andere Grid-Aufgaben aktiv oder ausstehend sind, warten Sie, bis sie abgeschlossen sind oder
lassen Sie ihre Sperre los.
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@ Wenden Sie sich an den technischen Support, wenn eine Aufgabe nicht beendet ist oder
ihre Sperre nicht freigegeben wird.

4. Siehe Interne Kommunikation mit Grid-Nodes Und Externe Kommunikation Um sicherzustellen, dass vor
dem Upgrade alle erforderlichen Ports fiir StorageGRID 11.6 gedffnet werden.

Wenn Sie benutzerdefinierte Firewall-Ports geéffnet haben, werden Sie wahrend der
@ Vorabprifung des Upgrades benachrichtigt. Bevor Sie das Upgrade durchflihren, missen
Sie sich an den technischen Support wenden.

Upgrade der StorageGRID Software

Workflow-Upgrade

Lesen Sie vor dem Upgrade den allgemeinen Workflow durch. Die Seite StorageGRID-
Upgrade flhrt Sie durch die einzelnen Upgrade-Schritte.
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Prepare Install RPM or DEB

Linux hosts package on Linux hosts
B
PEI'fDI'I'I'I thE Upload file
upgrade

v

Run prechecks and
resolve issues

v

Start upgrade and update
primary Admin Node

v

Clear browser cache and
sign back in

v

Download Recovery
Package

v

Approve all nodes

v

Complete upgrade

v

Confirm upgrade

. Wenn StorageGRID Nodes auf Linux-Hosts bereitgestellt werden, Installieren Sie das RPM- oder DEB-
Paket auf jedem Host Bevor Sie mit dem Upgrade beginnen.

. Rufen Sie Uber den primaren Admin-Node auf die Seite StorageGRID-Upgrade auf, und laden Sie die
Upgrade-Datei hoch.

. Fuhren Sie optional Vorabprifungen zum Upgrade durch, um Probleme zu erkennen und zu Iésen, bevor
Sie das tatsachliche Upgrade starten.

. Starten Sie das Upgrade, in dem Vorabprifungen durchgefiihrt werden und der primare Admin-Node
automatisch aktualisiert wird. Sie kdnnen nicht auf den Grid Manager zugreifen, wahrend der priméare
Admin-Node aktualisiert wird. Auch Audit-Protokolle sind nicht verfiigbar. Dieses Upgrade kann bis zu 30

23



Minuten in Anspruch nehmen.

5. Nachdem der primare Admin-Knoten aktualisiert wurde, 16schen Sie lhren Web-Browser-Cache, melden
Sie sich wieder an, und kehren Sie zur StorageGRID-Upgrade-Seite.

6. Laden Sie ein neues Wiederherstellungspaket herunter.

7. Genehmigen Sie die Grid-Knoten. Sie kdnnen einzelne Grid-Nodes, Gruppen von Grid-Nodes oder alle
Grid-Nodes genehmigen.

@ Genehmigen Sie das Upgrade fir einen Grid-Node nicht, es sei denn, Sie sind sicher, dass
der Node bereit ist, angehalten und neu gebootet zu werden.

8. Setzen Sie den Betrieb fort. Wenn alle Grid-Nodes aktualisiert wurden, sind neue Funktionen aktiviert und
der Betrieb kann fortgesetzt werden. Sie missen warten, bis der Hintergrund Datenbank aktualisieren
und die Aufgabe Letzte Aktualisierungsschritte abgeschlossen sind.

9. Nach Abschluss des Upgrades Uberprifen Sie die Softwareversion und wenden alle Hotfixes an.
Verwandte Informationen

Schéatzen Sie den Zeitaufwand fur die Durchflihrung eines Upgrades ein

Linux: Installieren Sie das RPM- oder DEB-Paket auf allen Hosts

Wenn StorageGRID Nodes auf Linux-Hosts bereitgestellt werden, mussen auf jedem
dieser Hosts ein zusatzliches RPM oder DEB-Paket installiert werden, bevor Sie das
Upgrade starten.

Was Sie bendtigen

Sie mussen eine der folgenden Komponenten heruntergeladen haben . tgz Oder . zip Dateien von der
NetApp Downloads Seite flr StorageGRID.

@ Verwenden Sie die . zip Datei, wenn Windows auf dem Service-Laptop ausgefiihrt wird.

Linux Plattform Zusatzliche Datei (eine auswahlen)
Red hat Enterprise Linux oder * StorageGRID-Webscale-version-RPM-uniquelID.zip
CentOS

* StorageGRID-Webscale-version-RPM-uniquelID.tgz

Ubuntu oder Debian * StorageGRID-Webscale-version-DEB-uniqueID.zip

°* StorageGRID-Webscale-version-DEB-uniqueID.tgz

Schritte
1. Extrahieren Sie die RPM- oder DEB-Pakete aus der Installationsdatei.

2. Installieren Sie die RPM- oder DEB-Pakete auf allen Linux-Hosts.

Lesen Sie die Schritte zum Installieren von StorageGRID-Hostservices in den Installationsanweisungen flr
Ihre Linux-Plattform.

o Installieren Sie Red hat Enterprise Linux oder CentOS
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o |nstallieren Sie Ubuntu oder Debian

Die neuen Pakete werden als zusatzliche Pakete installiert. Entfernen Sie die vorhandenen Pakete nicht.

Fuhren Sie das Upgrade durch

Wenn Sie bereit sind, das Upgrade auszufuhren, wahlen Sie die aus .upgrade
Archivieren Sie die Provisionierungs-Passphrase, und geben Sie sie ein. Als Option
konnen Sie die Upgrade-Vorabprifungen durchflihren, bevor Sie das tatsachliche
Upgrade durchfuhren.

Was Sie bendétigen
Sie haben alle Uberlegungen gepriift und alle Planungs- und Vorbereitungsschritte durchgefiihrt.
Laden Sie die Aktualisierungsdatei hoch

1. Melden Sie sich mit einem bei Grid Manager an Unterstltzter Webbrowser.

2. Wahlen Sie Wartung System Software-Update.
Die Seite Software-Aktualisierung wird angezeigt.

3. Wahlen Sie StorageGRID-Upgrade.
4. Wahlen Sie auf der Seite StorageGRID-Aktualisierung die Option aus . upgrade Archivierung:
a. Wahlen Sie Durchsuchen.
b. Datei suchen und auswahlen: NetApp StorageGRID 11.6.0 Software uniqueID.upgrade

c. Wahlen Sie Offen.

Die Datei wird hochgeladen und validiert. Wenn der Validierungsprozess abgeschlossen ist, wird neben
dem Dateinamen der Aktualisierungsdatei ein griines Hakchen angezeigt.

5. Geben Sie die Provisionierungs-Passphrase in das Textfeld ein.

Die Schaltflachen Run Prechecks und Start Upgrade werden aktiviert.
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StorageGRID Upgrade

Before starting the upgrade process, you must confirm that there are no active alerts and that all grid nodes are online and available.

After uploading the upgrade file, click the Run Prechecks button to detect problems that will prevent the upgrade from starting. These prechecks also run
when you start the upgrade.

Upgrade file
Upgrade file Browse Netdpp StorageGRID_11.6.0_Software_20211206.1924 c35b8bf upgrade
Upgrade Version StorageGRID® 1160
Passphrase
Provisiening Passphrase | ----- i ‘

Run Prechecks ‘

Flihren Sie Tests im Vorfeld durch

Optional kénnen Sie den Zustand Ihres Systems validieren, bevor Sie das tatsachliche Upgrade starten. Durch
die Auswahl von Vorpriifungen ausfiihren kénnen Sie Probleme erkennen und beheben, bevor Sie das
Upgrade starten. Die gleichen Vorabprifungen werden durchgefiihrt, wenn Sie das Upgrade starten. Durch
eine Vorabprifung der Fehler wird der Upgrade-Prozess gestoppt und bei einigen Problemen ist zur Lésung
die Beteiligung des technischen Supports erforderlich.

1. Wahlen Sie Vorpriifungen Ausfiihren.
2. Warten Sie, bis die Vorabpriifungen abgeschlossen sind.

3. Befolgen Sie die Anweisungen, um alle gemeldeten Vorpriffehler zu beheben.

Wenn Sie benutzerdefinierte Firewall-Ports gedffnet haben, werden Sie wahrend der
@ Vorabprifung-Validierung benachrichtigt. Bevor Sie das Upgrade durchflihren, miissen Sie
sich an den technischen Support wenden.

Starten Sie das Upgrade und aktualisieren Sie den primdren Admin-Node

Wenn das Upgrade startet, werden Vorabprifungen durchgefihrt und der primare Admin-Node aktualisiert.
Dieser umfasst auch das Stoppen von Services, das Aktualisieren der Software sowie den Neustart der
Services. Sie kénnen nicht auf den Grid Manager zugreifen, wahrend der primare Admin-Node aktualisiert
wird. Auch Audit-Protokolle sind nicht verfligbar. Dieses Upgrade kann bis zu 30 Minuten in Anspruch nehmen.

1. Wenn Sie bereit sind, das Upgrade auszufiihren, wahlen Sie Upgrade starten.

Es wird eine Warnung angezeigt, die Sie daran erinnert, dass die Verbindung lhres Browsers beim
Neustart des primaren Admin-Knotens unterbrochen wird.
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A Connection Will be Temporarily Lost

During the upgrade, your browser's connection to StorageGRID will be lost temporarily when the
primary Admin Mode is rebooted.

Attention: You must clear your cache and reload the page hefore starting to use the new
version. Otherwise, Storage GRID might not respond as expected.
Are you sure you want to start the upgrade process?

2. Wahlen Sie * OK*, um die Warnung zu bestatigen und den Aktualisierungsvorgang zu starten.

3. Warten Sie, bis die Vorabprifungen durchgefiihrt werden und der primare Admin-Node aktualisiert wird.

@ Wenn Fehler bei der Vorprifung gemeldet werden, beheben Sie diese und wahlen Sie
erneut Upgrade starten.

Wahrend der primare Admin-Knoten aktualisiert wird, erscheinen mehrere 503: Dienst nicht verfiigbar
und Problem beim Herstellen einer Verbindung zum Server Meldungen, die Sie ignorieren kdnnen.

@ Error

503: Service Unavailable
Service Unavailable
The StorageGRID API service is not responding. Please try again later. If the problem persists,

contact Technical Support.

4 additional copies of this message are not shown.
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Problem connecting to the server

Unable to communicate with the server. Please reload the page and try again. Contact technical
support if the problem persists.

Z additional copies of this message are nof shown.

4. Wenn Sie die Meldung 400: Bad Request sehen, fahren Sie mit dem nachsten Schritt fort. Das Admin-
Knoten-Upgrade ist abgeschlossen.

400: Bad Request

Clear your web browser's cache and reload the page to continue the upgrade.

2 additional copies of this message are not shown.

Loschen Sie den Browser-Cache, und melden Sie sich wieder an

1. Nachdem der primare Admin-Knoten aktualisiert wurde, 16schen Sie den Cache lhres Webbrowsers und
melden Sie sich wieder an.

Anweisungen hierzu finden Sie in der Dokumentation Ihres Webbrowsers.

@ Sie missen den Cache des Webbrowsers lI6schen, um veraltete Ressourcen zu entfernen,
die von der vorherigen Version der Software verwendet werden.

Die neu gestaltete Grid Manager-Schnittstelle wird angezeigt, was bedeutet, dass der primare Admin-Node
aktualisiert wurde.
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2. Wabhlen Sie in der Seitenleiste die Option WARTUNG, um das Menu Wartung zu 6ffnen.

3. Wahlen Sie im Abschnitt System die Option Software-Update.
4. Wahlen Sie im Abschnitt StorageGRID-Upgrade die Option Upgrade.

5. Uberpriifen Sie den Abschnitt ,Aktualisierungsfortschritt‘ auf der Seite ,StorageGRID-Aktualisierung*, auf
der Sie Informationen zu allen wichtigen Aktualisierungsaufgaben erhalten.

a. Start Upgrade Service ist die erste Upgrade-Aufgabe. Wahrend dieser Aufgabe wird die
Softwaredatei auf die Grid-Nodes verteilt und der Upgrade-Service gestartet.

b. Wenn die Aufgabe Upgrade Service starten abgeschlossen ist, startet die Aufgabe Grid Nodes
aktualisieren.

c. Wahrend der Task Grid-Knoten aktualisieren ausgefiihrt wird, wird die Tabelle Status des Grid-
Knotens angezeigt und die Aktualisierungsstufe fir jeden Grid-Knoten in Ihrem System angezeigt.

Laden Sie das Recovery-Paket herunter, und aktualisieren Sie alle Grid-Nodes

1. Nachdem die Grid-Knoten in der Tabelle ,Status des Grid-Nodes" angezeigt wurden, jedoch vor
Genehmigung von Grid-Nodes, Laden Sie eine neue Kopie des Wiederherstellungspakets herunter.

®

Sie mussen eine neue Kopie der Wiederherstellungspaket-Datei herunterladen, nachdem
Sie die Softwareversion auf dem primaren Admin-Knoten aktualisiert haben. Die Recovery
Package-Datei ermdglicht es Ihnen, das System wiederherzustellen, wenn ein Fehler
auftritt.

2. Uberpriifen Sie die Informationen in der Tabelle Status des Grid-Knotens. Die Grid-Nodes sind in
Abschnitten nach Typ angeordnet: Admin Nodes, API-Gateway-Nodes, Storage-Nodes und Archiv-Nodes.
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Upgrade Progress

Start Upgrade Service Completed
Upgrade Grid Nodes InProgress 3 &

Grid Node Status

You must approve all grid nodes to complete an upgrade, but you can update grid nodes in any order.

During the upgrade of a node, the services on that node are stopped. Later, the node is rebooted. Do
not click Approve for a node unless you are sure the node is ready to be stopped and rebooted.

When you are ready to add grid nodes to the upgrade queue, click one or more Approve buttons to
add individual nodes to the queue, click the Approve All button at the top of the nodes table to add all
nodes of the same type, or click the top-level Approve All button to add all nodes in the grid.

If necessary, you can remove nodes from the upgrade queue before node services are stopped by

Approve All
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Ein Rasterknoten kann sich in einer dieser Phasen befinden, wenn diese Seite zuerst angezeigt wird:

o Fertig (nur primarer Admin-Node)
o Upgrade wird vorbereitet
o Software-Download in Warteschlange

o Download

o

Warten auf Genehmigung

3. Genehmigen Sie die Grid-Knoten, die Sie zur Upgrade-Warteschlange hinzufliigen méchten.

Wenn das Upgrade auf einem Grid-Node startet, werden die Services auf diesem Node
angehalten. Spater wird der Grid-Node neu gebootet. Um Serviceunterbrechungen fiir

@ Client-Applikationen zu vermeiden, die mit dem Node kommunizieren, genehmigen Sie das
Upgrade nicht flr einen Node, es sei denn, Sie stellen sicher, dass der Node bereit ist,
angehalten und neu gebootet zu werden. Planen Sie bei Bedarf ein Wartungsfenster oder
benachrichtigen Sie die Kunden.

Sie mussen alle Grid-Nodes in Ihrem StorageGRID System aktualisieren, die Upgrade-Sequenz kann
jedoch angepasst werden. Sie kdnnen einzelne Grid-Nodes, Gruppen von Grid-Nodes oder alle Grid-
Nodes genehmigen.

Wenn die Reihenfolge des Upgrades von Nodes wichtig ist, genehmigen Sie Knoten oder Gruppen von
Knoten jeweils eins und warten Sie, bis das Upgrade auf jedem Knoten abgeschlossen ist, bevor Sie den
nachsten Knoten oder die nachste Gruppe von Nodes genehmigen.

o Wabhlen Sie eine oder mehrere Genehmigen-Schaltflachen, um einen oder mehrere einzelne Knoten
zur Upgrade-Warteschlange hinzuzufligen. Wenn Sie mehrere Knoten desselben Typs genehmigen,
werden die Knoten nacheinander aktualisiert.

o Wahlen Sie in jedem Abschnitt die Schaltflache Alle genehmigen aus, um alle Knoten desselben Typs
zur Upgrade-Warteschlange hinzuzufiigen.

o Wabhlen Sie die oberste Ebene Alle genehmigen-Taste, um alle Knoten im Raster zur Upgrade-
Warteschlange hinzuzufiigen.

o Wahlen Sie Entfernen oder Alle entfernen, um einen Knoten oder alle Knoten aus der Upgrade-
Warteschlange zu entfernen. Sie kénnen einen Knoten nicht entfernen, wenn seine Stufe
Stoppdienste erreicht. Die Schaltflache Entfernen ist ausgeblendet.

4. Warten Sie, bis jeder Knoten die Upgrade-Phasen durchlaufen hat, einschlieRlich Queued, Stoppen von
Services, Stoppen von Containern, Reinigen von Docker-Images, Aktualisieren von Basis-OS-Paketen,
Neustarten, Ausfihren von Schritten nach dem Neustart, Starten von Services und Fertig.

Wenn ein Appliance-Knoten die Phase der Upgrade-Base-BS-Pakete erreicht, wird die
@ Installationssoftware fiir die StorageGRID-Appliance auf der Appliance aktualisiert. Durch

diesen automatisierten Prozess wird sichergestellt, dass die Installationsversion der

StorageGRID Appliance mit der StorageGRID-Softwareversion synchronisiert bleibt.

Upgrade abgeschlossen

Wenn alle Grid-Knoten die Upgrade-Stufen abgeschlossen haben, wird die Aufgabe Upgrade Grid Nodes als
abgeschlossen angezeigt. Die verbleibenden Upgrade-Aufgaben werden automatisch und im Hintergrund
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ausgefihrt.

1. Sobald die Aufgabe Enable Features abgeschlossen ist (die schnell erfolgt), kbnnen Sie optional die
neuen Features in der aktualisierten StorageGRID-Version nutzen.

2. Wahrend der Task Upgrade Database Uberpruft der Upgradeprozess jeden Knoten, ob die Cassandra-
Datenbank nicht aktualisiert werden muss.

Fir das Upgrade von StorageGRID 11.5 auf 11.6 ist kein Cassandra Datenbank-Upgrade

@ erforderlich. Allerdings wird der Cassandra-Service auf jedem Storage-Node angehalten und
neu gestartet. Bei kiinftigen StorageGRID-Funktionsversionen kann der Schritt fiir das
Update der Cassandra-Datenbank mehrere Tage dauern.

3. Wenn der Task Upgrade Database abgeschlossen ist, warten Sie einige Minuten, bis die Aufgabe Final
Upgrade Steps abgeschlossen ist.

Nach Abschluss der Aufgabe ,Letzte Upgrade-Schritte” wird das Upgrade durchgeftihrt.

Upgrade bestétigen

1. Bestatigen Sie, dass das Upgrade erfolgreich abgeschlossen wurde.

a
b

o o

0]

. Wahlen Sie oben im Grid Manager das Hilfesymbol aus und wahlen Sie liber aus.
. Vergewissern Sie sich, dass die angezeigte Version den Erwartungen entspricht.

. Wahlen Sie WARTUNG System Software-Update.

. Wahlen Sie im Abschnitt StorageGRID Upgrade die Option Upgrade.

. Vergewissern Sie sich, dass der griine Banner zeigt, dass das Software-Upgrade zu dem erwarteten
Datum und der erwarteten Uhrzeit abgeschlossen wurde.

StorageGRID Upgrade
o select files 2) Run prechecks 3 Upgrade prin

Before updating software, confirm that your StorageGRID system has no active alerts and that all nodes are connected to the grid.
Q StorageGRID upgrade completed at 2021-12-06 16:29:20 MST
Current version: 11.6.0

No upgrade or hotfix available

Upload files

Upload the upgrade file for the new version. Then, if a hotfix is available for the new version, upload the hotfix. The hotfix will be automatically applied as part
of the upgrade.

Upgrade file:

Haotfix for new version (if available)

2. Prufen Sie auf der Seite StorageGRID-Upgrade, ob Hotfixes fiir die aktuelle StorageGRID-Version
verflgbar sind.
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Wenn kein Update-Pfad angezeigt wird, kann Ihr Browser méglicherweise nicht die NetApp
@ Support Site erreichen. Oder das Kontrollkastchen Software-Updates suchen auf der
AutoSupport-Seite (SUPPORT Tools AutoSupport) ist moglicherweise deaktiviert.

3. Wenn ein Hotfix verflgbar ist, laden Sie die Datei herunter. Verwenden Sie dann den StorageGRID Hotfix
Verfahren Zum Anwenden des Hotffix.

4. Uberpriifen Sie, ob die Grid-Vorgange wieder den normalen Status aufweisen:

a. Uberpriifen Sie, ob die Dienste normal funktionieren und keine unerwarteten Warnmeldungen
vorliegen.

b. Vergewissern Sie sich, dass die Client-Verbindungen zum StorageGRID-System wie erwartet
funktionieren.

Behebung von Upgrade-Problemen

Upgrade wurde nicht abgeschlossen

Wenn das Upgrade nicht erfolgreich abgeschlossen wird, konnen Sie das Problem
moglicherweise selbst beheben. Falls ein Problem nicht behoben werden kann, sollten
Sie die erforderlichen Informationen erfassen, bevor Sie sich an den technischen Support
wenden.

In den folgenden Abschnitten wird die Wiederherstellung in Situationen beschrieben, in denen das Upgrade
teilweise fehlgeschlagen ist. Wenden Sie sich an den technischen Support, wenn ein Upgrade-Problem nicht
behoben werden kann.

Fehler bei der Vorabpriifung des Upgrades

Zur Erkennung und Behebung von Problemen kénnen Sie die Vorabprifungen manuell durchfihren, bevor Sie
das tatsachliche Upgrade starten. Die meisten Vorpriffehler enthalten Informationen zur Behebung des
Problems. Wenden Sie sich an den technischen Support, wenn Sie Hilfe bendtigen.

Provisionierungsfehler

Wenden Sie sich an den technischen Support, wenn der automatische Bereitstellungsprozess fehlschlagt.

Der Grid-Node stiirzt ab oder kann nicht gestartet werden

Wenn ein Grid-Node wahrend des Upgrade-Prozesses abstirzt oder nicht erfolgreich gestartet werden kann,
nachdem das Upgrade abgeschlossen wurde, wenden Sie sich an den technischen Support, um eventuelle
Probleme zu untersuchen und zu beheben.

Aufnahme oder Datenabfrage wird unterbrochen

Wenn die Datenaufnahme oder -Abfrage bei keinem Upgrade eines Grid-Node unerwartet unterbrochen wird,
wenden Sie sich an den technischen Support.

Fehler beim Datenbank-Upgrade

Wenn das Datenbank-Upgrade mit einem Fehler fehlschlagt, versuchen Sie es erneut. Wenden Sie sich an
den technischen Support, wenn dieser erneut fehlschlagt.
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Verwandte Informationen
Uberprifen Sie den Zustand des Systems, bevor Sie die Software aktualisieren

Fehlerbehebung bei Problemen mit der Benutzeroberflache

Nach dem Upgrade auf eine neue Version der StorageGRID-Software sind
maoglicherweise Probleme mit dem Grid Manager oder dem Tenant Manager zu sehen.
Web-Oberflache reagiert nicht wie erwartet

Der Grid-Manager oder der Mandantenmanager reagieren nach einem Upgrade der StorageGRID-Software
mdglicherweise nicht wie erwartet.

Wenn Probleme mit der Weboberflache auftreten:

« Stellen Sie sicher, dass Sie ein verwenden Unterstutzter Webbrowser.
@ Der Browser-Support andert sich in der Regel fir jede StorageGRID Version.

» Loschen Sie den Cache lhres Webbrowsers.

Beim Loschen des Caches werden veraltete Ressourcen entfernt, die von der vorherigen Version der
StorageGRID-Software verwendet werden, und die Benutzeroberflache kann wieder ordnungsgemaf
ausgefuhrt werden. Anweisungen hierzu finden Sie in der Dokumentation lhres Webbrowsers.

Fehlermeldungen bei der ,,Docker Image Availability Check*

Beim Versuch, den Upgrade-Prozess zu starten, wird moglicherweise eine
Fehlermeldung mit der Meldung ,die folgenden Probleme wurden durch die
Suite zur Uberprifung der Verfigbarkeit von Docker Images
identifiziert.“Alle Probleme mussen behoben werden, bevor Sie das Upgrade
abschliel3en kdnnen.

Wenden Sie sich an den technischen Support, wenn Sie sich nicht sicher sind, welche Anderungen zur
Behebung der erkannten Probleme erforderlich sind.

Nachricht Ursache Nutzen

Upgrade-Version kann nicht Das Upgrade-Paket ist beschadigt. Laden Sie das Upgrade-Paket
ermittelt werden. Upgrade-Version erneut hoch, und versuchen Sie es
Info-Datei {file path} Das erneut. Wenn das Problem
erwartete Format wurde nicht weiterhin besteht, wenden Sie sich
erreicht. an den technischen Support.
Upgrade-Version Info-Datei Das Upgrade-Paket ist beschadigt. Laden Sie das Upgrade-Paket
{file path} Wurde nicht erneut hoch, und versuchen Sie es
gefunden. Upgrade-Version kann erneut. Wenn das Problem

nicht ermittelt werden. weiterhin besteht, wenden Sie sich

an den technischen Support.
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Nachricht

Die derzeit installierte Version auf
kann nicht ermittelt werden
{node name}.

Verbindungsfehler beim Versuch,
Versionen auf aufzulisten
{node name}

Der Host fiir den Node

{node name} Verfugt nicht Gber
StorageGRID

{upgrade version} Bild
geladen. Images und Dienste
mussen auf dem Host installiert
werden, bevor das Upgrade
fortgesetzt werden kann.

Fehler beim Prifen des Knotens
{node name}

Nicht beharrter Fehler beim
Ausflihren von Vorabprifungen.
{error string}

Ursache

Eine kritische Datei auf dem Node
ist beschadigt.

Der Node ist offline oder die
Verbindung wurde unterbrochen.

Die RPM- oder DEB-Pakete fiir das
Upgrade wurden nicht auf dem
Host installiert, auf dem der Knoten
ausgefuhrt wird, oder die Images
werden noch importiert.

Hinweis: dieser Fehler gilt nur fir
Knoten, die als Container unter
Linux ausgefuhrt werden.

Ein unerwarteter Fehler ist
aufgetreten.

Ein unerwarteter Fehler ist
aufgetreten.

Nutzen

Wenden Sie sich an den
technischen Support.

Uberpriifen Sie, ob alle Knoten
online und Uber den primaren
Admin-Node erreichbar sind, und
versuchen Sie es erneut.

Vergewissern Sie sich, dass die
RPM- oder DEB-Pakete auf allen
Linux-Hosts, auf denen Knoten
ausgefihrt werden, installiert
wurden. Stellen Sie sicher, dass die
Version sowohl fir den Dienst als
auch fur die Bilddatei korrekt ist.
Warten Sie einige Minuten, und
versuchen Sie es erneut.

Siehe Linux: Installieren Sie RPM
oder DEB-Paket auf allen Hosts.

Warten Sie einige Minuten, und
versuchen Sie es erneut.

Warten Sie einige Minuten, und
versuchen Sie es erneut.

Erhohen Sie die Einstellung fur reservierten Speicherplatz

fur Metadaten

Nach dem Upgrade auf StorageGRID 11.6 konnen Sie die Einstellung fur das System
.,Metadaten reserviert Speicherplatz“ moglicherweise erhéhen, wenn lhre Speicherknoten
spezifische Anforderungen an RAM und verfugbaren Speicherplatz erfullen.

Was Sie bendétigen

« Sie missen mit einem beim Grid Manager angemeldet sein Unterstutzter Webbrowser.

« Sie missen Uber die Berechtigung Root Access oder die Rastertopologie-Seitenkonfiguration und andere
Grid-Konfigurationsberechtigungen verfiigen.

 Sie haben das Upgrade fir StorageGRID 11.6 abgeschlossen.

Uber diese Aufgabe

Méglicherweise kdnnen Sie den reservierten Speicherplatz flr systemweite Metadaten nach dem Upgrade auf
StorageGRID 11.6 manuell auf 8 TB erhéhen. Durch die Reservierung von zusatzlichem
Metadatenspeicherplatz nach dem Upgrade 11.6 werden zukiinftige Hardware- und Software-Upgrades
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vereinfacht.

Sie kdnnen nur den Wert der Einstellung fir systemweiten reservierten Speicherplatz fir Metadaten erhdhen,
wenn beide dieser Anweisungen wahr sind:
» Die Speicherknoten an einem beliebigen Standort in Inrem System haben jeweils 128 GB oder mehr RAM.
 Die Speicherknoten an jedem Standort in lhrem System verfiigen jeweils tiber genligend Platz auf dem

Speichervolumen 0.

Wenn Sie diese Einstellung erhéhen, reduzieren Sie gleichzeitig den fur den Objektspeicher verfligbaren Platz
auf dem Speichervolumen 0 aller Storage-Nodes. Aus diesem Grund moéchten Sie mdglicherweise den
reservierten Speicherplatz fir Metadaten auf einen Wert kleiner als 8 TB setzen, der auf den erwarteten
Anforderungen fur Objektmetadaten basiert.

Im Allgemeinen ist es besser, einen héheren Wert anstelle eines niedrigeren Wertes zu
@ verwenden. Wenn die Einstellung fiir reservierten Speicherplatz fir Metadaten zu grof ist,

koénnen Sie sie spater verkleinern. Wenn Sie den Wert spater erh6hen, muss das System

dagegen moglicherweise Objektdaten verschieben, um Speicherplatz freizugeben.

Eine detaillierte Erlduterung, wie sich die Einstellung ,Metadatenreservierter Speicherplatz“ auf den zuldssigen
Speicherplatz fur Objekt-Metadaten-Speicher auf einem bestimmten Storage-Node auswirkt, finden Sie unter
Management von Objekt-Metadaten-Storage.

Schritte
1. Melden Sie sich mit einem bei Grid Manager an Unterstutzter Webbrowser.

2. Legen Sie die aktuelle Einstellung fUr den reservierten Metadatenspeicherplatz fest.
a. Wahlen Sie KONFIGURATION System Speicheroptionen.
b. Notieren Sie im Abschnitt SpeicherWatermarks den Wert von Metadaten Reserved Space.

3. Stellen Sie sicher, dass auf dem Speicher-Volume 0 jedes Speicherknoten geniigend Speicherplatz zur
Verfligung steht, um diesen Wert zu erhdhen.

a. Wahlen Sie KNOTEN.

b. Wahlen Sie den ersten Storage-Node im Raster aus.

c. Wahlen Sie die Registerkarte Storage aus.

d. Suchen Sie im Abschnitt Volumes den Eintrag /var/local/rangedb/0.

e. Vergewissern Sie sich, dass der verfugbare Wert gleich oder gréfRer ist als der Unterschied zwischen
dem neuen Wert, den Sie verwenden mochten, und dem aktuellen Wert flr reservierten
Metadatenspeicherplatz.

Wenn die Einstellung fiir reservierten Speicherplatz flir Metadaten beispielsweise aktuell 4 TB betragt
und Sie diesen auf 6 TB erhéhen méchten, muss der verfiigbare Wert 2 TB oder mehr sein.
f. Wiederholen Sie diese Schritte fir alle Speicherknoten.

= Wenn ein oder mehrere Speicherknoten nicht Gber genligend Speicherplatz verfiigen, kann der
Wert fiir den reservierten Metadatenspeicherplatz nicht erhéht werden. Fahren Sie mit diesem
Verfahren nicht fort.

= Wenn jeder Speicherknoten gentigend Platz auf Volume 0 hat, fahren Sie mit dem nachsten Schritt
fort.

4. Stellen Sie sicher, dass Sie mindestens 128 GB RAM auf jedem Speicherknoten haben.
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Wahlen Sie KNOTEN.

Wahlen Sie den ersten Storage-Node im Raster aus.

T 9

o

Wahlen Sie die Registerkarte Hardware aus.

d. Bewegen Sie den Mauszeiger tUber das Diagramm ,Speicherauslastung“. Vergewissern Sie sich, dass
Total Memory mindestens 128 GB betragt.

e. Wiederholen Sie diese Schritte fur alle Speicherknoten.

= Wenn mindestens ein Speicherknoten nicht ber gentigend Gesamtspeicher verfugt, kann der Wert
fur den reservierten Metadatenspeicherplatz nicht erhéht werden. Fahren Sie mit diesem Verfahren
nicht fort.

= Wenn jeder Speicherknoten mindestens 128 GB Gesamtspeicher hat, fahren Sie mit dem nachsten
Schritt fort.

5. Aktualisieren Sie die Einstellung fir reservierten Metadatenspeicherplatz.

a. Wahlen Sie KONFIGURATION System Speicheroptionen.
b. Wahlen Sie die Registerkarte Konfiguration aus.
c. Wahlen Sie im Abschnitt SpeicherWatermarks die Option Metadatenreservierter Speicherplatz aus.

d. Geben Sie den neuen Wert ein.

Um beispielsweise 8 TB einzugeben, geben Sie 8000000000000 (8, gefolgt von 12 Nullen) ein.

Storage Options &4 Configure Storage Options

- Updated: 2021-12-10 13:48:23 MST

Overview

Configuraticn
Object Segmentation

Description Seﬁmgs
Segmentation ‘Enabled v |
Maximum Segment Size 1000000000

Storage Watermarks

Description Settings
Storage Volume Read-Write Watermark
Override

Storage Volume Soft Read-Only
Watermark Override

Storage Volume Hard Read-Only
Watermark Override

o
0

Metadata Reserved Space |z00o000000000

Apply Changes *

a. Wahlen Sie Anderungen Anwenden.
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