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Verwalten von Meldungen

Benachrichtigungen verwalten: Ubersicht

Mithilfe von Meldungen kénnen Sie verschiedene Ereignisse und Bedingungen innerhalb
des StorageGRID Systems uberwachen. Sie konnen Benachrichtigungen verwalten,
indem Sie benutzerdefinierte Warnmeldungen erstellen, Standardwarnungen bearbeiten
oder deaktivieren, E-Mail-Benachrichtigungen fur Warnungen einrichten und
Benachrichtigungen deaktivieren.

Allgemeines zu StorageGRID-Meldungen

Das Warnsystem bietet eine benutzerfreundliche Oberflache zum Erkennen, Bewerten und Beheben von
Problemen, die wahrend des StorageGRID-Betriebs auftreten kdnnen.

Das Warnsystem konzentriert sich auf umsetzbare Probleme im System. Bei Ereignissen, die eine
sofortige Aktion erfordern, werden Warnmeldungen ausgeldst und nicht bei Ereignissen, die sicher ignoriert
werden kdnnen.

Die Seite ,Aktuelle Meldungen® bietet eine benutzerfreundliche Oberflache zum Anzeigen aktueller
Probleme. Sie kdnnen die Liste nach einzelnen Warnungen und Alarmgruppen sortieren. Beispielsweise
kénnen Sie alle Meldungen nach Node/Standort sortieren, um zu sehen, welche Meldungen sich auf einen
bestimmten Node auswirken. Oder Sie mdchten die Meldungen in einer Gruppe nach der Zeit sortieren,
die ausgelost wird, um die letzte Instanz einer bestimmten Warnmeldung zu finden.

Die Seite ,geldste Warnmeldungen® enthalt ahnliche Informationen wie auf der Seite ,Aktuelle Meldungen®.
Sie kdnnen jedoch einen Verlauf der behobenen Warnmeldungen suchen und anzeigen, einschlie3lich des
Ausloseverlaufs und der Behebung des Alarms.

Mehrere Warnmeldungen desselben Typs werden in einer E-Mail gruppiert, um die Anzahl der
Benachrichtigungen zu reduzieren. Dartber hinaus werden auf der Seite ,Meldungen® mehrere
Warnmeldungen desselben Typs als Gruppe angezeigt. Sie kdnnen Warnungsgruppen erweitern oder
ausblenden, um die einzelnen Warnmeldungen ein- oder auszublenden. Wenn z. B. mehrere Knoten die
Meldung nicht in der Lage, mit Knoten zu kommunizieren ungefahr zur gleichen Zeit melden, wird nur
eine E-Mail gesendet und die Warnung wird als Gruppe auf der Seite Warnungen angezeigt.

Warnmeldungen verwenden intuitive Namen und Beschreibungen, um das Problem schnell zu verstehen.
Meldungsbenachrichtigungen umfassen Details zum betroffenen Node und Standort, den Schweregrad der
Warnmeldung, den Zeitpunkt, zu dem die Meldungsregel ausgeldst wurde, und den aktuellen Wert der
Metriken in Bezug auf die Meldung.

Warnmeldungen per E-Mail und die auf den Seiten ,Aktuelle Warnmeldungen und geldste
Warnmeldungen® angezeigten Warnmeldungen enthalten empfohlene Aktionen zur Behebung von
Warnmeldungen. Dazu gehoren haufig direkte Links zum StorageGRID Dokumentationszentrum, damit
detailliertere Fehlerbehebungsmalinahmen leichter gefunden und zugéanglich sind.

Wenn Sie die Benachrichtigungen fur eine Warnung voriibergehend auf einem oder mehreren
Schweregraden unterdriicken missen, kdnnen Sie ganz einfach eine bestimmte Alarmregel flr eine
bestimmte Dauer und fiir das gesamte Grid, eine einzelne Site oder einen einzelnen Node stummschalten.
Sie kénnen auch wahrend einer geplanten Wartung, z. B. einer Software-Aktualisierung, alle Alarmregeln
stummschalten.

Sie kdnnen die standardmafRigen Alarmregeln nach Bedarf bearbeiten. Sie kdnnen eine Meldungsregel
vollstandig deaktivieren oder deren Triggerbedingungen und -Dauer andern.

Sie kénnen benutzerdefinierte Alarmregeln erstellen, um auf die fiir lhre Situation relevanten spezifischen



Bedingungen abzielen und eigene Empfehlungen auszuarbeiten. Um die Bedingungen flr eine
benutzerdefinierte Warnung zu definieren, erstellen Sie Ausdriicke mithilfe der Prometheus-Metriken, die
im Abschnitt Kennzahlen der Grid Management API verfligbar sind.

Weitere Informationen .
Sehen Sie sich die folgenden Videos an, um mehr zu erfahren:

+ "Video: Ubersicht tiber Warnungen"
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* "Video: Verwenden von Metriken, um benutzerdefinierte Warnmeldungen zu erstellen”
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Zeigen Sie Alarmregeln an

Alarmregeln definieren die Bedingungen, die ausgelost werden Spezifische
Warnmeldungen. StorageGRID enthalt eine Reihe von Standardwarnregeln, die Sie

unverandert verwenden oder andern kdnnen, oder Sie kdnnen individuelle Alarmregeln
erstellen.

Sie kénnen die Liste aller Standard- und benutzerdefinierten Warnungsregeln anzeigen, um zu erfahren,
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welche Bedingungen die einzelnen Warnmeldungen ausldsen und feststellen, ob Meldungen deaktiviert sind.

Was Sie bendtigen
+ Sie sind mit einem bei Grid Manager angemeldet Unterstutzter Webbrowser.

« Sie verflgen Uber die Berechtigung zum Verwalten von Warnungen oder Stammzugriff.

+ Optional haben Sie sich das Video angesehen: "Video: Ubersicht (iber Warnungen"

Schritte
1. Wahlen Sie ALERTS Regeln.

Die Seite Alarmregeln wird angezeigt.

Alert Rules

Alert rules define which conditions trigger specific alerts

W Leam mare

‘You can edit the conditions for default alert rules to better suit your environment, or create custom aleri rules that use your own conditions for triggering alerts

The two controllers in the appliance have different cache sizes.

Major =0

2. Die Informationen in der Tabelle mit den Alarmregeln prifen:

Displaying 62 alert rules.

= Create custom rule " Edit rule || %

Name Conditions Type  Status =

Appliance battery expired storagegrid_appliance_component_failure{type="REC_EXPIRED_BATTERY"} Default | Enabled
efault | Enable

The battery in the appliance’s storage controller has expired. Major > 0

Appliance battery failed storagegrid_appliance_component_failure{type="REC_FAILED_BATTERY"} Default | Enabled
lefaul nabie

The battery in the appliance’s storage controller has failed. Major >0

Applince tiattery bas msuificient earned capacity storagegrid_appliance_component._failure{type="REC_BATTERY WARN'}

The battery in the appliance’s storage controller has insufficient Default  Enabled

I : Major > 0

earned capacity.

APy Batlary ear explistion storagegrid_appliance_component_failureftype="REC_BATTERY_NEAR_EXPIRATION"}

The battery in the appliance’s storage controller is nearing Default | Enabled

i Major > 0

expiration

Appliance battery removed storagegrid_appliance_component_failure{type="REC_REMOVED_BATTERY'} Default | Enabled
elaul nabled

The battery in the appliance’s storage controller is missing. Major > 0

Appliance battery too hot storagegnd_appliance_component_failure{type="REC_BATTERY_OVERTEMP"} Default Enabled
efault | Enables

The battery in the appliance’s storage controller is overheated. Major > 0

Appliance cache backup device failed storagegrid_appliance_component_failure{type="REC_CACHE_BACKUP_DEVICE_FAILED"} Default | Eriabled

A persistent cache backup device has failed. Major > 0 sed nase

Appliance cache backup device insufficient capacity storagegrid_appliance_component_failure{type="REC_CACHE_BACKUP_DEVICE_INSUFFICIENT_CAPACITY"} Default | Enabled
lefaul nable

There is insufficient cache backup device capacity. Mayor > 0

Appliance cache backup device write-protected storagegrid_appliance_component_failure{type="REC_CACHE_BACKUP_DEVICE_WRITE_PROTECTED"} Defautt | Enabled
efault | Enable

A cache hackup device is write-protected. Major > 0

Appliance cache memory size mismatch storagegnid_appliance_component_failure{type="REC_CACHE_MEM_SIZE_MISMATCH"} Default | Enabled
lefaul nabie
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Spalteniiberschrift Beschreibung

Name Der eindeutige Name und die Beschreibung der Warnungsregel.
Benutzerdefinierte Alarmregeln werden zuerst aufgefihrt, gefolgt von
Standardwarnregeln. Der Name der Alarmregel ist Betreff fur E-Mail-

Benachrichtigungen.
Bestimmten Die Prometheus Ausdriicke, die bestimmen, wann diese Warnung ausgelost
Bedingungen wird. Eine Meldung kann auf einem oder mehreren der folgenden

Schweregrade ausgelost werden, jedoch ist fiir jeden Schweregrad ein
Zustand nicht erforderlich.

* Kritisch* 6: Es besteht eine anormale Bedingung, die die normalen
Vorgange eines StorageGRID-Knotens oder -Dienstes gestoppt hat. Sie
mussen das zugrunde liegende Problem sofort I6sen. Wenn das Problem
nicht behoben ist, kann es zu Serviceunterbrechungen und Datenverlusten
kommen.

Major 0: Es besteht eine anormale Bedingung, die entweder die
aktuellen Operationen beeinflusst oder sich dem Schwellenwert flr eine
kritische Warnung nahert. Sie sollten gréRere Warnmeldungen
untersuchen und alle zugrunde liegenden Probleme beheben, um
sicherzustellen, dass die anormale Bedingung den normalen Betrieb eines
StorageGRID Node oder Service nicht beendet.

Klein : Das System funktioniert normal, aber es besteht eine anormale
Bedingung, die die Fahigkeit des Systems beeintrachtigen konnte, zu
arbeiten, wenn es fortgesetzt wird. Sie sollten kleinere Warnmeldungen
Uberwachen und beheben, die sich nicht selbst beheben lassen, um
sicherzustellen, dass sie nicht zu einem schwerwiegenderen Problem
fahren.

Typ Der Typ der Warnregel:

« Standard: Eine mit dem System bereitgestellte Warnregel. Sie kdnnen
eine Standardwarnregel deaktivieren oder die Bedingungen und Dauer flr
eine Standardwarnregel bearbeiten. Sie kdnnen keine Standardwarnregel
entfernen.

» Standard*: Eine Standardwarnregel, die eine bearbeitete Bedingung oder
Dauer enthalt. Bei Bedarf kdnnen Sie eine geanderte Bedingung ganz
einfach wieder auf die urspriingliche Standardeinstellung zurlicksetzen.

* Benutzerdefiniert: Eine Alarmregel, die Sie erstellt haben. Sie kbnnen
benutzerdefinierte Alarmregeln deaktivieren, bearbeiten und entfernen.

Status Gibt an, ob diese Warnungsregel derzeit aktiviert oder deaktiviert ist. Die
Bedingungen fiur deaktivierte Warnregeln werden nicht ausgewertet, sodass
keine Warnmeldungen ausgelost werden.



Erstellen benutzerdefinierter Warnungsregeln

Sie konnen benutzerdefinierte Alarmregeln erstellen, um eigene Bedingungen fur das
Auslésen von Warnmeldungen zu definieren.

Was Sie bendtigen
+ Sie sind mit einem bei Grid Manager angemeldet Unterstutzter Webbrowser

« Sie verflgen uber die Berechtigung zum Verwalten von Warnungen oder Stammzugriff
+ Sie kennen das Haufig verwendete Prometheus-Kennzahlen
» Sie verstehen den "Syntax der Prometheus-Abfragen”

» Optional haben Sie sich das Video angesehen: "Video: Verwenden von Metriken, um benutzerdefinierte
Warnmeldungen zu erstellen”

to Create Custom Alerts -&-"':'_."::::
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Uber diese Aufgabe

StorageGRID validiert keine benutzerdefinierten Warnmeldungen. Wenn Sie sich fir die Erstellung
benutzerdefinierter Warnungsregeln entscheiden, befolgen Sie die folgenden allgemeinen Richtlinien:

* Informieren Sie sich Uber die Bedingungen fir die Standardwarnregeln und verwenden Sie sie als
Beispiele fir Ihre benutzerdefinierten Warnungsregeln.

* Wenn Sie mehrere Bedingungen fir eine Warnungsregel definieren, verwenden Sie denselben Ausdruck
fur alle Bedingungen. Andern Sie dann den Schwellenwert fiir jede Bedingung.

* Prufen Sie jede Bedingung sorgfaltig auf Tippfehler und Logikfehler.
» Verwenden Sie nur die in der Grid Management API aufgefuhrten Metriken.

* Wenn Sie einen Ausdruck mit der Grid Management API testen, beachten Sie, dass eine ,successful®-
Antwort einfach nur ein leerer Antwortkorper sein kann (keine Warnung ausgeldst). Um zu Uberprifen, ob
die Meldung tatsachlich ausgeldst wird, kdnnen Sie voribergehend einen Schwellenwert auf einen Wert
festlegen, der Ihrer Meinung nach derzeit ,true” ist.

Zum Beispiel zum Testen des Ausdrucks node memory MemTotal bytes < 24000000000, Erste
Ausfihrung node _memory MemTotal bytes >= 0 Und stellen Sie sicher, dass Sie die erwarteten
Ergebnisse erhalten (alle Knoten geben einen Wert zuriick). Andern Sie dann den Operator und den
Schwellenwert wieder auf die gewlinschten Werte und fihren Sie die Ausfiihrung erneut aus. Keine
Ergebnisse zeigen an, dass fur diesen Ausdruck keine aktuellen Warnmeldungen vorhanden sind.


https://docs.netapp.com/de-de/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/de-de/storagegrid-116/monitor/commonly-used-prometheus-metrics.html
https://prometheus.io/docs/querying/basics/
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https://netapp.hosted.panopto.com/Panopto/Pages/Viewer.aspx?id=b35ac3f2-957b-4e79-b82b-acc5013c98d0

* Gehen Sie nicht davon aus, dass eine benutzerdefinierte Meldung funktioniert, es sei denn, Sie haben
Uberprift, dass die Meldung erwartungsgemaf ausgeldst wird.

Schritte
1. Wahlen Sie ALERTS Regeln.

Die Seite Alarmregeln wird angezeigt.
2. Wahlen Sie eigene Regel erstellen.

Das Dialogfeld ,Benutzerdefinierte Regel erstellen® wird angezeigt.
Create Custom Rule
Enabled |+
Unigue Name

Description

Recommended Actions
(optional)

Conditions ©

Minar
Major

Crfical

Enter the amount of ime a condition must continuously remain in effect before an alert is trigpgered.

Duration A minutes v

3. Aktivieren oder deaktivieren Sie das Kontrollkastchen aktiviert, um festzustellen, ob diese Alarmregel
derzeit aktiviert ist.

Wenn eine Alarmregel deaktiviert ist, werden ihre Ausdrlicke nicht ausgewertet und es werden keine
Warnmeldungen ausgelost.



4. Geben Sie die folgenden Informationen ein:

Feld Beschreibung

Eindeutiger Name Ein eindeutiger Name fir diese Regel. Der Name der Alarmregel wird
auf der Seite ,Meldungen® angezeigt und ist aulserdem Betreff fir E-
Mail-Benachrichtigungen. Die Namen fir Warnungsregeln kénnen
zwischen 1 und 64 Zeichen umfassen.

Beschreibung Eine Beschreibung des Problems. Die Beschreibung ist die auf der
Seite ,Meldungen” und in E-Mail-Benachrichtigungen angezeigte
Warnmeldung. Die Beschreibungen fir Warnungsregeln kénnen
zwischen 1 und 128 Zeichen umfassen.

Empfohlene Malinahmen Optional sind die zu ergriffenen Malinahmen verfligbar, wenn diese
Meldung ausgel6st wird. Geben Sie empfohlene Aktionen als Klartext
ein (keine Formatierungscodes). Die empfohlenen Aktionen fir
Warnungsregeln kdnnen zwischen 0 und 1,024 Zeichen liegen.

5. Geben Sie im Abschnitt Bedingungen einen Prometheus-Ausdruck fur eine oder mehrere der
Schweregrade fiir Warnmeldungen ein.

Ein Grundausdruck ist in der Regel die Form:
[metric] [operator] [value]

Ausdriicke kénnen eine beliebige Lange haben, aber in einer einzigen Zeile in der Benutzeroberflache
angezeigt werden. Mindestens ein Ausdruck ist erforderlich.

Dieser Ausdruck bewirkt, dass eine Warnung ausgeldst wird, wenn die Menge des installierten RAM fiir
einen Knoten weniger als 24,000,000,000 Byte (24 GB) betragt.

node memory MemTotal bytes < 24000000000

Um verfligbare Metriken anzuzeigen und Prometheus-Ausdriicke zu testen, wahlen Sie das Hilfesymbol @
Und folgen Sie dem Link zum Abschnitt Metriken der Grid Management API.

6. Geben Sie im Feld Dauer den Zeitraum ein, den eine Bedingung kontinuierlich wirksam bleiben muss,
bevor die Warnung ausgel6st wird, und wahlen Sie eine Zeiteinheit aus.

Um sofort eine Warnung auszulésen, wenn eine Bedingung wahr wird, geben Sie 0 ein. Erhéhen Sie
diesen Wert, um zu verhindern, dass temporare Bedingungen Warnungen ausldsen.

Der Standardwert ist 5 Minuten.
7. Wahlen Sie Speichern.

Das Dialogfeld wird geschlossen, und die neue benutzerdefinierte Alarmregel wird in der Tabelle
Alarmregeln angezeigt.



Bearbeiten von Meldungsregeln

Sie kdnnen eine Meldungsregel bearbeiten, um die Triggerbedingungen zu andern. Fir
eine benutzerdefinierte Warnungsregel konnen Sie auch den Regelnamen, die
Beschreibung und die empfohlenen Aktionen aktualisieren.

Was Sie benotigen
« Sie sind mit einem bei Grid Manager angemeldet Unterstutzter Webbrowser.

« Sie verfugen Uber die Berechtigung zum Verwalten von Warnungen oder Stammzugriff.

Uber diese Aufgabe

Wenn Sie eine standardmaRige Warnungsregel bearbeiten, konnen Sie die Bedingungen fiir kleinere, grofiere
und kritische Warnmeldungen sowie die Dauer andern. Wenn Sie eine benutzerdefinierte Alarmregel
bearbeiten, kdnnen Sie auch den Namen, die Beschreibung und die empfohlenen Aktionen der Regel
bearbeiten.

Seien Sie vorsichtig, wenn Sie sich entscheiden, eine Warnungsregel zu bearbeiten. Wenn Sie
die Triggerwerte andern, kénnen Sie méglicherweise ein zugrunde liegendes Problem erst
erkennen, wenn ein kritischer Vorgang nicht abgeschlossen werden kann.

Schritte
1. Wahlen Sie ALERTS Regeln.

Die Seite Alarmregeln wird angezeigt.

2. Wahlen Sie das Optionsfeld fur die Alarmregel, die Sie bearbeiten mdchten.
3. Wahlen Sie Regel bearbeiten.
Das Dialogfeld Regel bearbeiten wird angezeigt. In diesem Beispiel wird eine Standardwarnregel

angezeigt: Die Felder eindeutiger Name, Beschreibung und empfohlene Aktionen sind deaktiviert und
kdnnen nicht bearbeitet werden.


https://docs.netapp.com/de-de/storagegrid-116/admin/web-browser-requirements.html

Edit Rule - Low installed node memory

Enabled ¥
Unigue Name Low installed node memory
Description The amount of installed memory on a node is low.
s
Recommendad Actions (optional) Increase the amount of RAM available to the virtual machine or Linux host. Check the threshold value

for the major alert to determine the default minimum reguirement for a StorageGRID node.
See the instructions for your platiorm:

« Whiware instaliation
= Red Hat Enterprise Linux or CentOS instaliation
» Ubuntu or Debian instaliation

Conditions @
Minor
Iajor node_memory_MemTotsl bytes < 24080800020
Critical node_memory_MemTotal_bytes <= 128068200204

Enter the amount of time a condition must continuously remain in effect before an alert is friggered.

Duration 2 minutes v

4. Aktivieren oder deaktivieren Sie das Kontrollkastchen aktiviert, um festzustellen, ob diese Alarmregel
derzeit aktiviert ist.

Wenn eine Alarmregel deaktiviert ist, werden ihre Ausdricke nicht ausgewertet und es werden keine
Warnmeldungen ausgeldst.

@ Wenn Sie die Meldungsregel fir eine aktuelle Meldung deaktivieren, missen Sie einige
Minuten warten, bis die Meldung nicht mehr als aktive Meldung angezeigt wird.

Im Allgemeinen wird es nicht empfohlen, eine Standardwarnregel zu deaktivieren. Wenn
@ eine Meldungsregel deaktiviert ist, kann ein zugrunde liegendes Problem mdglicherweise
erst erkannt werden, wenn ein kritischer Vorgang nicht abgeschlossen werden kann.

5. Aktualisieren Sie fir benutzerdefinierte Warnungsregeln die folgenden Informationen, falls erforderlich.

@ Diese Informationen kdnnen nicht fir Standardwarnregeln bearbeitet werden.



6.
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Feld Beschreibung

Eindeutiger Name Ein eindeutiger Name fur diese Regel. Der Name der Alarmregel wird
auf der Seite ,Meldungen® angezeigt und ist aulierdem Betreff fir E-
Mail-Benachrichtigungen. Die Namen fir Warnungsregeln kénnen
zwischen 1 und 64 Zeichen umfassen.

Beschreibung Eine Beschreibung des Problems. Die Beschreibung ist die auf der
Seite ,Meldungen” und in E-Mail-Benachrichtigungen angezeigte
Warnmeldung. Die Beschreibungen fiir Warnungsregeln kénnen
zwischen 1 und 128 Zeichen umfassen.

Empfohlene MalRhahmen Optional sind die zu ergriffenen Malinahmen verfligbar, wenn diese
Meldung ausgel6st wird. Geben Sie empfohlene Aktionen als Klartext
ein (keine Formatierungscodes). Die empfohlenen Aktionen fur
Warnungsregeln kdnnen zwischen 0 und 1,024 Zeichen liegen.

Geben Sie im Abschnitt Bedingungen den Prometheus-Ausdruck fir eine oder mehrere Schweregrade flr
Warnmeldungen ein oder aktualisieren Sie diesen.

Wenn Sie eine Bedingung flr eine bearbeitete Standardwarnregel auf ihren urspringlichen
@ Wert zuriicksetzen mdchten, wahlen Sie die drei Punkte rechts neben der geanderten
Bedingung aus.

Conditions @

Minor

Major node_memory_MemTotal_bytes < 24080086000

b

Critical node_memory_MemTotal_bytes <= 14000000028

Wenn Sie die Bedingungen fur eine aktuelle Meldung aktualisieren, werden lhre

@ Anderungen méglicherweise erst implementiert, wenn der vorherige Zustand behoben ist.
Wenn das nachste Mal eine der Bedingungen fir die Regel erflllt ist, zeigt die Warnmeldung
die aktualisierten Werte an.

Ein Grundausdruck ist in der Regel die Form:
[metric] [operator] [value]

Ausdrticke kénnen eine beliebige Lange haben, aber in einer einzigen Zeile in der Benutzeroberflache
angezeigt werden. Mindestens ein Ausdruck ist erforderlich.

Dieser Ausdruck bewirkt, dass eine Warnung ausgelost wird, wenn die Menge des installierten RAM fiir
einen Knoten weniger als 24,000,000,000 Byte (24 GB) betragt.

node memory MemTotal bytes < 24000000000

. Geben Sie im Feld Dauer den Zeitraum ein, den eine Bedingung kontinuierlich wirksam bleiben muss,

bevor die Warnmeldung ausgel6st wird, und wahlen Sie die Zeiteinheit aus.



Um sofort eine Warnung auszulésen, wenn eine Bedingung wahr wird, geben Sie 0 ein. Erhéhen Sie
diesen Wert, um zu verhindern, dass temporare Bedingungen Warnungen auslosen.

Der Standardwert ist 5 Minuten.
8. Wahlen Sie Speichern.

Wenn Sie eine Standardwarnregel bearbeitet haben, wird in der Spalte Typ Standard* angezeigt. Wenn
Sie eine Standard- oder benutzerdefinierte Alarmregel deaktiviert haben, wird in der Spalte Status
deaktiviertes angezeigt.

Deaktivieren von Meldungsregeln

Sie konnen den aktivierten/deaktivierten Status fur eine Standard- oder eine
benutzerdefinierte Warnungsregel andern.

Was Sie bendtigen
« Sie sind mit einem bei Grid Manager angemeldet Unterstutzter Webbrowser.

« Sie verfugen Uber die Berechtigung zum Verwalten von Warnungen oder Stammzugriff.

Uber diese Aufgabe

Wenn eine Meldungsregel deaktiviert ist, werden seine Ausdricke nicht ausgewertet und es werden keine
Warnmeldungen ausgelost.

Im Allgemeinen wird es nicht empfohlen, eine Standardwarnregel zu deaktivieren. Wenn eine
Meldungsregel deaktiviert ist, kann ein zugrunde liegendes Problem mdglicherweise erst
erkannt werden, wenn ein kritischer Vorgang nicht abgeschlossen werden kann.

Schritte
1. Wahlen Sie ALERTS Regeln.

Die Seite Alarmregeln wird angezeigt.

2. Wahlen Sie das Optionsfeld fiir die Warnungsregel, die deaktiviert oder aktiviert werden soll.

3. Wahlen Sie Regel bearbeiten.
Das Dialogfeld Regel bearbeiten wird angezeigt.

4. Aktivieren oder deaktivieren Sie das Kontrollkastchen aktiviert, um festzustellen, ob diese Alarmregel
derzeit aktiviert ist.

Wenn eine Alarmregel deaktiviert ist, werden ihre Ausdriicke nicht ausgewertet und es werden keine
Warnmeldungen ausgeldst.

@ Wenn Sie die Meldungsregel fir eine aktuelle Meldung deaktivieren, missen Sie einige
Minuten warten, bis die Meldung nicht mehr als aktive Meldung angezeigt wird.

5. Wahlen Sie Speichern.

Deaktiviert wird in der Spalte Status angezeigt.
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Entfernen Sie benutzerdefinierte Warnungsregeln

Sie kdnnen eine benutzerdefinierte Alarmregel entfernen, wenn Sie sie nicht mehr
verwenden mochten.

Was Sie bendtigen
+ Sie sind mit einem bei Grid Manager angemeldet Unterstutzter Webbrowser.

« Sie verfigen uber die Berechtigung zum Verwalten von Warnungen oder Stammzugriff.

Schritte
1. Wahlen Sie ALERTS Regeln.

Die Seite Alarmregeln wird angezeigt.

2. Wahlen Sie das Optionsfeld fur die benutzerdefinierte Alarmregel, die Sie entfernen mochten.
Sie kénnen keine Standardwarnregel entfernen.

3. Wahlen Sie Benutzerdefinierte Regel entfernen.
Ein Bestatigungsdialogfeld wird angezeigt.

4. Wahlen Sie * OK* aus, um die Warnregel zu entfernen.

Alle aktiven Instanzen der Warnmeldung werden innerhalb von 10 Minuten behoben.

Verwalten von Warnmeldungen

Einrichten von SNMP-Benachrichtigungen fiir Warnmeldungen

Wenn StorageGRID SNMP-Benachrichtigungen senden soll, wenn Warnmeldungen
auftreten, mussen Sie den StorageGRID SNMP-Agent aktivieren und ein oder mehrere
Trap-Ziele konfigurieren.

Sie kénnen die Option CONFIGURATION Monitoring SNMP-Agent im Grid Manager oder SNMP-Endpunkte
fur die Grid-Management-API verwenden, um den StorageGRID-SNMP-Agent zu aktivieren und zu
konfigurieren. Der SNMP-Agent unterstitzt alle drei Versionen des SNMP-Protokolls.

Informationen zum Konfigurieren des SNMP-Agenten finden Sie unter Verwenden Sie SNMP-Uberwachung.

Nachdem Sie den StorageGRID SNMP-Agent konfiguriert haben, kdnnen zwei Arten von ereignisgesteuerten
Benachrichtigungen gesendet werden:

 Traps sind Benachrichtigungen, die vom SNMP-Agent gesendet werden, die keine Bestatigung durch das
Managementsystem bendtigen. Traps dienen dazu, das Managementsystem Uber etwas innerhalb von
StorageGRID zu informieren, wie z. B. eine Warnung, die ausgel6st wird. Traps werden in allen drei
Versionen von SNMP unterstitzt.

« Informationen sind ahnlich wie Traps, aber sie erfordern eine Bestatigung durch das Management-System.
Wenn der SNMP-Agent innerhalb einer bestimmten Zeit keine Bestatigung erhalt, wird die
Benachrichtigung erneut gesendet, bis eine Bestatigung empfangen wurde oder der maximale
Wiederholungswert erreicht wurde. Die Informationsunterstiitzung wird in SNMPv2c und SNMPv3
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unterstitzt.

Trap- und Informieren-Benachrichtigungen werden gesendet, wenn eine Standard- oder benutzerdefinierte
Warnung auf einem Schweregrad ausgeldst wird. Um SNMP-Benachrichtigungen fur eine Warnung zu
unterdriicken, missen Sie eine Stille fur die Warnung konfigurieren. Siehe Benachrichtigung tber Stille.

Benachrichtigungen werden von jedem Admin-Node gesendet, der als bevorzugter Absender konfiguriert
wurde. StandardmaRig ist der primare Admin-Node ausgewahlt. Siehe Anweisungen fir die Administration von
StorageGRID.

Trap- und Informieren-Benachrichtigungen werden auch dann gesendet, wenn bestimmte

@ Alarme (Legacy-System) mit einem bestimmten Schweregrad oder héher ausgeldst werden.
SNMP-Benachrichtigungen werden jedoch nicht fiir jeden Alarm oder jeden Schweregrad
gesendet. Siehe Warnmeldungen, die SNMP-Benachrichtigungen generieren (Legacy-System).

Richten Sie E-Mail-Benachrichtigungen fur Warnmeldungen ein

Wenn E-Mail-Benachrichtigungen gesendet werden sollen, wenn Warnmeldungen
auftreten, mussen Sie Informationen Uber Ihren SMTP-Server angeben. Sie mussen
auch E-Mail-Adressen fur Empfanger von Benachrichtigungen eingeben.

Was Sie benétigen
« Sie sind mit einem bei Grid Manager angemeldet Unterstutzter Webbrowser.

+ Sie verflgen Uber die Berechtigung zum Verwalten von Warnungen oder Stammzugriff.

Uber diese Aufgabe

Da es sich bei den Alarmen um unabhangige Systeme handelt, wird das E-Mail-Setup, das fir
Alarmbenachrichtigungen verwendet wird, nicht fir Alarmbenachrichtigungen und AutoSupport-Meldungen
verwendet. Sie kdnnen jedoch denselben E-Mail-Server fiir alle Benachrichtigungen verwenden.

Wenn Ihre StorageGRID-Bereitstellung mehrere Administratorknoten enthalt, kénnen Sie auswahlen, welcher
Admin-Knoten der bevorzugte Absender von Warnmeldungen sein soll. Der gleiche ,bevorzugte

Absender” wird auch flr Benachrichtigungen zu Alarmen und AutoSupport-Nachrichten verwendet.
StandardmaRig ist der primare Admin-Node ausgewahlt. Weitere Informationen finden Sie im Anweisungen flr
die Administration von StorageGRID.

Schritte
1. Wahlen Sie ALERTS E-Mail-Einrichtung.

Die Seite E-Mail-Einrichtung wird angezeigt.

Email Setup

You can configure the email server for alert notifications, define filters to limit the number of notifications, and enter email addresses for alert recipisnts.

Use these settings to define the email server used for alert notifications. These settings are not used for alarm nofifications and AutoSupport See
Managing alerts and alarms in the instructions for monitoering and troubleshooting StorageGRID.

Enable Email Notifications @
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2. Aktivieren Sie das Kontrollkastchen E-Mail-Benachrichtigungen aktivieren, um anzugeben, dass
Benachrichtigungen-E-Mails gesendet werden sollen, wenn Alarme konfigurierte Schwellenwerte
erreichen.

Die Abschnitte ,E-Mail-Server* (SMTP), , Transport Layer Security“ (TLS), ,E-Mail-Adressen“ und ,Filter*
werden angezeigt.

3. Geben Sie im Abschnitt E-Mail-Server (SMTP) die Informationen ein, die StorageGRID fir den Zugriff auf
Ihren SMTP-Server bendtigt.

Wenn Ihr SMTP-Server eine Authentifizierung erfordert, miissen Sie sowohl einen Benutzernamen als
auch ein Kennwort angeben.

Feld Eingabe

Mailserver Der vollstéandig qualifizierte Domé&nenname (FQDN) oder die IP-
Adresse des SMTP-Servers.

Port Der Port, der fir den Zugriff auf den SMTP-Server verwendet wird.
Muss zwischen 1 und 65535 liegen.

Benutzername (optional) Wenn |hr SMTP-Server eine Authentifizierung erfordert, geben Sie
den Benutzernamen ein, mit dem Sie sich authentifizieren mochten.

Kennwort (optional) Wenn |hr SMTP-Server eine Authentifizierung erfordert, geben Sie
das Kennwort fir die Authentifizierung ein.

Email (SMTP) Server

Mail Server @ 10.224.1.250
Port @ 25
Username (optional) @ smtpuser
Password (optional) @ | swseres

4. Geben Sie im Abschnitt E-Mail-Adressen die E-Mail-Adressen fir den Absender und fir jeden Empfanger
ein.

a. Geben Sie fiir die Absender E-Mail-Adresse eine gliltige E-Mail-Adresse an, die als Absenderadresse
flir Benachrichtigungen verwendet werden soll.

Beispiel: storagegrid-alerts@example.com

b. Geben Sie im Abschnitt Empfanger eine E-Mail-Adresse fiir jede E-Mail-Liste oder Person ein, die
beim Auftreten einer Warnmeldung eine E-Mail erhalten soll.

Wahlen Sie das Plus-Symbol = Um Empfénger hinzuzuflgen.
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Email Addresses

Sender Email Address & storagegnd-alerts@example.com
Recipient 1 @ recipient @example.com x
Recipient2 @ recipient2 @example.com + X

5. Wenn Transport Layer Security (TLS) flr die Kommunikation mit dem SMTP-Server erforderlich ist, wahlen
Sie im Abschnitt Transport Layer Security (TLS) die Option TLS erforderlich aus.

a. Geben Sie im Feld CA-Zertifikat das CA-Zertifikat ein, das zur Uberpriifung der Identifizierung des
SMTP-Servers verwendet wird.

Sie kénnen den Inhalt in dieses Feld kopieren und einfiigen, oder wahlen Sie Durchsuchen und
wahlen Sie die Datei aus.

Sie mussen eine einzelne Datei bereitstellen, die die Zertifikate jeder Zertifizierungsstelle (CA) enthalt.
Die Datei sollte alle PEM-kodierten CA-Zertifikatdateien enthalten, die in der Reihenfolge der
Zertifikatskette verkettet sind.

b. Aktivieren Sie das Kontrollkastchen Client-Zertifikat senden, wenn Ihr SMTP-E-Mail-Server E-Mail-
Absender bendtigt, um Clientzertifikate zur Authentifizierung bereitzustellen.

c. Geben Sie im Feld Client Certificate das PEM-codierte Clientzertifikat an, das an den SMTP-Server
gesendet werden kann.

Sie kénnen den Inhalt in dieses Feld kopieren und einfiigen, oder wahlen Sie Durchsuchen und
wahlen Sie die Datei aus.

d. Geben Sie im Feld Private Key den privaten Schiissel fir das Clientzertifikat in unverschlisselter
PEM-Codierung ein.

Sie kénnen den Inhalt in dieses Feld kopieren und einfligen, oder wahlen Sie Durchsuchen und
wahlen Sie die Datei aus.

@ Wenn Sie das E-Mail-Setup bearbeiten missen, klicken Sie auf das Stift-Symbol, um
dieses Feld zu aktualisieren.
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Transport Layer Security (TLS)

Require TLS @&

CA Cerificate @

Send Client Cedificate @

Client Cedificate @

Private Key @

-----BEGIN CERTIFICATE-----
1234567898abcdefghijklmnopgrstuvwxyz
ABCDEFGHIJKLMHOPQRSTUNIWKYZ1234567898
-----END CERTIFICATE-----

Erowse

-—---BEGIN CERTIFICATE----—-
1234567898abcdefghijklmnopgrstuvixyz
ABCDEFGHIJKLMNOPQRSTUVIWXYZ1234567898
-----END CERTIFICATE-----

Browse

-----BEGIN PRIVATE KEY-----
12345567898sbcdetghijklmnopgrstuviyz
ABCDEFGHIJKLMNOPQRSTUVIKYZ1234567290
-----BEGIN PRIVATE KEY-----

Browse

6. Wahlen Sie im Abschnitt Filter aus, welche Alarmschweregrade zu E-Mail-Benachrichtigungen fiihren soll,
es sei denn, die Regel fiir eine bestimmte Warnung wurde stummgeschaltet.

Schweregrad

Klein, grof3, kritisch

Kritisch
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Beschreibung

Eine E-Mail-Benachrichtigung wird gesendet, wenn die kleine,
grolere oder kritische Bedingung fiir eine Alarmregel erfllt wird.

Wenn die Hauptbedingung fir eine Warnmeldung erfullt ist, wird eine
E-Mail-Benachrichtigung gesendet. Es werden keine
Benachrichtigungen fir kleinere Warnmeldungen gesendet.



Schweregrad Beschreibung

Nur kritisch Eine E-Mail-Benachrichtigung wird nur gesendet, wenn die kritische
Bedingung fiir eine Alarmregel erflllt ist. Es werden keine
Benachrichtigungen fir kleinere oder groRere Warnmeldungen
gesendet.

Filters

Severity @ ® Minor, major, critical Major, critical Critical only

7. Wenn Sie bereit sind, lhre E-Mail-Einstellungen zu testen, fiihren Sie die folgenden Schritte aus:
a. Wahlen Sie Test-E-Mail Senden.

Es wird eine Bestatigungsmeldung angezeigt, die angibt, dass eine Test-E-Mail gesendet wurde.

b. Aktivieren Sie die Kontrollkdstchen aller E-Mail-Empfanger, und bestatigen Sie, dass eine Test-E-Mail
empfangen wurde.

Wenn die E-Mail nicht innerhalb weniger Minuten empfangen wird oder wenn die
Meldung E-Mail-Benachrichtigung Fehler ausgeldst wird, Uberprifen Sie Ihre
Einstellungen und versuchen Sie es erneut.

c. Melden Sie sich bei anderen Admin-Knoten an und senden Sie eine Test-E-Mail, um die Verbindung
von allen Standorten zu Uberprifen.

Wenn Sie die Warnbenachrichtigungen testen, missen Sie sich bei jedem Admin-

@ Knoten anmelden, um die Verbindung zu Uberprifen. Dies steht im Gegensatz zum
Testen von Alarmbenachrichtigungen und AutoSupport-Meldungen, bei denen alle
Admin-Knoten die Test-E-Mail senden.

8. Wahlen Sie Speichern.

Beim Senden einer Test-E-Mail werden lhre Einstellungen nicht gespeichert. Sie missen Speichern
wahlen.

Die E-Mail-Einstellungen werden gespeichert.

Informationen, die in E-Mail-Benachrichtigungen fiir Warnmeldungen enthalten sind

Nachdem Sie den SMTP-E-Mail-Server konfiguriert haben, werden beim Ausldsen einer Warnung E-Mail-
Benachrichtigungen an die angegebenen Empfanger gesendet, es sei denn, die Alarmregel wird durch Stille
unterdriickt. Siehe Benachrichtigung tber Stille.

E-Mail-Benachrichtigungen enthalten die folgenden Informationen:
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NetApp StorageGRID

Low object data storage (6 alerts) @

The space available for storing object data is low. @

Recommended actions @

Perform an expansion procedure. You can add storage volumes (LUNs) to existing Storage Modes, or you can add new Storage Modes. See the instructions
for expanding a StorageGRID system.

DC1-51-226
Node DC1-51-226 @
Site DC1 225-230
Severity Minor
Time triggered FriJun 28 14:43:27 UTC 2019
Jobh storagegrid
Service ldr
DC1-52-227
Node DC1-52-227
Site DC1 225-230
Severity Minor
Time triggered FriJun 28 14:43:27 UTC 2019
Joh storagegrid
Service ldr
®
Sent from: DC1-ADM1-225
Legende Beschreibung
1 Der Name der Warnmeldung, gefolgt von der Anzahl der aktiven Instanzen dieser

Warnmeldung.

2 Die Beschreibung der Warnmeldung.
3 Alle empfohlenen Aktionen fir die Warnmeldung
4 Details zu jeder aktiven Instanz der Warnmeldung, einschlieBlich des betroffenen Node und

Standorts, des Meldungsschweregrads, der UTC-Zeit, zu der die Meldungsregel ausgelost
wurde, und des Namens des betroffenen Jobs und Service.

5 Der Hostname des Admin-Knotens, der die Benachrichtigung gesendet hat.

Gruppierung von Warnungen

Um zu verhindern, dass bei der Auslésung von Warnmeldungen eine tibermafige Anzahl von E-Mail-
Benachrichtigungen gesendet wird, versucht StorageGRID, mehrere Warnmeldungen in derselben
Benachrichtigung zu gruppieren.

In der folgenden Tabelle finden Sie Beispiele, wie StorageGRID mehrere Warnmeldungen in E-Mail-
Benachrichtigungen gruppiert.
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Verhalten

Jede Warnbenachrichtigung gilt nur fir Warnungen,
die denselben Namen haben. Wenn zwei
Benachrichtigungen mit verschiedenen Namen
gleichzeitig ausgeldst werden, werden zwei E-Mail-
Benachrichtigungen gesendet.

Wenn flr eine bestimmte Warnmeldung auf einem
bestimmten Node die Schwellenwerte flir mehr als
einen Schweregrad erreicht werden, wird eine
Benachrichtigung nur fur die schwerste Warnmeldung
gesendet.

Bei der ersten Alarmauslésung wartet StorageGRID
zwei Minuten, bevor eine Benachrichtigung gesendet
wird. Wenn wahrend dieser Zeit andere
Warnmeldungen mit demselben Namen ausgeldst
werden, gruppiert StorageGRID alle Meldungen in der
ersten Benachrichtigung.

Falls eine weitere Benachrichtigung mit demselben
Namen ausgel6st wird, wartet StorageGRID 10
Minuten, bevor eine neue Benachrichtigung gesendet
wird. Die neue Benachrichtigung meldet alle aktiven
Warnungen (aktuelle Warnungen, die nicht
stummgeschaltet wurden), selbst wenn sie zuvor
gemeldet wurden.

Wenn mehrere aktuelle Warnmeldungen mit
demselben Namen vorliegen und eine dieser
Meldungen geldst wird, wird eine neue
Benachrichtigung nicht gesendet, wenn die Meldung
auf dem Node, fir den die Meldung behoben wurde,
erneut auftritt.

Beispiel

» Bei zwei Nodes wird gleichzeitig ein Alarm A
ausgeldst. Es wird nur eine Benachrichtigung
gesendet.

Bei Knoten 1 wird die Warnmeldung A ausgeldst,
und gleichzeitig wird auf Knoten 2 die
Warnmeldung B ausgeldst. Fir jede Warnung
werden zwei Benachrichtigungen gesendet.

» Die Warnmeldung A wird ausgel6st und die
kleineren, grofieren und kritischen
Alarmschwellenwerte werden erreicht. Eine
Benachrichtigung wird fur die kritische
Warnmeldung gesendet.

1. An Knoten 1 um 08:00 wird eine Warnmeldung A
ausgeldst. Es wird keine Benachrichtigung
gesendet.

2. An Knoten 2 um 08:01 wird eine Warnmeldung A
ausgeldst. Es wird keine Benachrichtigung
gesendet.

3. Um 08:02 Uhr wird eine Benachrichtigung
gesendet, um beide Instanzen der Warnmeldung
zu melden.

1. An Knoten 1 um 08:00 wird eine Warnmeldung A
ausgeldst. Eine Benachrichtigung wird um 08:02
Uhr gesendet.

2. An Knoten 2 um 08:05 wird eine Warnmeldung A
ausgeldst. Eine zweite Benachrichtigung wird um
08:15 Uhr (10 Minuten spater) versendet. Beide
Nodes werden gemeldet.

1. Fir Knoten 1 wird eine Warnmeldung A
ausgeldst. Eine Benachrichtigung wird gesendet.

2. Fur Knoten 2 wird eine Warnmeldung A
ausgeldst. Eine zweite Benachrichtigung wird
gesendet.

3. Die Warnung A wird fir Knoten 2 behoben, bleibt
jedoch fur Knoten 1 aktiv.

4. Fir Node 2 wird erneut eine Warnmeldung A
ausgeldst. Es wird keine neue Benachrichtigung
gesendet, da die Meldung fir Node 1 noch aktiv
ist.
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Verhalten Beispiel

StorageGRID sendet weiterhin alle 7 Tage E-Mail- 1. Am 8. Marz wird Alarm A fiir Knoten 1 ausgeldst.
Benachrichtigungen, bis alle Instanzen der Eine Benachrichtigung wird gesendet.
Warnmeldung geldst oder die Alarmregel

stummgeschaltet wurde. 2. Warnung A ist nicht gelost oder stummgeschaltet.

Weitere Benachrichtigungen erhalten Sie am 15.
Marz, 22. Marz 29 usw.

Beheben Sie Warnmeldungen bei E-Mail-Benachrichtigungen

Wenn die Meldung E-Mail-Benachrichtigung Fehler ausgel6st wird oder Sie die Test-Benachrichtigung nicht
erhalten kénnen, fiihren Sie die folgenden Schritte aus, um das Problem zu beheben.

Was Sie benétigen
« Sie sind mit einem bei Grid Manager angemeldet Unterstutzter WWebbrowser.

« Sie verfugen Uber die Berechtigung zum Verwalten von Warnungen oder Stammzugriff.

Schritte
1. Uberprifen Sie Ihre Einstellungen.

a. Wahlen Sie ALERTS E-Mail-Einrichtung.
b. Uberpriifen Sie, ob die Einstellungen des SMTP-Servers (E-Mail) korrekt sind.
c. Stellen Sie sicher, dass Sie gultige E-Mail-Adressen fur die Empfanger angegeben haben.

2. Uberpriifen Sie Ihren Spam-Filter, und stellen Sie sicher, dass die E-Mail nicht an einen Junk-Ordner
gesendet wurde.

3. Bitten Sie lhren E-Mail-Administrator, zu bestatigen, dass E-Mails von der Absenderadresse nicht blockiert
werden.

4. Erstellen Sie eine Protokolldatei fir den Admin-Knoten, und wenden Sie sich dann an den technischen
Support.

Der technische Support kann anhand der in den Protokollen enthaltenen Informationen ermitteln, was
schief gelaufen ist. Beispielsweise kann die Datei prometheus.log einen Fehler anzeigen, wenn Sie eine
Verbindung zu dem von lhnen angegebenen Server herstellen.

Siehe Erfassen von Protokolldateien und Systemdaten.

Benachrichtigung uber Stille

Optional konnen Sie Stille konfigurieren, um Benachrichtigungen voribergehend zu
unterdricken.

Was Sie bendtigen
+ Sie sind mit einem bei Grid Manager angemeldet Unterstutzter Webbrowser.

« Sie verfligen Uber die Berechtigung zum Verwalten von Warnungen oder Stammzugriff.

Uber diese Aufgabe

Sie kénnen Alarmregeln fir das gesamte Grid, eine einzelne Site oder einen einzelnen Knoten und fir einen
oder mehrere Schweregrade stummschalten. Bei jeder Silence werden alle Benachrichtigungen fur eine
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einzelne Warnungsregel oder fiir alle Warnungsregeln unterdriickt.

Wenn Sie den SNMP-Agent aktiviert haben, unterdriicken Stille auch SNMP-Traps und informieren.

Seien Sie vorsichtig, wenn Sie sich entscheiden, eine Alarmregel zu stummzuschalten. Wenn
@ Sie eine Warnmeldung stummschalten, kénnen Sie ein zugrunde liegendes Problem

mdoglicherweise erst erkennen, wenn ein kritischer Vorgang nicht abgeschlossen werden kann.

@ Da es sich bei Alarmmeldungen und Warnmeldungen um unabhangige Systeme handelt,
koénnen Sie diese Funktion nicht verwenden, um Alarmbenachrichtigungen zu unterdriicken.

Schritte
1. Wahlen Sie ALERTS stumm.

Die Seite ,Stille“ wird angezeigt.

Silences

You can configure silences to temporarily suppress alert notifications. Each silence suppresses the notifications for an alert rule at one or more severities. You can

suppress an alert rule on the entire grid, a single site, or a single node.

Alert Rule Description Severity Time Remaining Nodes

No results found.

2. Wahlen Sie Erstellen.

Das Dialogfeld Stille erstellen wird angezeigt.
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Create Silence

Alert Rule

Description (optional)

Duration

Severity

Modes

Minutes

Minor anly Minor, major Minar, major, critical

StorageGRID Deployment
Data Center 1
DC1-ADMA
DC1-G1
DC1-31
DC1-52
DC1-53

3. Wahlen Sie die folgenden Informationen aus, oder geben Sie sie ein:
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Feld
Meldungsregel

Beschreibung

Dauer

Beschreibung

Der Name der Alarmregel, die Sie stumm schalten méchten. Sie kénnen eine
beliebige Standard- oder benutzerdefinierte Warnungsregel auswahlen, auch
wenn die Alarmregel deaktiviert ist.

Hinweis: Wahlen Sie Alle Regeln aus, wenn Sie alle Alarmregeln mit den in
diesem Dialogfeld angegebenen Kriterien stummschalten méchten.

Optional eine Beschreibung der Stille. Beschreiben Sie zum Beispiel den
Zweck dieser Stille.

Wie lange Sie mochten, dass diese Stille in Minuten, Stunden oder Tagen
wirksam bleibt. Eine Stille kann von 5 Minuten bis 1,825 Tage (5 Jahre) in Kraft
sein.

Hinweis: eine Alarmregel sollte nicht fiir Iangere Zeit stummgemacht werden.
Wenn eine Alarmregel stumm geschaltet ist, kdnnen Sie ein zugrunde
liegendes Problem moglicherweise erst erkennen, wenn ein kritischer Vorgang
abgeschlossen wird. Moglicherweise missen Sie jedoch eine erweiterte Stille
verwenden, wenn eine Warnung durch eine bestimmte, vorsatzliche
Konfiguration ausgel6st wird, wie z. B. bei den Services Appliance Link
Down-Alarmen und den Storage Appliance Link down-Alarmen.



Feld Beschreibung

Schweregrad Welche Alarmschweregrade oder -Schweregrade stummgeschaltet werden
sollten. Wenn die Warnung bei einem der ausgewahlten Schweregrade
ausgelost wird, werden keine Benachrichtigungen gesendet.

Knoten Auf welchen Knoten oder Knoten Sie diese Stille anwenden méchten. Sie
kénnen eine Meldungsregel oder alle Regeln im gesamten Grid, einer
einzelnen Site oder einem einzelnen Node unterdriicken. Wenn Sie das
gesamte Raster auswahlen, gilt die Stille fir alle Standorte und alle Knoten.
Wenn Sie einen Standort auswahlen, gilt die Stille nur fir die Knoten an
diesem Standort.

Hinweis: fir jede Stille kbnnen Sie nicht mehr als einen oder mehrere Knoten
auswahlen. Sie missen zusatzliche Stille erstellen, wenn Sie dieselbe
Warnungsregel auf mehr als einem Node oder mehreren Standorten
gleichzeitig unterdriicken mochten.

4. Wahlen Sie Speichern.

5. Wenn Sie eine Stille andern oder beenden mochten, bevor sie ablauft, konnen Sie sie bearbeiten oder

entfernen.
Option Beschreibung
Stille bearbeiten a. Wahlen Sie ALERTS stumm.

b.

Entfernen Sie eine Stille

Verwandte Informationen

o

Wabhlen Sie in der Tabelle das Optionsfeld fir die Stille, die Sie bearbeiten
mdochten.

Wahlen Sie Bearbeiten.

Andern Sie die Beschreibung, die verbleibende Zeit, die ausgewahlten
Schweregrade oder den betroffenen Knoten.

Wahlen Sie Speichern.

Wahlen Sie ALERTS stumm.

Wabhlen Sie in der Tabelle das Optionsfeld fir die Stille, die Sie entfernen
maochten.

Wahlen Sie Entfernen.

Wahlen Sie OK, um zu bestéatigen, dass Sie diese Stille entfernen
mdchten.

Hinweis: Benachrichtigungen werden jetzt gesendet, wenn diese Warnung
ausgeldst wird (es sei denn, sie werden durch eine andere Stille
unterdrickt). Wenn diese Warnmeldung derzeit ausgeldst wird, kann es
einige Minuten dauern, bis E-Mail- oder SNMP-Benachrichtigungen
gesendet werden und die Seite ,Meldungen* aktualisiert wird.

+ Konfigurieren Sie den SNMP-Agent
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