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Warten Sie die Appliance

Maoglicherweise mussen Sie Wartungsarbeiten am Gerat durchfuhren. Bei den Verfahren
in diesem Abschnitt wird davon ausgegangen, dass die Appliance bereits als Gateway-
Node oder Admin-Node in einem StorageGRID-System bereitgestellt wurde.

Stellen Sie das Gerat in den Wartungsmodus

Sie mussen das Gerat in den Wartungsmodus versetzen, bevor Sie bestimmte
Wartungsarbeiten durchfuhren.

Was Sie bendtigen
« Sie sind mit einem bei Grid Manager angemeldet Unterstutzter Webbrowser.
+ Sie haben die Berechtigung Wartung oder Stammzugriff. Weitere Informationen finden Sie in den
Anweisungen zum Verwalten von StorageGRID.

Uber diese Aufgabe

In seltenen Fallen kann es vorkommen, dass eine StorageGRID Appliance in den Wartungsmodus versetzt
wird, damit die Appliance fir den Remote-Zugriff nicht verfigbar ist.

Das Passwort des Admin-Kontos und die SSH-Host-Schiissel fir eine StorageGRID-Appliance
im Wartungsmodus bleiben identisch mit dem Kennwort, das zum Zeitpunkt der Wartung der
Appliance vorhanden war.

Schritte
1. Wahlen Sie im Grid Manager die Option NODES aus.

2. Wabhlen Sie in der Strukturansicht der Seite Knoten den Appliance Storage Node aus.

3. Wahlen Sie die Registerkarte Aufgaben aus.

Overview Hardware Network Storage Objects ILM Tasks
Reboot
Reboots the node. Reboot
Maintenance mode
Places the appliance's compute controller into maintenance mode. Maintenance mode

4. Wahlen Sie Wartungsmodus.


https://docs.netapp.com/de-de/storagegrid-116/admin/web-browser-requirements.html

Ein Bestatigungsdialogfeld wird angezeigt.

Enter maintenance mode on S2-10-224-2-24 X

You must place the appliance's compute controller into maintenance mode to perform certain maintenance procedures on the appliance.
Attention: All StorageGRID services on this node will be shut down. Wait a few minutes for the node to reboot into maintenance mode.

If you are ready to start, enter the provisioning passphrase and select OK.

Provisioning passphrase

5. Geben Sie die Provisionierungs-Passphrase ein, und wahlen Sie OK.

Eine Fortschrittsleiste und eine Reihe von Meldungen, darunter ,Anfrage gesendet", ,StorageGRID
stoppen® und ,,neu booten®, geben an, dass die Appliance die Schritte zum Eintritt in den Wartungsmodus
abschlieft.

$2-10-224-2-24 (Storage Node) 2 X
Overview Hardware Network Storage Objects ILM Tasks
Reboot

Reboots the node. Reboot

Maintenance mode

Places the appliance's compute controller into maintenance mode.

A\ Attention

Your request has been sent, but the appliance might take 10-15 minutes to enter maintenance mode. Do not perform
maintenance procedures until this tab indicates maintenance mode is ready, or data could become corrupted.

— () Rebooting...

Wenn sich die Appliance im Wartungsmodus befindet, wird in einer Bestatigungsmeldung die URLs
aufgefihrt, mit denen Sie auf das Installationsprogramm der StorageGRID-Appliance zugreifen kdnnen.



$2-10-224-2-24 (Storage Node) 2 X

Overview Hardware Network Storage Objects ILM Tasks

Reboot

Reboots the node.

Reboot ’

Maintenance mode

Places the appliance's compute controller into maintenance mode.
0 This node is currently in maintenance mode. Navigate to one of the URLs listed below and perform any necessary maintenance
procedures.

o https://172.16.2.24:8443
e https://10.224 2 24:8443

When you are done with any required maintenance procedures, you must exit maintenance mode by selecting Reboot
Controller from the StorageGRID Appliance Installer.

6. Um auf das Installationsprogramm der StorageGRID-Appliance zuzugreifen, navigieren Sie zu einer
beliebigen der angezeigten URLSs.

Verwenden Sie nach Mdglichkeit die URL, die die IP-Adresse des Admin Network-Ports der Appliance
enthalt.

Wenn Sie Uber eine direkte Verbindung zum Management-Port der Appliance verflgen,
verwenden Sie https://169.254.0.1:8443 So greifen Sie auf die Seite StorageGRID-
Appliance-Installationsprogramm zu.

7. Vergewissern Sie sich beim Installationsprogramm der StorageGRID Appliance, dass sich die Appliance im
Wartungsmodus befindet.

A This nodesdis in maintenance mode. Perfarm any reguired maintenance procedures. If you want to exit maintenance mode
manually to resume normal operation, go to Advanced = Reboot Controller to reboot the cantroller,

8. Fuhren Sie alle erforderlichen Wartungsaufgaben durch.

9. Beenden Sie nach Abschluss der Wartungsaufgaben den Wartungsmodus und fahren Sie den normalen
Node-Betrieb fort. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Erweitert
Controller neu starten und wahlen Sie dann Neustart in StorageGRID aus.



NetApp” StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Menitor Instaliation Advanced -

RAID Mode
Reboot Controller Upgrade Firmware

Request a coniroller reboot. Reboot Controller

Die Appliance kann bis zu 20 Minuten dauern, bis sie neu gestartet und wieder in das Grid eingesetzt wird.
Um zu Uberpriifen, ob das Neubooten abgeschlossen ist und dass der Node wieder dem Grid beigetreten
ist, gehen Sie zurtick zum Grid Manager. Auf der Seite NODES sollte ein normaler Status (kein Symbol) fiir
den Appliance-Knoten angezeigt werden, was darauf hinweist, dass keine Alarme aktiv sind und der
Knoten mit dem Raster verbunden ist.

= WM NetApp | StorageGRID Grid Manager Q @v ARootv

DASHBOARD
ALERTS
Nodes
| |
TENANTS . N .
View the list and status of sites and grid nodes.
ILM
0\ Total node count: 14
CONFIGURATION =
Name = Type = Objectdataused @ 2=  Object metadataused @ 2 CPUusage @ =
MAINTENANCE
SUPPORT StorageGRID Deployment Grid 0% 0%
Data Center 1 Site 0% 0%
DC1-ADM1 Primary Admin Node 5%
DC1-ARC1 Archive Node 4%
DC1-G1 Gateway Node 2%
DC1-51 Storage Node 0% 0% 12%
DC1-52 Storage Node 0% 0% 10%
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Ein- und Ausschalten der Controller-ID-LED

Die blaue ldentify-LED auf der Vorder- und Ruckseite des Controllers kann eingeschaltet
werden, um das Gerat in einem Datacenter zu lokalisieren.

Was Sie bendtigen



Sie mussen Uber die BMC-IP-Adresse des Controllers verfigen, den Sie identifizieren mochten.

Schritte
1. Greifen Sie auf die BMC-Schnittstelle des Controllers zu.

2. Wabhlen Sie Server Identify Aus.
3. Wahlen Sie EIN und dann Aktion durchfiihren aus.
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Ergebnis
Die blaue LED-Leuchte an der Vorder- (Abbildung) und Ruiickseite des Controllers.

@ Wenn eine Blende auf dem Controller installiert ist, kann es schwierig sein, die vordere Identify-
LED zu erkennen.

Nachdem Sie fertig sind
Um den Controller auszuschalten, identifizieren Sie die LED:

* Driicken Sie den Schalter Identifikation LED an der Vorderseite des Controllers.

« Wahlen Sie auf der BMC-Controller-Schnittstelle Server ldentify, wahlen Sie AUS und dann Aktion
ausfuhren.

Die blauen LEDs an der Vorder- und der Riickseite des Controllers werden ausgeschaltet.



Verwandte Informationen

Controller im Datacenter finden

Greifen Sie auf die BMC-Schnittstelle zu

Controller im Datacenter finden

Suchen Sie den Controller, um Hardware-Wartungsarbeiten oder Upgrades
durchzufuhren.

Was Sie bendtigen
» Sie haben festgestellt, welcher Controller gewartet werden muss.

* (Optional) um den Controller in Threm Datacenter zu finden, Schalten Sie die blaue Identify-LED ein.

Schritte
1. Ermitteln Sie den flr die Wartung im Datacenter erforderlichen Controller.

o Suchen Sie nach einer blau leuchtenden LED an der Vorder- oder Riickseite des Controllers.

Die vordere Identify-LED befindet sich hinter der Frontblende des Controllers und kann schwierig
feststellen, ob die Blende montiert ist.

- Uberpriifen Sie, ob die an der Vorderseite des jeden Controllers angebrachten Tags eine
Ubereinstimmende Teilenummer erhalten.

2. Entfernen Sie die Frontverkleidung des Controllers, wenn eine installiert ist, um auf die Bedienelemente


https://docs.netapp.com/de-de/storagegrid-116/sg100-1000/accessing-bmc-interface-sg1000.html

und Anzeigen auf der Vorderseite zuzugreifen.

3. Optional: Schalten Sie die blaue Identify-LED aus, wenn Sie sie zur Lokalisierung des Controllers
verwendet haben.

o Driicken Sie den Schalter Identifikation LED an der Vorderseite des Controllers.

o Verwenden Sie die BMC-Schnittstelle des Controllers.

Fahren Sie die Service Appliance herunter

Fahren Sie die Service-Appliance herunter, um Hardware-Wartungsarbeiten
durchzufthren.

Was Sie bendtigen

+ Sie haben den physischen Standort der Service-Appliance gefunden, die im Datacenter gewartet werden
muss.

Lokalisierung des Controllers in einem Rechenzentrum
* Das Gerat war Wird in den Wartungsmodus versetzt.

Uber diese Aufgabe

Um Serviceunterbrechungen zu vermeiden, sollten Sie die Services-Appliance wahrend eines geplanten
Wartungsfensters herunterfahren, wenn mit den Gblichen Serviceunterbrechungen gerechnet wird.

Schritte
1. Wenn das Gerat in den Wartungsmodus versetzt wurde, fahren Sie das Gerat herunter:

Sie missen ein kontrolliertes Herunterfahren des Gerats durchfiihren, indem Sie die unten
@ angegebenen Befehle eingeben. Wenn Sie das Gerat mit dem Netzschalter herunterfahren,
fuhrt dies zu Datenverlust.
a. Melden Sie sich mit PuTTY oder einem anderen SSH-Client am Grid-Knoten an:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

iii. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

Iv. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

b. Schalten Sie das Service-Gerat aus:
shutdown -h now

Dieser Befehl kann bis zu 10 Minuten in Anspruch nehmen.

2. Uberpriifen Sie anhand einer der folgenden Methoden, ob das Geréat ausgeschaltet ist:

o Sehen Sie sich die LED-Betriebsanzeige an der Vorderseite des Gerats an, und vergewissern Sie sich,
dass sie ausgeschaltet ist.

o Uberpriifen Sie auf der Seite Power Control der BMC-Schnittstelle, ob das Geréat ausgeschaltet ist.



Service-Appliance ersetzen

Moglicherweise missen Sie das Gerat austauschen, wenn es nicht optimal funktioniert
oder es ausgefallen ist.

Was Sie bendtigen
« Sie haben ein Ersatzgerat mit der gleichen Teilenummer wie das Gerat, das Sie austauschen.

« Sie verfugen Uber Etiketten, um jedes Kabel zu identifizieren, das mit dem Gerat verbunden ist.
* Das ist schon Das Gerat befindet sich physisch.

* Das Gerat war In den Wartungsmodus versetzt.

Uber diese Aufgabe

Auf den StorageGRID-Node kann nicht zugegriffen werden, wenn Sie die Appliance ersetzen. Wenn das Gerat
ausreichend funktioniert, kdnnen Sie zu Beginn dieses Verfahrens eine kontrollierte Abschaltung durchfiihren.

Wenn Sie die Appliance vor der Installation der StorageGRID-Software ersetzen, kénnen Sie
nach Abschluss dieses Verfahrens moglicherweise nicht sofort auf den StorageGRID Appliance
Installer zugreifen. Wahrend Sie von anderen Hosts im selben Subnetz wie die Appliance auf

@ das Installationsprogramm fiir StorageGRID-Gerate zugreifen kdnnen, kénnen Sie nicht von
Hosts in anderen Subnetzen darauf zugreifen. Diese Bedingung sollte sich innerhalb von 15
Minuten I6sen (wenn ein ARP-Cache-Eintrag fiir die urspriingliche Appliance-Zeit vorliegt), oder
Sie kdnnen den Zustand sofort Idschen, indem Sie alle alten ARP-Cache-Eintrdge manuell vom
lokalen Router oder Gateway |6schen.

Schritte
1. Wenn das Gerat in den Wartungsmodus versetzt wurde, fahren Sie das Gerat herunter.

a. Melden Sie sich beim Grid-Node an:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
il. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

iv. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

b. Schalten Sie das Gerat aus:
shutdown -h now

2. Uberpriifen Sie anhand einer von zwei Methoden, ob das Geréat ausgeschaltet ist:
> Die Betriebsanzeige-LED an der Vorderseite des Gerats ist aus.
> Die Seite Power Control der BMC-Schnittstelle zeigt an, dass das Gerat ausgeschaltet ist.
3. Wenn die mit der Appliance verbundenen StorageGRID-Netzwerke DHCP-Server verwenden, aktualisieren
Sie die Einstellungen fir DNS/Netzwerk und IP-Adresse.

a. Suchen Sie das MAC-Adressenetikett auf der Vorderseite des Gerats, und legen Sie die MAC-Adresse
fur den Admin-Netzwerkport fest.



@ Auf dem MAC-Adressenetikett wird die MAC-Adresse fir den BMC-Verwaltungsport
aufgelistet.

Um die MAC-Adresse fur den Admin-Netzwerkanschluss zu ermitteln, missen Sie der
Hexadezimalzahl auf dem Etikett 2 hinzufugen. Wenn die MAC-Adresse auf dem Etikett beispielsweise
mit 09 endet, endet die MAC-Adresse fiir den Admin-Port in 0B. Wenn die MAC-Adresse auf dem
Etikett mit (y)FF endet, endet die MAC-Adresse fur den Admin-Port in (y+1)01. Sie kénnen diese
Berechnung einfach durchfiihren, indem Sie den Rechner unter Windows 6ffnen, ihn auf den
Programmiermodus setzen, Hex auswahlen, die MAC-Adresse eingeben und dann + 2 = eingeben.

b. Bitten Sie Ihren Netzwerkadministrator, die DNS/Netzwerk- und IP-Adresse flir das Gerat, das Sie
entfernt haben, mit der MAC-Adresse fiir das Ersatzgerat zu verknuipfen.

Sie mussen sicherstellen, dass alle IP-Adressen fir das Originalgerat aktualisiert
wurden, bevor Sie das Ersatzgerat mit Strom versorgen. Andernfalls erhalt die
@ Appliance beim Booten von neue DHCP IP-Adressen und kann die Verbindung zu
StorageGRID moglicherweise nicht wiederherstellen. Dieser Schritt gilt fr alle
StorageGRID-Netzwerke, die mit der Appliance verbunden sind.

@ Wenn die urspriingliche Appliance statische IP-Adresse verwendet, Gibernimmt die neue
Appliance automatisch die IP-Adressen der entfernten Appliance.

4. Entfernen und ersetzen Sie das Gerat:

a. Beschriften Sie die Kabel und trennen Sie dann die Kabel und alle Netzwerk-Transceiver.

@ Um eine verminderte Leistung zu vermeiden, dirfen die Kabel nicht verdreht, gefaltet,
gequetscht oder treten.

b. Entfernen Sie das ausgefallene Gerat aus dem Schrank oder Rack.

c. Ubertragen Sie die beiden Netzteile, acht Lifter und zwei SSDs von der ausgefallenen Appliance auf
die Ersatz-Appliance.

Befolgen Sie die Anweisungen zum Austausch dieser Komponenten.

d. Setzen Sie das Ersatzgerat in den Schrank oder Rack ein.
e. Ersetzen Sie die Kabel und optische Transceiver.

f. Schalten Sie das Gerat ein, und Uberwachen Sie die Gerate-LEDs und die Startcodes.
Verwenden Sie die BMC-Schnittstelle, um den Boot-up-Status zu Uberwachen.

5. Vergewissern Sie sich, dass der Appliance-Node im Grid Manager angezeigt wird und keine Meldungen
angezeigt werden.

Verwandte Informationen
Appliance in einem Schrank oder Rack installieren (SG100 und SG1000)

Anzeigen von Statusanzeigen fur die SG100- und SG1000-Gerate

Anzeigen von Startcodes flr die Appliance
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Tauschen Sie ein oder beide Netzteile in der Service
Appliance aus

Das Services-Gerat verfugt Uber zwei Netzteile fur Redundanz. Wenn eines der Netzteile
ausfallt, mUussen Sie es so schnell wie moglich ersetzen, um sicherzustellen, dass der
Compute-Controller Uber redundante Stromversorgung verfugt. Beide im Controller
ausgefuhrten Netzteile mussen das gleiche Modell und die gleiche Stromleistung
aufweisen.

Was Sie bendtigen
» Das ist schon Physisch gelegener Controller Bei zu ersetzenden Netzteilen.

* Wenn Sie nur ein Netzteil ersetzen:

o Sie haben das Ersatznetzteil entpackt und sichergestellt, dass es das gleiche Modell und die gleiche
Stromleistung wie das Netzteil ist, das Sie ersetzen.

> Sie haben bestatigt, dass das andere Netzteil installiert ist und in Betrieb ist.
* Wenn Sie beide Netzteile gleichzeitig ersetzen:
o Sie haben die Ersatz-Netzteile entpackt und sichergestellt, dass sie das gleiche Modell und die gleiche
Wattzahl haben.

Uber diese Aufgabe

Die Abbildung zeigt die beiden Netzteile des SG100, auf die von der Riickseite des Gerats zugegriffen werden
kann.

@ Die Netzteile fir den SG1000 sind identisch.

Schritte

1. Wenn Sie nur ein Netzteil ersetzen, missen Sie das Gerat nicht herunterfahren. Wechseln Sie zum Ziehen
Sie das Netzkabel ab Schritt: Wenn Sie beide Netzteile gleichzeitig ersetzen, gehen Sie folgendermalien
vor, bevor Sie die Netzkabel abziehen:

a. Stellen Sie das Gerat in den Wartungsmodus.
b. Schalten Sie das Gerat aus.

2. [[Trenne den Netzstecker_Power_cordel, Start=2]]] Trennen Sie das Netzkabel von jedem zu ersetzenden
Netzteil.

3. Den Nockengriff an der ersten zu ersetzenden Versorgung anheben.

4. Drucken Sie auf den blauen Riegel, und ziehen Sie das Netzteil heraus.
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5. Schieben Sie das Ersatznetzteil mit der blauen Verriegelung nach rechts in das Gehause.
(D Beide Netzteile missen das gleiche Modell und die gleiche Wattzahl haben.

Stellen Sie sicher, dass sich die blaue Verriegelung auf der rechten Seite befindet, wenn Sie die
Ersatzeinheit einschieben.

6. Dricken Sie den Nockengriff nach unten, um die Ersatzstromversorgung zu sichern.

7. Wenn Sie beide Netzteile austauschen, wiederholen Sie die Schritte 2 bis 6, um das zweite Netzteil
auszutauschen.

8. SchliefRen Sie die Stromkabel an die ersetzten Gerate an, und wenden Sie Strom an.

9. Wenn Sie das Gerat in den Wartungsmodus versetzt haben, beenden Sie den Wartungsmodus. Wahlen
Sie im Installationsprogramm der StorageGRID-Appliance die Option Erweitert Controller neu starten
und wahlen Sie dann Neustart in StorageGRID aus.

Ersetzen Sie den Lufter in der Service-Appliance

Die Service-Appliance verfugt uber acht Lufter. Wenn einer der Lufter ausfallt, missen
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Sie ihn so schnell wie moglich austauschen, um sicherzustellen, dass das Gerat
ordnungsgemal gekuhlt wird.

Was Sie benétigen
« Sie haben den Ersatzllfter ausgepackt.

* Das ist schon Das Gerat befindet sich physisch.
 Sie haben bestatigt, dass die anderen Lufter installiert sind und ausgefihrt werden.

* Das ist schon Das Gerat in den Wartungsmodus versetzt.

Uber diese Aufgabe
Auf den Gerateknoten kann nicht zugegriffen werden, wenn Sie den Lifter austauschen.

Das Foto zeigt einen Ventilator fur die Service Appliance. Die Kuhllifter sind zuganglich, nachdem Sie die
obere Abdeckung aus dem Gerat nehmen.

(D Jede der beiden Netzteile enthalt zudem einen Lufter. Diese Lifter sind in diesem Verfahren
nicht enthalten.

Schritte
1. Wenn das Gerat in den Wartungsmodus versetzt wurde, fahren Sie das Gerat herunter.

a. Melden Sie sich beim Grid-Node an:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
i. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

Iv. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

b. Schalten Sie das Service-Gerat aus:
shutdown -h now

2. VVerwenden Sie eine von zwei Methoden, um zu Uberprifen, ob die Stromversorgung fir die Service-
Appliance ausgeschaltet ist:

> Die Betriebsanzeige-LED an der Vorderseite des Gerats ist aus.
> Die Seite Power Control der BMC-Schnittstelle zeigt an, dass das Gerat ausgeschaltet ist.
3. Ziehen Sie das Gerat aus dem Rack.

4. Heben Sie die Verriegelung an der oberen Abdeckung an, und entfernen Sie die Abdeckung vom Gerat.
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5. Suchen Sie den Lifter, der ausgefallen ist.

7. Schieben Sie den Ersatzllfter in den offenen Steckplatz des Gehauses.

FUhren Sie die Kante des Lifters mit dem Fihrungsstift nach oben. Der Stift ist im Foto eingekreist.

8. Dricken Sie den Liifteranschluss fest in die Leiterplatte.
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9. Setzen Sie die obere Abdeckung wieder auf das Gerat, und driicken Sie die Verriegelung nach unten, um
die Abdeckung zu sichern.

10. Schalten Sie das Geréat ein, und Uberwachen Sie die Controller-LEDs und die Boot-Codes.
Verwenden Sie die BMC-Schnittstelle, um den Boot-up-Status zu Gberwachen.

11. Vergewissern Sie sich, dass der Appliance-Node im Grid Manager angezeigt wird und keine Meldungen
angezeigt werden.

Ersetzen Sie das Laufwerk in der Services Appliance

Die SSDs in der Services-Appliance enthalten das Betriebssystem StorageGRID. Wenn
die Appliance als Admin-Node konfiguriert ist, enthalten die SSDs aul3erdem
Prafprotokolle, Kennzahlen und Datenbanktabellen. Die Laufwerke werden aus
Redundanzgrunden mithilfe von RAID1 gespiegelt. Wenn eines der Laufwerke ausfallt,
mussen Sie es so schnell wie mdglich ersetzen, um Redundanz sicherzustellen.

Was Sie bendtigen

* Das ist schon Das Gerat befindet sich physisch.

+ Sie haben Uberprift, welches Laufwerk ausgefallen ist, indem Sie die linke LED gelb blinken.

Wenn Sie das Arbeitslaufwerk entfernen, wird der Appliance-Node heruntergefahren.
Informationen zur Anzeige von Statusanzeigen zur Uberpriifung des Fehlers finden Sie
unter.

» Sie haben das Ersatzlaufwerk erhalten.

« Sie haben einen angemessenen ESD-Schutz erhalten.

Schritte
1. Stellen Sie sicher, dass die linke LED des Laufwerks gelb blinkt.

Sie kénnen den Status der SSDs auch mit Grid Manager tberwachen. Wahlen Sie KNOTEN. Wahlen Sie
anschlielfend aus Appliance Node Hardware. Wenn ein Laufwerk ausgefallen ist, enthalt das Feld
Speicher-RAID-Modus eine Meldung darlber, welches Laufwerk ausgefallen ist.

2. Wickeln Sie das Gurt-Ende des ESD-Armbands um lhr Handgelenk, und befestigen Sie das Clip-Ende auf
einer Metallmasse, um eine statische Entladung zu verhindern.

3. Packen Sie das Ersatzlaufwerk aus und legen Sie es in der Nahe des Gerats auf eine statische, Ebene
Flache.
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Alle Verpackungsmaterialien speichern.

4. Dricken Sie die Entriegelungstaste am ausgefallenen Laufwerk.

I Press tha
redease button

Attertlion: Ensurne
that the ray handie=
ie fulty apen before
= you altempl o slide
li. Piace the drive on a L drive oul

static-free, level surface.
Der Griff an den Antriebsfedern 6ffnet sich teilweise, und das Laufwerk [6st sich aus dem Schlitz.

5. Offnen Sie den Griff, schieben Sie das Laufwerk heraus und legen Sie es auf eine statisch freie, Ebene
Oberflache.

6. Driicken Sie die Entriegelungstaste am Ersatzlaufwerk, bevor Sie es in den Laufwerkschacht einsetzen.

Die Verriegelungsfedern 6ffnen sich.

ii. Cloze the drive ray handlea
Wote: Do not use excessive force
while closing the bandia.

7. Setzen Sie das Ersatzlaufwerk in den Steckplatz ein, und schlie®en Sie dann den Laufwerkgriff.
@ Beim SchlieRen des Griffs keine ibermaRige Kraft verwenden.

Wenn das Laufwerk vollstandig eingesetzt ist, horen Sie einen Kilick.
Das Laufwerk wird automatisch mit gespiegelten Daten aus dem Arbeitslaufwerk neu aufgebaut. Sie
kénnen den Status der Neuerstellung mithilfe des Grid Manager Uberprifen. Wahlen Sie KNOTEN.

Wahlen Sie anschlieRend aus Appliance Node Hardware. Das Feld Speicher-RAID-Modus enthélt eine
Meldung ,reBuilding®, bis das Laufwerk komplett neu aufgebaut ist.

8. Wenden Sie sich an den technischen Support, um das Laufwerk auszutauschen.

Der technische Support enthalt Anweisungen zum Zuriicksenden des ausgefallenen Laufwerks.

Andern der Link-Konfiguration der Services Appliance

Sie kdnnen die Ethernet-Link-Konfiguration der Services Appliance andern. Sie kdnnen
den Port Bond-Modus, den Netzwerk-Bond-Modus und die Verbindungsgeschwindigkeit
andern.

Was Sie bendtigen
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* Das ist schon Das Gerat in den Wartungsmodus versetzt.

@ In seltenen Fallen kann es vorkommen, dass eine StorageGRID Appliance in den
Wartungsmodus versetzt wird, damit die Appliance fir den Remote-Zugriff nicht verfigbar ist.

Uber diese Aufgabe
Die Ethernet Link-Konfiguration der Services Appliance kann wie folgt gedndert werden:

+ Andern des Port Bond Modus von Fixed zu Aggregate oder von Aggregat zu Fixed
+ Andern des Netzwerk-Bond-Modus von Active-Backup zu LACP oder von LACP zu Active-Backup
« Aktivieren oder Deaktivieren von VLAN-Tagging oder Andern des Werts einer VLAN-Tag-Nummer

+ Andern der Verbindungsgeschwindigkeit

Schritte

1. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Netzwerke konfigurieren
Link-Konfiguration aus.

NetApp® StorageGRID® Appliance Installer

Home Configure Networking « Configure Hardware - Monitor Installation Advanced ~

Link Configuration
Home IP Configuration
Remap Ports
Fing Test

B Review the settings below, and then click Start Installation.
Port Connectivity Test (nmap)

i) Th{

2. Nehmen Sie die gewiinschten Anderungen an der Verbindungskonfiguration vor.
Weitere Informationen zu den Optionen finden Sie unter Netzwerkverbindungen konfigurieren.

3. Wenn Sie mit Ihrer Auswahl zufrieden sind, klicken Sie auf Speichern.

Wenn Sie Anderungen am Netzwerk oder an der Verbindung vorgenommen haben, iiber die
Sie verbunden sind, kdnnen Sie die Verbindung verlieren. Wenn Sie nicht innerhalb einer
Minute eine erneute Verbindung hergestellt haben, geben Sie die URL fir das

@ Installationsprogramm von StorageGRID-Geréaten erneut ein. Verwenden Sie dazu eine der
anderen IP-Adressen, die der Appliance zugewiesen sind:
https://services_appliance IP:8443

4. Nehmen Sie alle erforderlichen Anderungen an den IP-Adressen der Appliance vor.

Wenn Sie Anderungen an den VLAN-Einstellungen vorgenommen haben, hat sich das Subnetz fiir die
Appliance moglicherweise geéandert. Informationen zum Andern der IP-Adressen fiir die Appliance finden
Sie unter Konfigurieren Sie StorageGRID-IP-Adressen.

5. Wahlen Sie im Menl * Netzwerk konfigurieren* Ping Test aus.

6. Verwenden Sie das Ping-Test-Tool, um die Verbindung zu IP-Adressen in Netzwerken zu prifen, die
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moglicherweise von den Anderungen der Verbindungskonfiguration betroffen sind, die Sie bei der
Konfiguration der Appliance vorgenommen haben.

Zusatzlich zu allen anderen Tests, die Sie durchfihren mdchten, bestatigen Sie, dass Sie die Grid Network
IP-Adresse des primaren Admin-Knotens und die Grid-Netzwerk-IP-Adresse von mindestens einem
anderen Knoten pingen konnen. Gehen Sie gegebenenfalls zu den Anweisungen fir die Konfiguration von
Netzwerkverbindungen zurlick, und beheben Sie etwaige Probleme.

. Sobald Sie zufrieden sind, dass die Anderungen an der Link-Konfiguration funktionieren, booten Sie den
Node neu. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Erweitert
Controller neu starten aus, und wahlen Sie dann eine der folgenden Optionen aus:

o Wahlen Sie Neustart in StorageGRID aus, um den Controller neu zu starten, wobei der Knoten wieder
in das Raster integriert wird. Wahlen Sie diese Option, wenn Sie im Wartungsmodus ausgefihrt
werden und den Node in den normalen Betrieb zurtickkehren méchten.

o Wahlen Sie Neustart im Wartungsmodus aus, um den Controller neu zu starten, wobei der Knoten
noch im Wartungsmodus bleibt. (Diese Option ist nur verfigbar, wenn sich der Controller im
Wartungsmodus befindet.) Wahlen Sie diese Option aus, wenn weitere Wartungsmalfnahmen
erforderlich sind, die Sie auf dem Node durchfiihren missen, bevor Sie das Raster neu beitreten.

NetApp® StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advancad -

RAID Mode
Reboot Controller |Upgrade Firmware
Reguest a controller reboot. [ Reboot Controller 1

(| | ———

Die Appliance kann bis zu 20 Minuten dauern, bis sie neu gestartet und wieder in das Grid eingesetzt
wird. Um zu Uberprifen, ob das Neubooten abgeschlossen ist und dass der Node wieder dem Grid
beigetreten ist, gehen Sie zuriick zum Grid Manager. Auf der Seite NODES sollte ein normaler Status
(kein Symbol) fir den Appliance-Knoten angezeigt werden, was darauf hinweist, dass keine Alarme
aktiv sind und der Knoten mit dem Raster verbunden ist.
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= N NetApp | StorageGRID Grid Manager earch by page title Q @-v ZRootv

DASHBOARD

ALERTS v

. o0c

TENANTS N
View the list and status of sites and grid nodes.

LM

Q Total node count: 14
CONFIGURATION "
Name = Type = Objectdataused €@ =  Object metadataused @ = CPUusage @ =
MAINTENANCE
SUPPORT StorageGRID Deployment Grid 0% 0%
Data Center 1 Site 0% 0%
DC1-ADM1 Primary Admin Node 5%
DC1-ARCL Archive Node 4%
DC1-G1 Gateway Node 2%
DC1-51 Storage Node 0% 0% 12%
DC1-52 Storage Node 0% 0% 10%

T T S L R T T T

MTU-Einstellung andern

Sie konnen die MTU-Einstellung andern, die Sie beim Konfigurieren von IP-Adressen fur
den Appliance-Node zugewiesen haben.

Uber diese Aufgabe

@ Der MTU-Wert des Netzwerks muss mit dem Wert Ubereinstimmen, der auf dem Switch-Port
konfiguriert ist, mit dem der Node verbunden ist. Andernfalls kdnnen Probleme mit der
Netzwerkleistung oder Paketverluste auftreten.

Fir die beste Netzwerkleistung sollten alle Knoten auf ihren Grid Network Interfaces mit

(D ahnlichen MTU-Werten konfiguriert werden. Die Warnung Grid Network MTU mismatch wird
ausgelost, wenn sich die MTU-Einstellungen fur das Grid Network auf einzelnen Knoten
erheblich unterscheiden. Die MTU-Werte missen nicht fiir alle Netzwerktypen identisch sein.

Um die MTU-Einstellung zu andern, ohne den Appliance-Node neu zu booten, VVerwenden Sie das Werkzeug
IP andern.

Wenn das Client- oder Admin-Netzwerk wahrend der ersten Installation nicht im Installationsprogramm der
StorageGRID-Appliance konfiguriert wurde, Andern Sie die MTU-Einstellung im Wartungsmodus.

Andern Sie die MTU-Einstellung mit dem Tool IP &ndern

Was Sie bendtigen

* Sie haben die Passwords . txt Datei zum Verwenden des Tools zum Andern der IP-Adresse.
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Schritte

Greifen Sie auf das Change IP-Tool zu und aktualisieren Sie die MTU-Einstellungen, wie in beschrieben
Andern der Node-Netzwerkkonfiguration.

Andern Sie die MTU-Einstellung im Wartungsmodus

Andern Sie die MTU-Einstellung unter Verwendung des Wartungsmodus, wenn Sie mit dem Tool IP &ndern
nicht auf diese Einstellungen zugreifen kdnnen.

Was Sie bendtigen
* Das ist schon Das Gerat in den Wartungsmodus versetzt.

Schritte

1. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Netzwerke konfigurieren
IP-Konfiguration aus.

2. Nehmen Sie die gewiinschten Anderungen an den MTU-Einstellungen fir Grid Network, Admin Network
und Client Network vor.
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Grid Network

The Grid Metwork is used for all internal StorageGRID traffic. The Grid Metwark provides connectivity
between all nodes in the grid, across all sites and subnets. All hosts on the Grid Network must be able to
talk to all ather hosts. The Gnd Metwork can consist of multiple subnets. Metworks containing critical grid
senices, such as NTP, can also be added as Gnd subnets

P ® Static (O BHCP
Assignment
|Pvd Address 17216.3.72/21
(CIDR)
Gateway 1721601

A All required Grid Network subnets must also be defined in the Grid Metwork Subnet List on the
Primary Admin Node before starting installation

Subnets 172.18.0.0/21 ®
(CIDR}
172.18.0.0/21 b 4
192.168.0.0/21 + %
MTU 1500 kB

3. Wenn Sie mit den Einstellungen zufrieden sind, wahlen Sie Speichern.

4. Booten Sie den Node neu. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option
Erweitert Controller neu starten aus, und wahlen Sie dann eine der folgenden Optionen aus:

o Wahlen Sie Neustart in StorageGRID aus, um den Controller neu zu starten, wobei der Knoten wieder
in das Raster integriert wird. Wahlen Sie diese Option, wenn Sie im Wartungsmodus ausgefihrt
werden und den Node in den normalen Betrieb zurtickkehren méchten.

o Wahlen Sie Neustart im Wartungsmodus aus, um den Controller neu zu starten, wobei der Knoten
noch im Wartungsmodus bleibt. (Diese Option ist nur verfigbar, wenn sich der Controller im
Wartungsmodus befindet.) Wahlen Sie diese Option aus, wenn weitere Wartungsmalfnahmen
erforderlich sind, die Sie auf dem Node durchfiihren missen, bevor Sie das Raster neu beitreten.
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NetApp® StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advancad -

RAID Mode

Reboot Controller UUpgrade Firmware

Fequest a controller reboot.

Reboot Controller

Die Appliance kann bis zu 20 Minuten dauern, bis sie neu gestartet und wieder in das Grid eingesetzt
wird. Um zu Uberprifen, ob das Neubooten abgeschlossen ist und dass der Node wieder dem Grid
beigetreten ist, gehen Sie zurlick zum Grid Manager. Auf der Seite NODES sollte ein normaler Status
(kein Symbol) fir den Appliance-Knoten angezeigt werden, was darauf hinweist, dass keine Alarme
aktiv sind und der Knoten mit dem Raster verbunden ist.

= WM NetApp | StorageGRID Grid Manager Q @v ARootv

DASHBOARD
ALERTS
o NOdes
NODES
|
TENANTS . N
View the list and status of sites and grid nodes.
ILM
0\ Total node count: 14
CONFIGURATION n
Name = Type = Objectdataused €@ %  Object metadataused @ 2 CPUusage @ =
MAINTENANCE
SUPPORT StorageGRID Deployment Grid 0% 0%
Data Center 1 Site 0% 0%

DC1-ADM1 Primary Admin Node 5%

DC1-ARCL Archive Node 4%

DC1-G1 Gateway Node 2%

DC1-S1 Storage Node 0% 0% 12%

DC1-52 Storage Node 0% 0% 10%

L S U e T SRR NP

Verwandte Informationen
StorageGRID verwalten

Uberpriifen Sie die DNS-Server-Konfiguration

Sie kdnnen die DNS-Server (Domain Name System), die derzeit von diesem Appliance-
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Node verwendet werden, Uberprufen und voribergehend andern.

Was Sie bendtigen
* Das ist schon Das Gerat in den Wartungsmodus versetzt.

Uber diese Aufgabe

Méglicherweise mussen Sie die DNS-Servereinstellungen andern, wenn eine verschlisselte Appliance sich
nicht mit dem Verschliisselungsmanagement-Server (KMS) oder dem KMS-Cluster verbinden kann, da der
Hostname des KMS als Doménenname anstelle einer IP-Adresse angegeben wurde. Alle Anderungen, die Sie
an den DNS-Einstellungen fiir die Appliance vornehmen, sind temporér und gehen verloren, wenn Sie den
Wartungsmodus verlassen. Um diese Anderungen dauerhaft zu machen, geben Sie die DNS-Server im Grid
Manager an (MAINTENANCE Network DNS-Server).

+ Temporare Anderungen an der DNS-Konfiguration sind nur fiir Node-verschliisselte Appliances
erforderlich, bei denen der KMS-Server mithilfe eines vollstandig qualifizierten Domanennamens anstelle
einer IP-Adresse fir den Hostnamen definiert wird.

* Wenn eine Node-verschlisselte Appliance Gber einen Doméanennamen eine Verbindung zu einem KMS
herstellt, muss sie eine Verbindung zu einem der fiir das Grid definierten DNS-Server herstellen. Einer
dieser DNS-Server Ubersetzt dann den Domain-Namen in eine |IP-Adresse.

* Wenn der Node keinen DNS-Server fiir das Grid erreichen kann oder wenn die DNS-Einstellungen fir das
gesamte Grid geandert wurden, wenn ein Node-verschlisselter Appliance-Node offline war, kann der Node
keine Verbindung mit dem KMS herstellen. Verschlisselte Daten auf der Appliance kénnen erst
entschlisselt werden, wenn das DNS-Problem behoben ist.

Um ein DNS-Problem zu beheben, das die KMS-Verbindung verhindert, geben Sie die IP-Adresse eines oder
mehrerer DNS-Server im Installationsprogramm der StorageGRID Appliance an. Diese temporaren DNS-
Einstellungen ermdglichen es der Appliance, eine Verbindung zum KMS herzustellen und Daten auf dem
Knoten zu entschlisseln.

Wenn sich beispielsweise der DNS-Server fiur das Grid andert, wahrend ein verschlisselter Node offline war,
kann der Node nach seinem Wechsel wieder online den KMS nicht erreichen, da er weiterhin die vorherigen
DNS-Werte verwendet. Durch Eingabe der neuen IP-Adresse des DNS-Servers im StorageGRID-Appliance-
Installationsprogramm kann eine temporare KMS-Verbindung die Knotendaten entschlisseln.

Schritte

1. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Netzwerke konfigurieren
DNS-Konfiguration aus.

2. Vergewissern Sie sich, dass die angegebenen DNS-Server richtig sind.
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DNS Servers

A\ Configuration changes made on this page will not be passed to the StorageGRID software after appliance installation.

Servers
Server 1 10.224.223135 x

Server 2 10.224.223 136 +x

]

3. Andern Sie bei Bedarf die DNS-Server.

@ Anderungen an den DNS-Einstellungen erfolgen temporér und gehen verloren, wenn Sie
den Wartungsmodus beenden.

4. Wenn Sie mit den temporaren DNS-Einstellungen zufrieden sind, wahlen Sie Speichern.

Der Knoten verwendet die auf dieser Seite angegebenen DNS-Servereinstellungen, um eine Verbindung
mit dem KMS herzustellen, sodass die Daten auf dem Knoten entschliisselt werden kbnnen.

5. Nachdem die Node-Daten entschlisselt wurden, booten Sie den Node neu. Wahlen Sie im
Installationsprogramm der StorageGRID-Appliance die Option Erweitert Controller neu starten aus, und
wahlen Sie dann eine der folgenden Optionen aus:

o Wahlen Sie Neustart in StorageGRID aus, um den Controller neu zu starten, wobei der Knoten wieder
in das Raster integriert wird. Wahlen Sie diese Option, wenn Sie im Wartungsmodus ausgefihrt
werden und den Node in den normalen Betrieb zuriickkehren moéchten.

o Wahlen Sie Neustart im Wartungsmodus aus, um den Controller neu zu starten, wobei der Knoten
noch im Wartungsmodus bleibt. (Diese Option ist nur verfiigbar, wenn sich der Controller im
Wartungsmodus befindet.) Wahlen Sie diese Option aus, wenn weitere Wartungsmalfnahmen
erforderlich sind, die Sie auf dem Node durchfiihren missen, bevor Sie das Raster neu beitreten.

NetApp" StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advancad -

RAID Mode

Reboot Controller Upgrade Firmware

Fequest a controller reboot. Reboot Controller '

| | ———
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Wenn der Node neu gebootet und neu in das Grid wechselt, werden die im Grid
Manager aufgefiihrten systemweiten DNS-Server verwendet. Nach dem erneuten Beitritt

@ zum Grid verwendet die Appliance nicht mehr die im StorageGRID Appliance Installer
angegebenen temporaren DNS-Server, wahrend sich die Appliance im Wartungsmodus
befand.

Die Appliance kann bis zu 20 Minuten dauern, bis sie neu gestartet und wieder in das Grid eingesetzt
wird. Um zu Uberprifen, ob das Neubooten abgeschlossen ist und dass der Node wieder dem Grid
beigetreten ist, gehen Sie zurlick zum Grid Manager. Auf der Seite NODES sollte ein normaler Status
(kein Symbol) fur den Appliance-Knoten angezeigt werden, was darauf hinweist, dass keine Alarme
aktiv sind und der Knoten mit dem Raster verbunden ist.

= N NetApp | StorageGRID Grid Manager earch by page itk Q @v ARootv
DASHBOARD

ALERTS v

Nodes

TENANTS . )
View the list and status of sites and grid nodes.

ILM

o\ Total node count: 14
CONFIGURATION -
Name 3 Type = Object dataused @ = Object metadataused @ = CPUusage @ =
MAINTENANCE
SUPPORT StorageGRID Deployment Grid 0% 0%
Data Center 1 Site 0% 0%
DC1-ADM1 Primary Admin Node 5%
DCI1-ARCL Archive Node 4%
DC1-G1 Gateway Node 2%
DC1-51 Storage Node 0% 0% 12%
DC1-52 Storage Node 0% 0% 10%

e o ai s T T T T T

Uberwachung der Node-Verschliisselung im
Wartungsmodus (SG100 und SG1000)

Wenn Sie wahrend der Installation die Node-Verschlusselung fur die Appliance aktiviert
haben, kdnnen Sie den VerschlUsselungsstatus aller Appliance-Nodes Uberwachen,
einschliel3lich Details zur Node-Verschlusselung und zum Key Management Server
(KMS).

Was Sie bendtigen

« Wahrend der Installation aktiviert Sie die Node-Verschlisselung fur die Appliance. Nach der Installation der
Appliance kdnnen Sie die Node-Verschliisselung nicht aktivieren.

* Das ist schon Das Gerat in den Wartungsmodus versetzt.

Schritte
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1. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Hardware konfigurieren
Node-Verschliisselung.

Node Encryption

Node encryption allows you to use an external key management server (KMS) to encrypt all StorageGRID data on this appliance. If node encryption is enabled for
the appliance and a KMS is configurad for the site, you cannot access any data on the appliance unless the appliance can communicate with the KMS.

Encryption Status

A\ You can only enable node encryption for an appliance during installation. You cannot enable or disable the node encryption setting after the appliance is installed

Enable node encryption 7]

Key Management Server Details

View the status and configuration details for the KMS that manages the encryption key for this appliance. You must use the Grid Manager to make configuration

changes.
KMS display name thales
Extarnal key UID 41b0306abcced51facfcel1b1b4870ae1c1ecbbd523849d790223766baf35chT
Hostnames 10.96.99.164
10.96.99.165
Port 5695
Server certificate >
Client certificate >

Clear KMS Key
A Do not clear the KMS key if you need to access or preserve any data on this appliance

If you want to reinstall this appliance node {for example, in another grid), you must clear the KMS key. When the KMS key is cleared, all data on this appliance is
deleted.

Clear KMS Key and Delete Data

Die Seite Node Encryption enthalt drei Abschnitte:

o Der Verschlisselungsstatus gibt an, ob die Node-Verschllsselung fir die Appliance aktiviert oder
deaktiviert ist.

> Details des Schliisselmanagementservers zeigen Informationen Gber den KMS an, der zur
Verschllisselung der Appliance verwendet wird. Sie kdnnen die Abschnitte Server- und Clientzertifikat
erweitern, um Zertifikatdetails und -Status anzuzeigen.

= Um Probleme mit den Zertifikaten selbst zu 16sen, wie z. B. die Verlangerung abgelaufener
Zertifikate, siehe Anweisungen zur Konfiguration von KMS.

= Wenn bei der Verbindung zu KMS-Hosts unerwartete Probleme auftreten, Gberprifen Sie, ob der
Die DNS-Server (Domain Name System) sind richtig Und das Appliance-Netzwerk wurde
ordnungsgemalfd konfiguriert.

= Wenden Sie sich an den technischen Support, wenn Sie Ihre Zertifikatsprobleme nicht I6sen
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kdnnen.

o Der klare KMS-Schlissel deaktiviert die Node-Verschlisselung fir die Appliance, entfernt die
Zuordnung zwischen der Appliance und dem fir den StorageGRID-Standort konfigurierten
Schlisselmanagementserver und I6scht alle Daten von der Appliance. Unbedingt Loschen Sie den
KMS-Schlussel Bevor Sie die Appliance in ein anderes StorageGRID-System installieren kdnnen.

Durch das Léschen der KMS-Konfiguration werden Daten von der Appliance geldscht,
sodass dauerhaft kein Zugriff darauf besteht. Diese Daten kénnen nicht
wiederhergestellt werden.

2. Wenn Sie den Status der Node-Verschlisselung Uberprifen, booten Sie den Node neu. Wahlen Sie im
Installationsprogramm der StorageGRID-Appliance die Option Erweitert Controller neu starten aus, und
wahlen Sie dann eine der folgenden Optionen aus:

o Wahlen Sie Neustart in StorageGRID aus, um den Controller neu zu starten, wobei der Knoten wieder
in das Raster integriert wird. Wahlen Sie diese Option, wenn Sie im Wartungsmodus ausgefihrt
werden und den Node in den normalen Betrieb zurtickkehren méchten.

o Wahlen Sie Neustart im Wartungsmodus aus, um den Controller neu zu starten, wobei der Knoten
noch im Wartungsmodus bleibt. (Diese Option ist nur verfigbar, wenn sich der Controller im
Wartungsmodus befindet.) Wahlen Sie diese Option aus, wenn zusatzliche Wartungsmalnahmen
erforderlich sind, die Sie auf dem Node durchfihren missen, bevor er wieder in das Raster einsteigen
kann.

NetApp” SterageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advancad -

RAID Mode
Reboot Controller UUpgrade Firmware
Fequest a controller reboot. [ Reboot Controfler |

| | ———

Die Appliance kann bis zu 20 Minuten dauern, bis sie neu gestartet und wieder in das Grid eingesetzt
wird. Um zu Uberprifen, ob das Neubooten abgeschlossen ist und dass der Node wieder dem Grid
beigetreten ist, gehen Sie zurlick zum Grid Manager. Auf der Seite NODES sollte ein normaler Status
(kein Symbol) fir den Appliance-Knoten angezeigt werden, was darauf hinweist, dass keine Alarme
aktiv sind und der Knoten mit dem Raster verbunden ist.
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= N NetApp | StorageGRID Grid Manager earch by page title Q @-v ZRootv

DASHBOARD

ALERTS v

Nodes

TENANTS N
View the list and status of sites and grid nodes.

LM

Q Total node count: 14
CONFIGURATION "
Name = Type = Objectdataused €@ =  Object metadataused @ = CPUusage @ =
MAINTENANCE
SUPPORT StorageGRID Deployment Grid 0% 0%
Data Center 1 Site 0% 0%
DC1-ADM1 Primary Admin Node 5%
DC1-ARCL Archive Node 4%
DC1-G1 Gateway Node 2%
DC1-51 Storage Node 0% 0% 12%
DC1-52 Storage Node 0% 0% 10%

T T S L R T T T

Verwandte Informationen

StorageGRID verwalten

Die Konfiguration des Verschlusselungsmanagement-
Servers loschen

Durch Loschen der KMS-Konfiguration (Key Management Server) wird die Node-
Verschlisselung auf der Appliance deaktiviert. Nach dem Léschen der KMS-
Konfiguration werden die Daten auf der Appliance dauerhaft geléscht und sind nicht mehr
zuganglich. Diese Daten konnen nicht wiederhergestellt werden.

Was Sie benétigen

Wenn Daten auf der Appliance aufbewahrt werden missen, missen Sie einen Node auller Betrieb nehmen
oder den Node klonen, bevor Sie die KMS-Konfiguration 16schen.

@ Wenn KMS gel6scht wird, werden die Daten auf der Appliance dauerhaft geléscht und sind nicht
mehr zuganglich. Diese Daten kdnnen nicht wiederhergestellt werden.

Bauen Sie den Node aus Um beliebige Daten zu anderen Nodes im Grid zu verschieben.

Uber diese Aufgabe

Beim Loschen der Appliance-KMS-Konfiguration wird die Node-Verschlisselung deaktiviert, wodurch die
Zuordnung zwischen dem Appliance-Node und der KMS-Konfiguration fir den StorageGRID-Standort entfernt
wird. Die Daten auf dem Gerat werden geldscht und das Gerat wird im Installationszustand zurtickgelassen.
Dieser Vorgang kann nicht rickgangig gemacht werden.
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Sie mussen die KMS-Konfiguration I6schen:

» Bevor Sie die Appliance in einem anderen StorageGRID-System installieren kénnen, wird kein KMS
verwendet oder ein anderer KMS verwendet.

@ Léschen Sie die KMS-Konfiguration nicht, wenn Sie eine Neuinstallation eines Appliance-
Node in einem StorageGRID-System planen, das denselben KMS-Schliissel verwendet.

» Bevor Sie einen Node wiederherstellen und neu installieren kénnen, bei dem die KMS-Konfiguration
verloren ging und der KMS-Schlissel nicht wiederhergestellt werden kann.

* Bevor Sie ein Gerat zurlickgeben, das zuvor an Ihrem Standort verwendet wurde.

* Nach der Stilllegung einer Appliance, fur die die Node-Verschlisselung aktiviert war.

Die Appliance muss vor dem Léschen von KMS deaktiviert werden, um ihre Daten auf andere

@ Nodes im StorageGRID System zu verschieben. Das Léschen von KMS vor der Deaktivierung
der Appliance fihrt zu Datenverlusten und kann dazu flihren, dass die Appliance
funktionsunfahig bleibt.

Schritte

1. Offnen Sie einen Browser, und geben Sie eine der IP-Adressen fiir den Computing-Controller der
Appliance ein.

https://Controller IP:8443

Controller IP DielP-Adresse des Compute-Controllers (nicht des Storage-Controllers) in einem der
drei StorageGRID-Netzwerke.

Die Startseite des StorageGRID-Appliance-Installationsprogramms wird angezeigt.

2. Wahlen Sie Hardware Konfigurieren Node-Verschliisselung.
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MNode Encryption

MNode encryption allows you to use an external key management server (KMS) to encrypt all StorageGRID data on this appliance. If node encryption is enabled for
the appliance and a KMS is configured for the site, you cannot access any data on the appliance unless the appliance can communicate with the KMS.

Encryption Status

A\ You can only enable node encryption for an appliance during installation. You cannot enable or disable the node encryption setting after the appliance is installed

Enable node encryption 4]

Key Management Server Details

View the status and configuration details for the KMS that manages the encryption key for this appliance. You must use the Grid Manager to make configuration

changes.
KMS display name thales
External key UID 41b0306abcceds1facfcelilb1b4870ae1c1ectbd5e3849d790223766baf3bch7?
Hostnames 10.96.99 164
10.96.99.165
Part 5696
Server certificate >
Client certificate >

Clear KMS Key
A Do not clear the KMS key if you need to access or preserve any data on this appliance

If you want to reinstall this appliance node {for example, in another grid), you must clear the KMS key. When the KMS key is cleared, all data on this appliance is
deleted.

Clear KMS Key and Delete Data

CD Wenn die KMS-Konfiguration geléscht wird, werden die Daten auf der Appliance dauerhaft
geldscht. Diese Daten kénnen nicht wiederhergestellt werden.
3. Wahlen Sie unten im Fenster KMS-Schlussel 16schen und Daten I6schen.

4. Wenn Sie sicher sind, dass Sie die KMS-Konfiguration 16schen méchten, geben Sie + ein clear + und
wahlen Sie KMS-Schliissel I16schen und Daten loschen.
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A Warning

Confirm Clear KMS Key and Delete All Node Diata
Clearing the KMS key:

= Deletes KMS encryption key from the node
= Deletes all data on the node
= Heboots the appliance

If you are sure you want to clear the KMS key and delete all node data, type 'clear’ in the text
box. Then, select Clear KMS Key and Delete Data.

[clear _i

i 05 Koy nd okt e

Der KMS-Schlissel und alle Daten werden vom Node geldscht und die Appliance wird neu gebootet. Dies
kann bis zu 20 Minuten dauern.

5. Offnen Sie einen Browser, und geben Sie eine der IP-Adressen fiir den Computing-Controller der
Appliance ein.
https://Controller IP:8443

Controller IP Die|P-Adresse des Compute-Controllers (nicht des Storage-Controllers) in einem der
drei StorageGRID-Netzwerke.

Die Startseite des StorageGRID-Appliance-Installationsprogramms wird angezeigt.

6. Wahlen Sie Hardware Konfigurieren Node-Verschliisselung.

7. Vergewissern Sie sich, dass die Knotenverschliusselung deaktiviert ist und dass die Schlissel- und
Zertifikatinformationen in Key Management Server Details und die Kontrolle KMS-Schliissel 16schen
und Daten 16schen aus dem Fenster entfernt werden.

Die Node-Verschlisselung kann auf der Appliance erst wieder aktiviert werden, wenn sie in einem Grid
neu installiert wird.

Nachdem Sie fertig sind

Nachdem die Appliance neu gebootet wurde und Sie Uberprift haben, dass der KMS geléscht wurde und sich
die Appliance im Installationszustand befindet, kdnnen Sie die Appliance physisch aus dem StorageGRID
System entfernen. Siehe Anweisungen zur Vorbereitung des Gerats flur die Neuinstallation.

Verwandte Informationen
StorageGRID verwalten
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