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Appliance-Hardware installieren

Schnellstart fur die Hardwareinstallation

Fuhren Sie diese grundlegenden Schritte aus, um eine StorageGRID Appliance zu
installieren und einzurichten und als Node in Ihrem StorageGRID System zu
implementieren.

o Installation vorbereiten

1.

N~ o g A~ W N

Automatisieren Sie zusammen mit Ihrem NetApp Professional Services Berater die Installation und
Konfiguration. Siehe "Automatisierung der Appliance-Installation und -Konfiguration".

Dieser Schritt ist optional. Durch die Optimierung und Automatisierung von Konfigurationsschritten kénnen
jedoch Zeit eingespart und die Konfiguration mehrerer Appliances konsistent sein.

. "Standort vorbereiten"

. "Packen Sie die Kartons aus"

"Beschaffen Sie sich zusatzliche Gerate und Werkzeuge"

. "Uberprifen Sie die Anforderungen des Webbrowsers"
. "Uberprifen Sie die Appliance-Netzwerkverbindungen"

. "Sammeln Sie Installationsinformationen"

e Hardware installieren

1.
2.

3.

4.

"Hardware registrieren”
In Schrank oder Rack installieren

> "SGF6112"

> "SG6000"

> "SG5700"

> "SG100 und SG1000"
Kabelgerat

> "SGF6112"

> "SG6000"

> "SG5700"

> "SG100 und SG1000"
Stromkabel anschlieen und Strom anschlie3en

> "SGF6112"

> "SG6000"

> "SG5700"

> "SG100 und SG1000"


https://docs.netapp.com/de-de/storagegrid-117/admin/web-browser-requirements.html

5. "Statusanzeigen und -Codes anzeigen"

e Richten Sie die Hardware ein

Wenn Sie mehr als eine Appliance konfigurieren und implementieren, automatisieren Sie mit dem NetApp
ConfigBuilder Tool die folgenden Konfigurations- und Implementierungsschritte. Entsprechende Anleitungen
erhalten Sie von Ihrem NetApp Professional Services Consultant. Siehe "Automatisierung der Appliance-
Installation und -Konfiguration".

1. Konfigurieren Sie StorageGRID-Verbindungen

> "Rufen Sie das Installationsprogramm fir StorageGRID-Appliances auf' Und Gberprifen Sie, ob Sie die
neueste Version verwenden

o "Netzwerkverbindungen konfigurieren"

o "Konfigurieren Sie StorageGRID-IP-Adressen”

o "Netzwerkverbindungen prifen"

o "Uberprifen Sie Netzwerkverbindungen auf Portebene"
2. "Aufrufen und Konfigurieren von SANTtricity System Manager" (SG6000 und SG5700)
3. "Konfigurieren Sie die BMC-Schnittstelle" (SGF6112, SG6000, SG100 UND SG1000)
4. Fihren Sie optionale Einrichtungsschritte durch

o "Aktivieren Sie die Node-Verschlisselung"

o "Andern des RAID-Modus (SG6000 und SG5700)"

o "Netzwerkports neu zuordnen”

e Implementieren des Appliance-Node
Implementieren Sie die Appliance als neuen Node in Ihrem StorageGRID-System.

* "Appliance-Storage-Node implementieren”

* "Implementieren des Services-Appliance-Nodes"

Hardware-Ubersichten

SGF6112 Appliance: Uberblick

Die StorageGRID SGF6112 Appliance wird als Storage-Node in einem StorageGRID
System ausgefuhrt. Die Appliance kann in einer hybriden Grid-Umgebung verwendet
werden, die Appliance Storage Nodes und virtuelle (softwarebasierte) Storage-Nodes
kombiniert.

Die Appliance SGF6112 bietet folgende Funktionen:

* 12 NVMe-SSD-Laufwerke (Nonvolatile Memory Express) mit integrierten Computing- und Storage-
Controllern.

* Integriert die Storage- und Computing-Elemente fiir einen StorageGRID Storage Node.



* Umfasst das Installationsprogramm von StorageGRID Appliance zur Vereinfachung der Bereitstellung und
Konfiguration von Storage-Nodes.

+ Umfasst einen Baseboard Management Controller (BMC) zur Uberwachung und Diagnose der Hardware
im Compute Controller.

* Unterstltzt bis zu vier 10-GbE- oder 25-GbE-Verbindungen mit dem StorageGRID-Grid-Netzwerk und dem
Client-Netzwerk.

Hardwarebeschreibung der SGF6112

Bei der StorageGRID SGF6112 handelt es sich um eine rein Flash-basierte Appliance mit einem kompakten
Design und einem Computing-Controller und einem Storage-Controller, der in ein 1-HE-Chassis integriert ist.
Die Appliance unterstitzt 12 SSD-NVMe-Laufwerke mit einer Speicherkapazitat von bis zu 15.3 TB pro
Laufwerk.

Ausfallsicherer Objekt-Storage

Das SGF6112 wurde mit SSDs in einem RAID konzipiert, das folgende Datensicherungsfunktionen bietet:

* Funktionsfahigkeit nach Ausfall einer einzelnen SSD ohne Beeintrachtigung der Objektverfigbarkeit.

* Funktionsfahigkeit nach Ausfallen mehrerer SSDs mit einer minimalen erforderlichen Reduzierung der
Objektverfugbarkeit (basierend auf dem Design des zugrunde liegenden RAID-Schemas).

» Wahrend der Wartung ist die vollstandige Recovery bei SSD-Ausfallen mdéglich, die keine extremen
Schaden am RAID-Gehause des Root-Volumes des Nodes (des StorageGRID-Betriebssystems) zur Folge
haben.

Hardwarekomponenten der SGF6112

Die Appliance SGF6112 umfasst die folgenden Komponenten:

Komponente Beschreibung

Computing- und Storage-Plattform  Ein Server mit einer Hoheneinheit (1 HE), der Folgendes umfasst:

» Zwei 165-W-Prozessoren mit 2.1/2.6 GHz und 48 Kernen
» 256 GB RAM

» 2 x 1/10 GBase-T-Ports

* 4 x 10/25-GbE-Ethernet-Ports

* 1 x 256 GB internes Startlaufwerk (einschlieBlich StorageGRID-
Software)

» Baseboard Management Controller (BMC) der das Hardware-
Management vereinfacht

« Redundante Netzteile und Lfter

SGF6112-Diagramme

SGF6112 — Vorderansicht

Diese Abbildung zeigt die Vorderseite des SGF6112 ohne Blende. Die Appliance verflgt Gber eine 1-HE-
Computing- und Storage-Plattform mit 12 SSD-Laufwerken.



SGF6112 — Riickansicht

Diese Abbildung zeigt die Ruckseite des SGF6112, einschlieRlich der Ports, Lufter und Netzteile.

Legende
1

Port

Netzwerkanschllisse 1-4

BMC-Management-Port

Diagnose- und Supportports

Admin-Netzwerkport 1

Typ

10/25-GbE, basierend auf
Kabel- oder SFP-Transceiver-
Typ (SFP28- und SFP+-
Module werden untersttitzt),
Switch-Geschwindigkeit und
konfigurierter Link-
Geschwindigkeit.

1 GbE (RJ-45)

* VGA
+ USB
* Micro-USB-Konsolenport

* Micro-SD-
Steckplatzmodul

1/10-GbE (RJ-45)

Admin — Netzwerkanschluss 2 1/10-GbE (RJ-45)

Nutzung

Stellen Sie eine Verbindung
zum Grid-Netzwerk und dem
Client-Netzwerk fur
StorageGRID her.

Stellen Sie eine Verbindung
mit dem Management
Controller der Hauptplatine
des Geréts her.

Nur zur Verwendung durch
technischen Support
reserviert.

SchlieRen Sie die Appliance
an das Admin-Netzwerk fur
StorageGRID an.

Optionen:

* Verbindung mit Admin-
Netzwerk-Port 1 fUr eine
redundante Verbindung
zum Admin-Netzwerk fur
StorageGRID.

» Lassen Sie die
Verbindung getrennt und
fur den vorubergehenden
lokalen Zugriff verfigbar
(IP 169.254.0.1).

* Verwenden Sie wahrend
der Installation Port 2 flr
die IP-Konfiguration, wenn
DHCP-zugewiesene IP-
Adressen nicht verflgbar
sind.



SG6060 und SG6060X Appliances: Uberblick

Die StorageGRID SG6060 und SG6060X Appliances umfassen jeweils einen Computing-
Controller und ein Storage-Controller-Shelf, das zwei Storage Controller und 60
Laufwerke enthalt.

Optional kénnen beide Appliances mit Erweiterungs-Shelfs fiir 60 Laufwerke erganzt werden. Es gibt keine

Spezifikationen oder funktionalen Unterschiede zwischen dem SG6060 und SG6060X, auller der Position der
Interconnect-Ports am Storage Controller.

Komponenten SG6060 und SG6060X

Die SG6060 und SG6060X Appliances umfassen die folgenden Komponenten:

Komponente Beschreibung
Computing-Controller SG6000-CN-Controller, ein 1U-Server (1 Rack-Einheit) mit folgenden
Komponenten:

* 40 Cores (80 Threads)

* 192 GB RAM

* Bis zu 4 x 25 Gbit/s aggregierte Ethernet-Bandbreite
* FC-Interconnect mit 4 x 16 GBit/s

» Baseboard Management Controller (BMC) der das Hardware-
Management vereinfacht

* Redundante Netzteile

Storage Controller Shelf E-Series E2860 Controller-Shelf (Storage-Array), ein 4-HE-Shelf mit
folgenden Komponenten:

« Zwei Controller der E2800 Serie (Duplexkonfiguration) fiir die
Unterstltzung von Storage Controller Failover
> Das SG6060 enthalt E2800A Storage Controller
o Das SG6060X enthalt E2800B Storage Controller

+ Shelf mit finf Einschlben fir Festplatten mit 60 3.5-Zoll-Laufwerken
(2 Solid State-Laufwerke bzw. SSDs und 58 NL-SAS-Laufwerke)

» Redundante Netzteile und Lufter



Komponente

Optional: Storage-Erweiterungs-
Shelfs

Hinweis: Erweiterungseinschiibe
kdnnen bei der ersten
Implementierung installiert oder
spater hinzugefligt werden.

Diagramme SG6060 und SG6060X

Beschreibung
E-Series DE460C Gehause, ein 4-HE-Shelf mit folgenden
Komponenten:

» Zwei Eingangs-/Ausgangsmodule (IOMs)

» Finf Schubladen mit jeweils 12 NL-SAS-Laufwerken fir insgesamt
60 Laufwerke

» Redundante Netzteile und Lifter
Jede SG6060 und SG6060X Appliance kann Uber ein oder zwei

Erweiterungs-Shelfs fur insgesamt 180 Laufwerke verfiigen (zwei dieser
Laufwerke sind fiir den E-Series Lese-Cache reserviert).

Die Fronten des SG6060 und des SG6060X sind identisch.

Vorderansicht des SG6060 oder SG6060X

Diese Abbildung zeigt die Vorderseite des SG6060 oder SG6060X, der einen 1-HE-Computing-Controller und
ein 4-HE-Shelf mit zwei Storage-Controllern und 60 Laufwerken in fiinf Laufwerkseinschiiben umfasst.
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Beschreibung

SG6000-CN Computing Controller mit Frontblende

E2860 Controller-Shelf mit Frontblende (optionales Erweiterungs-Shelf
erscheint identisch)

SG6000-CN Computing Controller mit abnehmbarer Frontblende

E2860 Controller-Shelf mit entfernter Frontblende (optionales
Erweiterungs-Shelf erscheint identisch)




SG6060 — Riickansicht

Diese Abbildung zeigt die Riickseite des SG6060, einschlieRlich der Computing- und Storage-Controller, Lifter
und Netzteile.

Legende Beschreibung

1 Netzteil (1 von 2) fir SG6000-CN Compute Controller

2 Anschlisse flir SG6000-CN Compute Controller

3 Lufter (1 von 2) fir E2860 Controller-Shelf

4 E-Series E2800A Storage-Controller (1 von 2) und Anschlisse
5 Netzteil (1 von 2) fir E2860 Controller-Shelf

S$G6060X — Riickansicht

Diese Abbildung zeigt die Rickseite des SG6060X.



Legende Beschreibung

1 Netzteil (1 von 2) fir SG6000-CN Compute Controller

2 Anschlisse flir SG6000-CN Compute Controller

3 Lufter (1 von 2) fir E2860 Controller-Shelf

4 E-Series E2800B Storage-Controller (1 von 2) und Anschliisse
5 Netzteil (1 von 2) fir E2860 Controller-Shelf

Erweiterungs-Shelf

Diese Abbildung zeigt die Rickseite des optionalen Erweiterungs-Shelfs fiir SG6060 und SG6060X,
einschliellich der ein-/Ausgabemodule (IOMs), Liifter und Netzteile. Jeder SG6060 kann mit einem oder zwei
Erweiterungs-Shelfs installiert werden. Dies kann bei der Erstinstallation oder einem spateren Zeitpunkt
hinzugefugt werden.



Legende Beschreibung

1 Lafter (1 von 2) fur Erweiterungs-Shelf
2 IOM (1 von 2) fur Erweiterungs-Shelf

3 Netzteil (1 von 2) fur Erweiterungs-Shelf

SG6000 Controller

Jedes Modell der StorageGRID SG6000 Appliance umfasst je nach Modell einen
SG6000-CN Computing Controller in einem 1-HE-Gehause und E-Series Duplex
Storage-Controller in einem 2-HE- oder 4-HE-Gehause. In den Diagrammen erfahren Sie
mehr Uber die einzelnen Controller-Typen.

SG6000-CN Computing-Controller

« Stellt fiir die Appliance Computing-Ressourcen bereit

» Schliel3t das Installationsprogramm fiir StorageGRID-Appliance ein.

@ Die StorageGRID-Software ist auf der Appliance nicht vorinstalliert. Diese Software wird
beim Bereitstellen der Appliance vom Admin-Node abgerufen.

» Es kann eine Verbindung zu allen drei StorageGRID-Netzwerken hergestellt werden, einschliel3lich dem
Grid-Netzwerk, dem Admin-Netzwerk und dem Client-Netzwerk.

« Stellt eine Verbindung zu den E-Series Storage Controllern her und arbeitet als Initiator.

SG6000-CN-Anschliisse

10



Legende
1

Port

Interconnect-Ports 1-4

Netzwerkanschlisse 1-4

BMC-Management-Port

Diagnose- und
Supportports

Admin-Netzwerkport 1

Admin —
Netzwerkanschluss 2

Typ

16 Gbit/s Fibre Channel

(FC) mit integrierter Optik

10-GbE oder 25-GbE auf
Basis von Kabel- oder
SFP-Transceiver, Switch-
Geschwindigkeit und
konfigurierter
Verbindungsgeschwindigk
eit

1 GbE (RJ-45)

* VGA
» Seriell, 115200 8-N-1
+ USB

1 GbE (RJ-45)

1 GbE (RJ-45)

Nutzung

Verbinden Sie den SG6000-CN
Controller mit den E2800 Controllern
(zwei Verbindungen zu jedem E2800).

Stellen Sie eine Verbindung zum Grid-
Netzwerk und dem Client-Netzwerk ftr
StorageGRID her.

Stellen Sie eine Verbindung mit dem
SG6000-CN Baseboard Management
Controller her.

Nur zur Verwendung durch technischen
Support reserviert.

Verbinden Sie das SG6000-CN mit dem
Admin-Netzwerk flir StorageGRID.

Optionen:

* Verbindung mit Management-Port 1
fur eine redundante Verbindung
zum Admin-Netzwerk fir
StorageGRID.

» Lassen Sie nicht verdrahtet und fur
den voribergehenden lokalen
Zugang verfugbar (IP 169.254.0.1).

* Verwenden Sie wahrend der
Installation Port 2 flir die IP-
Konfiguration, wenn DHCP-
zugewiesene IP-Adressen nicht
verfligbar sind.

11



SGF6024 — EF570 Storage-Controller

» Zwei Controller fur Failover-Support.

* Verwalten Sie den Speicher der Daten auf den Laufwerken.

* Funktion als standardmalfige E-Series Controller in einer Duplexkonfiguration.
« Schliel3en Sie die SANtricity OS Software (Controller-Firmware) an.

+ Enthalten ist SANtricity System Manager fiir die Uberwachung der Storage-Hardware und fiir das
Warnmanagement, die AutoSupport Funktion und die Laufwerksicherheitsfunktion.

« Stellen Sie eine Verbindung zum SG6000-CN-Controller her und ermoglichen Sie den Zugriff auf den
Flash-Speicher.

EF570 Connector

Legende Port Typ Nutzung
1 Interconnect-Ports 1 und  Optischer 16-Gbit/s-FC-  Verbinden Sie jeden EF570 Controller
2 SFP mit dem SG6000-CN Controller.

Es sind vier Verbindungen zum
SG6000-CN Controller vorhanden (zwei
von jedem EF570).

2 Diagnose- und * Serieller RJ-45- Nur zur Verwendung durch technischen
Supportports Anschluss Support reserviert.
* Serieller Micro-USB-
Anschluss

» USB-Anschluss

3 Ports zur 12 GB/s SAS Nicht verwendet. Die SGF6024
Laufwerkserweiterung Appliance unterstitzt keine Festplatten-
Shelfs zur Erweiterung.

4 Management-Ports 1 und  1-GB-Ethernet (RJ-45  Port 1 stellt eine Verbindung zum
2 Netzwerk her, in dem Sie in einem
Browser auf SANTtricity System
Manager zugreifen.

* Port 2 ist fur den technischen
Support reserviert.

12



S$G6060 und SG6060X: E2800 Storage-Controller

» Zwei Controller fur Failover-Support.

* Verwalten Sie den Speicher der Daten auf den Laufwerken.

* Funktion als standardmalfige E-Series Controller in einer Duplexkonfiguration.
« Schliel3en Sie die SANtricity OS Software (Controller-Firmware) an.

+ Enthalten ist SANtricity System Manager fiir die Uberwachung der Storage-Hardware und fiir das
Warnmanagement, die AutoSupport Funktion und die Laufwerksicherheitsfunktion.

« Stellen Sie eine Verbindung zum SG6000-CN-Controller her und ermoglichen Sie den Zugriff auf den
Speicher.

Die SG6060 und SG6060X verwenden E2800 Storage-Controller.

Appliance Controller Controller-HIC
SG6060 Zwei E2800A Storage Controller Keine
SG6060X Zwei E2800B Storage Controller HIC mit vier Ports

Die E2800A und E2800B Storage Controller sind in den Spezifikationen und Funktionen identisch, aulder an
der Position der Interconnect-Ports.

@ Verwenden Sie kein E2800A und kein E2800B im selben Gerat.

E2800A-Anschliisse

LHE 1 LkK I H M A m(a
&0 ol
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Legende Port Typ Nutzung
1 Interconnect-Ports 1 und  Optischer 16-Gbit/s-FC-  Schliel3en Sie alle E2800A-Controller
2 SFP an den SG6000-CN-Controller an.

Es gibt vier Verbindungen zum SG6000-
CN Controller (zwei von jedem
E2800A).

13



Legende Port

2 Management-Ports 1 und
2

3 Diagnose- und
Supportports

4 Festplattenerweiterungs-
Ports 1 und 2

E2800B-Anschliisse

14

Typ
1-GB-Ethernet (RJ-45

» Serieller RJ-45-
Anschluss

» Serieller Micro-USB-
Anschluss

» USB-Anschluss

12 GB/s SAS

Nutzung
* Port 1-Optionen:

o Stellen Sie eine Verbindung zu
einem Managementnetzwerk
her, um direkten TCP/IP-Zugriff
auf SANtricity System Manager
zu ermoglichen

o Lassen Sie die Kabel, um einen
Switch-Port und eine IP-
Adresse zu speichern. Greifen
Sie Uber die Grid Manager- oder
Speicher Grid Appliance
Installer-Uls auf den SANtricity
System Manager zu.

Hinweis: Einige optionale SANTtricity-
Funktionen, wie z.B. NTP Sync flr
genaue Log-Zeitstempel, sind nicht
verfiigbar, wenn Sie Port 1 unverdrahtet
lassen.

Hinweis: StorageGRID 11.5 oder héher
und SANTtricity 11.70 oder hdher sind
erforderlich, wenn Sie Port 1
unverdrahtet verlassen.

 Port 2 ist fur den technischen
Support reserviert.

Nur zur Verwendung durch technischen
Support reserviert.

Verbinden Sie die Ports mit den
Laufwerkserweiterungsports der IOMs
im Erweiterungs-Shelf.



Legende Port Typ Nutzung

1 Interconnect-Ports 1 und  Optischer 16-Gbit/s-FC-  Schliel3en Sie alle E2800B-Controller
2 SFP an den SG6000-CN-Controller an.

Es gibt vier Verbindungen zum SG6000-
CN Controller (zwei von jedem
E2800B).

2 Management-Ports 1 und  1-GB-Ethernet (RJ-45 » Port 1-Optionen:

2 o Stellen Sie eine Verbindung zu

einem Managementnetzwerk
her, um direkten TCP/IP-Zugriff
auf SANTtricity System Manager
zu ermaoglichen

o Lassen Sie die Kabel, um einen
Switch-Port und eine IP-
Adresse zu speichern. Greifen
Sie Uber die Grid Manager- oder
Speicher Grid Appliance
Installer-Uls auf den SANTtricity
System Manager zu.

Hinweis: Einige optionale SANTtricity-
Funktionen, wie z.B. NTP Sync flir
genaue Log-Zeitstempel, sind nicht
verfigbar, wenn Sie Port 1 unverdrahtet
lassen.

Hinweis: StorageGRID 11.5 oder héher
und SANTtricity 11.70 oder hdher sind
erforderlich, wenn Sie Port 1
unverdrahtet verlassen.

» Port 2 ist fur den technischen
Support reserviert.

15



Legende
3

Port Typ
Diagnose- und * Serieller RJ-45-
Supportports Anschluss

« Serieller Micro-USB-

Anschluss

* USB-Anschluss
Festplattenerweiterungs- 12 GB/s SAS
Ports 1 und 2

SG6060 und SG6060X: IOMs fiir optionale Erweiterungs-Shelfs

Nutzung

Nur zur Verwendung durch technischen
Support reserviert.

Verbinden Sie die Ports mit den
Laufwerkserweiterungsports der IOMs
im Erweiterungs-Shelf.

Das Erweiterungs-Shelf enthalt zwei 1/0-Module (IOMs), die mit den Storage-Controllern oder anderen
Erweiterungs-Shelfs verbunden sind.

IOM-Anschliisse

®

Legende
1

Port Typ

Ports zur 12 GB/s SAS

Laufwerkserweiterung 1-4

SG5700 Appliance: Uberblick

Nutzung

Verbinden Sie die einzelnen Ports mit
den Storage-Controllern oder mit einem
zusatzlichen Erweiterungs-Shelf (falls
vorhanden).

Die SG5700 StorageGRID Appliance ist eine integrierte Storage- und Computing-
Plattform, die als Storage-Node in einem StorageGRID Grid ausgefuhrt wird. Die
Appliance kann in einer hybriden Grid-Umgebung verwendet werden, die Appliance
Storage Nodes und virtuelle (softwarebasierte) Storage-Nodes kombiniert.

Die Appliance der StorageGRID SG5700 Serie bietet folgende Funktionen:

* Integrieren Sie die Storage- und Computing-Elemente fiir einen StorageGRID Storage Node.

» Schlielen Sie das Installationsprogramm flir StorageGRID Appliance an, um die Implementierung und
Konfiguration von Storage-Nodes zu vereinfachen.

* Umfasst E-Series SANTtricity System Manager fir Hardware-Management und Monitoring.

16



 Unterstltzung fur bis zu vier 10-GbE- oder 25-GbE-Verbindungen mit dem StorageGRID-Grid-Netzwerk
und dem Client-Netzwerk.

* Unterstltzung fur Full Disk Encryption (FDE)-Laufwerke oder FIPS-Laufwerke Wenn diese Laufwerke mit
der Laufwerksicherheitsfunktion in SANTtricity System Manager verwendet werden, wird ein nicht
autorisierter Zugriff auf die Daten verhindert.

Das SG5700-Appliance ist in vier Modellen verfligbar: SG5712 und SG5712X sowie SG5760 und SG5760. Es
gibt keine Spezifikations- oder Funktionsunterschiede zwischen dem SG5712 und SG5712X aufder der Lage
der Interconnect-Ports auf dem Storage Controller. Ebenso gibt es keine Spezifikations- oder
Funktionsunterschiede zwischen dem SG5760 und dem SG5760X, auf’er dem Standort der Interconnect Ports

am Storage Controller.

SG5700 Komponenten

Die SG5700 Modelle umfassen die folgenden Komponenten:

Komponente
Computing-
Controller

Storage Controller

Chassis

Laufwerke

Redundante
Netzteile und Lufter

SG5712

E5700SG Controller

E2800A-Controller

E-Series DE212C-
Gehause, ein 2-HE-
Gehause (Rack-
Unit)

12 NL-SAS-
Laufwerke (3.5 Zoll)

Zwei Power-Fan-
Kanister

SG5712X
E5700SG Controller

E2800B-Controller

E-Series DE212C-
Gehause, ein 2-HE-
Gehause (Rack-
Unit)

12 NL-SAS-
Laufwerke (3.5 Zoll)

Zwei Power-Fan-
Kanister

SG5760
E5700SG Controller

E2800A-Controller

E-Series DE460C
Gehause, ein 4-HE-
Gehause (Rack-Unit

60 NL-SAS-
Laufwerke (3.5 Zoll)

Zwei
Leistungskanister
und zwei
Lifterkanister

SG5760
E5700SG Controller

E2800B-Controller

E-Series DE460C
Gehause, ein 4-HE-
Gehause (Rack-Unit

60 NL-SAS-
Laufwerke (3.5 Zoll)

Zwei
Leistungskanister
und zwei
Lufterkanister

Der maximale Rohkapazitat, der in der StorageGRID-Appliance verflgbar ist, richtet sich nach der Anzahl der
Laufwerke in jedem Gehause. Sie kdnnen den verfugbaren Speicher nicht erweitern, indem Sie ein Shelf mit
zusatzlichen Laufwerken hinzufigen.

SG5700-Diagramme

SG5712 Vorder- und Riickansicht

Die Abbildungen zeigen die Vorder- und Rickseite des SG5712, einem 2-HE-Gehause fir 12 Laufwerke.
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SG5712 Komponenten

Die SG5712 umfasst zwei Controller und zwei Power-Fan-Kanister.

A L.k
| ;-:i:l:t:-:l:i:.:
L__: XL L]
Legende Beschreibung
1 E2800A-Controller (Storage-Controller)
2 E5700SG Controller (Compute-Controller)
3 Power-Fan-Behalter

SG5712X Vorder- und Riickansicht

Die Abbildungen zeigen die Vorder- und Rickseite des SG5712X, einem 2U-Gehause fiir 12 Laufwerke.
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SG5712X Komponenten

Das SG5712X besteht aus zwei Controllern und zwei Power-Fan-Kanistern.

Legende Beschreibung

1 E2800B-Controller (Storage-Controller)

2 E5700SG Controller (Compute-Controller)
3 Power-Fan-Behalter

Vorder- und Riickansicht des SG5760

Die Abbildungen zeigen die Vorder- und Riickseite des SG5760-Modells, ein 4-HE-Gehause fur 60 Laufwerke
in 5 Laufwerkseinschuben.
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SG5760 Komponenten

Die SG5760 verfugt Uber zwei Controller, zwei Lifterbehalter und zwei Strombehalter.

Legende Beschreibung

1 E2800A-Controller (Storage-Controller)

2 E5700SG Controller (Compute-Controller)
3 Geblasebehalter (1 von 2)

4 Leistungsbehalter (1 von 2)

SG5760X Vorder- und Riickansicht

Die Abbildungen zeigen die Vorder- und Riickseite des Modells SG5760X, einem 4U-Gehause, das 60
Laufwerke in 5 Laufwerkseinschiiben aufnehmen kann.
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SG5760X Komponenten

Die SG5760X enthalt zwei Controller, zwei Lifterzangen und zwei Leistungszangen.

Legende Beschreibung

1 E2800B-Controller (Storage-Controller)

2 E5700SG Controller (Compute-Controller)
3 Geblasebehalter (1 von 2)

4 Leistungsbehalter (1 von 2)

Verwandte Informationen

"NetApp E-Series Systems Documentation Site"

SG5700 Controller

Sowohl die SG5712 und SG5712X mit 12 Laufwerken als auch die SG5760 und
SG5760X Modelle mit 60 Laufwerken der StorageGRID Appliance umfassen einen
E5700SG Computing-Controller und einen E-Series E2800 Storage-Controller.

» Das SG5712 und SG5760 verwenden einen E2800A-Controller.
* Das SG5712X und das SG5760 verwenden einen E2800B-Controller.

Die E2800A- und E2800B-Controller sind in der Spezifikation und Funktion identisch, mit Ausnahme des
Standorts der Interconnect-Ports.
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http://mysupport.netapp.com/info/web/ECMP1658252.html

E5700SG Compute-Controller

* Arbeitet als Computing-Server fir die Appliance.

« Schlielt das Installationsprogramm fiir StorageGRID-Appliance ein.

@ Die StorageGRID-Software ist auf der Appliance nicht vorinstalliert. Auf diese Software wird
Uber den Admin-Node zugegriffen, wenn Sie die Appliance bereitstellen.

* Es kann eine Verbindung zu allen drei StorageGRID-Netzwerken hergestellt werden, einschliel3lich dem

Grid-Netzwerk, dem Admin-Netzwerk und dem Client-Netzwerk.

« Stellt eine Verbindung zum E2800 Controller her und arbeitet als Initiator.

E5700SG-Steckverbinder

Legende Port Typ
1 Interconnect-Ports 1 und 2 16 Gbit/s Fibre Channel (FC),
optischer SFP
2 Diagnose- und Supportports « Serieller RJ-45-Anschluss
« Serieller Micro-USB-
Anschluss

» USB-Anschluss

3 Ports zur 12 GB/s SAS
Laufwerkserweiterung

4 Netzwerkanschlisse 1-4 10-GbE oder 25-GbE,
basierend auf SFP-
Transceiver, Switch-
Geschwindigkeit und
konfigurierter Link-
Geschwindigkeit

22

Nutzung

Verbinden Sie den E5700SG
Controller mit dem E2800
Controller.

Reserviert fur technischen
Support.

Nicht verwendet.
StorageGRID Appliances
unterstitzen keine
Erweiterungs-Festplatten-
Shelfs.

Stellen Sie eine Verbindung
zum Grid-Netzwerk und dem
Client-Netzwerk fur
StorageGRID her.



Legende
5

Port

Management-Port 1

Management-Port 2

E2800 Storage-Controller

Typ
1-GB-Ethernet (RJ-45

1-GB-Ethernet (RJ-45

Nutzung

Stellen Sie eine Verbindung
zum Admin-Netzwerk fir
StorageGRID her.

Optionen:

* Verbindung mit

Management-Port 1 fur
eine redundante
Verbindung zum Admin-
Netzwerk flr
StorageGRID.

Lassen Sie nicht
verdrahtet und fir den
voribergehenden lokalen
Zugang verfugbar (IP
169.254.0.1).

Verwenden Sie wahrend
der Installation Port 2 fir
die IP-Konfiguration, wenn
DHCP-zugewiesene |IP-
Adressen nicht verfligbar
sind.

Der E2800 Storage-Controller wurde in den SG5700 Appliances in zwei Versionen verwendet: E2800A und
E2800B. Das E2800A hat keine HIC und das E2800B hat eine HIC mit vier Ports. Die beiden Controller-
Versionen haben die gleichen Spezifikationen und Funktionen, mit Ausnahme der Lage der Interconnect-Ports.

Der Storage Controller der E2800 Serie verfugt Uber folgende Spezifikationen:

* Fungiert als Storage Controller fur die Appliance.

» Verwaltet den Storage der Daten auf den Laufwerken.

 Funktioniert als Standard-E-Series-Controller im Simplexmodus.

» Beinhaltet SANtricity OS Software (Controller-Firmware)

« Enthalt SANtricity System Manager fiir die Uberwachung der Appliance-Hardware und fiir das Verwalten
von Warnmeldungen, die AutoSupport Funktion und die Laufwerksicherheitsfunktion.

« Stellt eine Verbindung zum E5700SG-Controller her und arbeitet als Ziel.

E2800A-Anschliisse
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E2800B-Anschliisse

=

Legende Port Typ Nutzung

1 Interconnect-Ports 1 und 2 Optischer 16 Gbit/s FC SFP  Verbinden Sie den E2800
Controller mit dem E5700SG
Controller.
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Legende Port Typ Nutzung
2 Management-Ports 1 und 2 1-GB-Ethernet (RJ-45 » Port 1-Optionen:

o Stellen Sie eine
Verbindung zu einem
Managementnetzwerk
her, um direkten
TCP/IP-Zugriff auf
SANtricity System
Manager zu
ermoglichen

o Lassen Sie die Kabel,
um einen Switch-Port
und eine IP-Adresse
zu speichern. Greifen
Sie Uber die Grid
Manager- oder
Speicher Grid
Appliance Installer-Uls
auf den SANTfricity
System Manager zu.

Hinweis: Einige optionale

SANtricity-Funktionen, wie
z.B. NTP Sync flir genaue

Log-Zeitstempel, sind nicht
verfugbar, wenn Sie Port 1

unverdrahtet lassen.

Hinweis: StorageGRID 11.5
oder hoher und SANTtricity
11.70 oder hoher sind
erforderlich, wenn Sie Port 1
unverdrahtet verlassen.

* Port 2 ist fur den
technischen Support

reserviert.
3 Diagnose- und Supportports * Serieller RJ-45-Anschluss Nur zur Verwendung durch
. Serieller Micro-USB-  technischen Support
reserviert.
Anschluss
» USB-Anschluss
4 Ports zur 12 GB/s SAS Nicht verwendet.

Laufwerkserweiterung:

SG100- und SG1000-Gerite: Uberblick
Die StorageGRID SG100 Services Appliance und die SG1000 Services Appliance
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konnen als Gateway-Node und als Admin-Node ausgefuhrt werden, um hochverfugbare
Load-Balancing-Services in einem StorageGRID System bereitzustellen. Beide
Appliances kdnnen gleichzeitig als Gateway-Nodes und Admin-Nodes (primar oder nicht
primar) betrieben werden.

Funktionen der Appliance

Beide Modelle der Service Appliance bieten die folgenden Funktionen:

» Gateway-Knoten oder Admin-Knoten Funktionen fur ein StorageGRID-System.
» StorageGRID Appliance Installer zur Vereinfachung der Implementierung und Konfiguration von Nodes.

» Bei der Bereitstellung kann tber einen vorhandenen Admin-Node oder Uber auf ein lokales Laufwerk
heruntergeladene Software auf die StorageGRID-Software zugegriffen werden. Um den
Implementierungsprozess weiter zu vereinfachen, wird wahrend der Fertigung eine aktuelle Version der
Software vorinstalliert.

» Ein Baseboard Management Controller (BMC) fiir das Monitoring und die Diagnose einiger Hardware des
Gerats.

» Die Moglichkeit, eine Verbindung zu allen drei StorageGRID-Netzwerken herzustellen, einschliel3lich Grid-
Netzwerk, Admin-Netzwerk und Client-Netzwerk:

o Das SG100 unterstitzt bis zu vier 10- oder 25-GbE-Verbindungen mit dem Grid-Netzwerk und dem
Client-Netzwerk.

o Das SG1000 unterstutzt bis zu vier 10-, 25-, 40- oder 100-GbE-Verbindungen zum Grid-Netzwerk und
dem Client-Netzwerk.

SG100- und SG1000-Diagramme

Diese Abbildung zeigt die Vorderseite des SG100 und des SG1000 mit entfernter Blende. Von der Vorderseite
sind die beiden Gerate identisch, mit Ausnahme des Produktnamens auf der Blende.

Die beiden durch die orangefarbene Umrandung gekennzeichneten Solid State-Laufwerke (SSDs) werden zur
Speicherung des StorageGRID-Betriebssystems verwendet und aus Redundanzgriinden mit RAID 1
gespiegelt. Wenn die SG100- oder SG1000-Services-Appliance als Admin-Node konfiguriert ist, werden diese
Laufwerke zum Speichern von Audit-Protokollen, Kennzahlen und Datenbanktabellen verwendet.

Die ubrigen Laufwerksschachte sind leer.

SG100-Anschliisse

Diese Abbildung zeigt die Anschlisse auf der Rickseite des SG100.
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Legende
1

Port

Netzwerkanschllisse 1-4

BMC-Management-Port

Diagnose- und Supportports

Admin-Netzwerkport 1

Typ

10/25-GbE, basierend auf
Kabel- oder SFP-Transceiver-
Typ (SFP28 und SFP+
Module werden untersttitzt),
Switch-Geschwindigkeit und
konfigurierter Link-
Geschwindigkeit

1 GbE (RJ-45)

* VGA
* Seriell, 115200 8-N-1
+ USB

1 GbE (RJ-45)

Nutzung

Stellen Sie eine Verbindung
zum Grid-Netzwerk und dem
Client-Netzwerk fur
StorageGRID her.

Stellen Sie eine Verbindung
mit dem Management
Controller der Hauptplatine
des Gerats her.

Nur zur Verwendung durch
technischen Support
reserviert.

SchlieRen Sie die Appliance
an das Admin-Netzwerk flr
StorageGRID an.
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Legende Port

Typ

5 Admin — Netzwerkanschluss 2 1 GbE (RJ-45)

SG1000-Anschliisse

Diese Abbildung zeigt die Anschliisse auf der Riickseite des SG1000.

Nutzung

Optionen:

* Verbindung mit
Management-Port 1 fir
eine redundante
Verbindung zum Admin-
Netzwerk fur
StorageGRID.

» Lassen Sie die
Verbindung getrennt und
fur den voribergehenden
lokalen Zugriff verfligbar
(IP 169.254.0.1).

* Verwenden Sie wahrend
der Installation Port 2 flr
die IP-Konfiguration, wenn
DHCP-zugewiesene IP-
Adressen nicht verfligbar
sind.

Legende Port

1 Netzwerkanschllisse 1-4
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Typ

10/25/40/100-GbE, basierend

auf Kabel- oder Transceiver-
Typ, Switch-Geschwindigkeit
und konfigurierter

Verbindungsgeschwindigkeit.

QSFP28 und QSFP+
(40/100GbE) werden nativ
unterstitzt und SFP28/SFP+

Transceiver kdbnnen mit einem

QSA (separat erhaltlich) fur
10/25-GbE-

Geschwindigkeiten verwendet

werden.

Nutzung

Stellen Sie eine Verbindung
zum Grid-Netzwerk und dem
Client-Netzwerk fiir
StorageGRID her.



Legende
2

Port
BMC-Management-Port

Diagnose- und Supportports

Admin-Netzwerkport 1

Typ
1 GbE (RJ-45)

* VGA
* Seriell, 115200 8-N-1
+ USB

1 GbE (RJ-45)

Admin — Netzwerkanschluss 2 1 GbE (RJ-45)

S$G100- und SG1000-Applikationen

Nutzung

Stellen Sie eine Verbindung
mit dem Management
Controller der Hauptplatine
des Geréts her.

Nur zur Verwendung durch
technischen Support
reserviert.

Schlie®en Sie die Appliance
an das Admin-Netzwerk flr
StorageGRID an.

Optionen:

* Verbindung mit
Management-Port 1 fur
eine redundante
Verbindung zum Admin-
Netzwerk fur
StorageGRID.

» Lassen Sie die
Verbindung getrennt und
fur den vorubergehenden
lokalen Zugriff verfigbar
(IP 169.254.0.1).

* Verwenden Sie wahrend
der Installation Port 2 flr
die IP-Konfiguration, wenn
DHCP-zugewiesene IP-
Adressen nicht verflgbar
sind.

Die StorageGRID Services Appliances konnen auf unterschiedliche Weise konfiguriert werden, um Gateway

Services oder Redundanz einiger Grid-Administrations-Services bereitzustellen.
Appliances kénnen wie folgt eingesetzt werden:

» Zu einem neuen oder vorhandenen Grid als Gateway-Node hinzufligen

» Flgen Sie zu einem neuen Grid als primaren oder nicht-primaren Admin-Node oder zu einem
vorhandenen Grid als nicht-primarer Admin-Node hinzu

* Arbeiten Sie gleichzeitig als Gateway Node und Admin Node (primar oder nicht primar)

Die Appliance erleichtert die Nutzung von Hochverfligbarkeitsgruppen (HA) und intelligentem Lastausgleich fir
S3- oder Swift-Datenpfadverbindungen.
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In den folgenden Beispielen wird beschrieben, wie Sie die Funktionen der Appliance maximieren kénnen:

* Verwenden Sie zwei SG100- oder zwei SG1000-Appliances, um Gateway-Services bereitzustellen, indem
Sie sie als Gateway-Nodes konfigurieren.

@ Implementieren Sie die SG100 und SG1000 Service Appliances nicht am selben Standort.
Das kann zu einer unvorhersehbaren Performance flhren.

* Verwenden Sie zwei SG100- oder zwei SG1000-Appliances, um die Redundanz einiger Grid-
Verwaltungsdienste zu gewahrleisten. Konfigurieren Sie dazu jedes Gerat als Admin-Nodes.

* Verwenden Sie zwei SG100- oder zwei SG1000-Appliances, um hochverfiigbare Lastausgleichs- und
Traffic Shaping-Services bereitzustellen, auf die Uber eine oder mehrere virtuelle IP-Adressen zugegriffen
wird. Konfigurieren Sie die Appliances als beliebige Kombination aus Admin-Nodes oder Gateway-Nodes
und fligen Sie beide Nodes derselben HA-Gruppe hinzu.

Wenn Sie Admin-Nodes und Gateway-Nodes in derselben HA-Gruppe verwenden, erfolgt
kein Failover fur den nur-Admin-Node-Port. Siehe Anweisungen fur "Konfigurieren von HA-
Gruppen".

Bei der Verwendung mit StorageGRID Storage Appliances ermoglichen sowohl die SG100- als auch die
SG1000-Service-Appliances die Implementierung von geratebasierten Grids ohne Abhangigkeiten von
externen Hypervisoren oder Computing-Hardware.

Installation vorbereiten

Standort vorbereiten

Vor der Installation der Appliance mussen Sie sicherstellen, dass der Standort und das
Rack, das Sie verwenden mochten, die Spezifikationen einer StorageGRID Appliance
erfullen.

Schritte

1. Vergewissern Sie sich, dass der Standort die Anforderungen an Temperatur, Luftfeuchtigkeit,
Hohenbereich, Luftstrom, Warmeableitung, Verkabelung, Strom und Erdung. Siehe "NetApp Hardware
Universe" Finden Sie weitere Informationen.

2. Vergewissern Sie sich, dass lhr Standort die richtige Wechselstromspannung liefert:

Modell Anforderungen

SGF6112 100 bis 240 Volt Wechselstrom
SG6060 240-Volt-Wechselspannung
SGF6024 120-Volt-Wechselspannung
SG5760 240-Volt-Wechselspannung
SG100 und SG1000 120 bis 240 Volt Wechselstrom
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https://docs.netapp.com/de-de/storagegrid-117/admin/configure-high-availability-group.html
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https://hwu.netapp.com
https://hwu.netapp.com

3. Beziehen Sie einen 19-Zoll-Schrank (48.3 cm) fur die folgenden Regale (ohne Kabel).

SGF6112
Hohe Breite Tiefe Maximales Gewicht
1.70 Zoll 18.98 Zoll 33.11 Zoll 43.83 Ib.
(4.31 cm) (48.2 cm) (84.1 cm) (19.88 kg)
SG6000
Typ des Shelfs Hohe Breite Tiefe Maximales
Gewicht
E2860 Controller-Shelf 6.87 Zoll 17.66 Zoll 38.25 Zoll 250 Ib.
(SG6060)
(17.46 cm) (44.86 cm) (97.16 cm) (113 kg)
Erweiterungs-Shelf (SG6060) - 6.87 Zoll 17.66 Zoll 38.25 Zoll 250 Ib.
optional
(17.46 cm) (44.86 cm) (97.16 cm) (113 kg)
EF570 Controller-Shelf 3.35 Zoll 17.66 Zoll 19.00 Zoll 51.74 Ib.
(SGF6024)
(8.50 cm) (44.86 cm) (48.26 cm) (23.47 kg)
SG6000-CN Computing- 1.70 Zoll 17.32 Zoll 32.0 Zoll 39 Ib.
Controller
(4.32 cm) (44.0 cm) (81.3 cm) (17.7 kg)
SG5700
Appliance-Modell Ho6he Breite Tiefe Maximales
Gewicht
SG5712 3.41 Zoll 17.6 Zoll 21.1 Zoll 63.91b
(12 Festplatten) (8.68 cm) (44.7 cm) (53.6 cm) (29.0 kg)
SG5760 6.87 Zoll 17.66 Zoll 38.25 Zoll 250 Ib.
(60 Festplatten) (17.46 cm) (44.86 cm) (97.16 cm) (113 kg)
SG100 und SG1000
Hohe Breite Tiefe Maximales Gewicht
1.70 Zoll 17.32 Zoll 32.0 Zoll 39 Ib.
(4.32 cm) (44.0 cm) (81.3 cm) (17.7 kg)
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4. Entscheiden Sie, wo Sie das Gerat installieren mochten.

Installieren Sie bei der Installation des E2860 Controller-Shelfs oder optionaler
Erweiterungs-Shelfs die Hardware von unten nach oben im Rack oder Schrank, um zu

@ vermeiden, dass das System umkippt. Installieren Sie den SG6000-CN Controller Gber dem
E2860 Controller-Shelf und Erweiterungs-Shelfs, um sicherzustellen, dass sich die
schwersten Gerate unten im Rack oder Rack befinden.

Stellen Sie vor der Installation sicher, dass die mit einem SG6000-Gerat gelieferten 0,5-m-
@ Glasfaserkabel oder die von Ihnen gelieferten Kabel lang genug flr das geplante Layout
sind.

5. Installieren Sie alle erforderlichen Netzwerk-Switches. Siehe "NetApp Interoperabilitats-Matrix-Tool"
Informationen zur Kompatibilitat.

Packen Sie die Kartons aus

Packen Sie vor der Installation des StorageGRID-Gerats alle Kartons aus, und
vergleichen Sie den Inhalt mit den Artikeln auf dem Packzettel.

SGF6112 Appliances
Trennt

Element Wie es aussieht

Schienensatz mit [
Anleitung e /‘ /;;'
e -

=
E.-n.
Frontblende SN e N

Stromkabel

Im Lieferumfang eines SGF6112-Gerats sind die folgenden Netzkabel enthalten:

Ihr Schrank verfligt méglicherweise Uber spezielle Netzkabel, die Sie anstelle der Netzkabel
verwenden, die Sie zur Einheit mit dem Gerat anschliel3en.

Element Wie es aussieht
Zwei Netzkabel fir H
dein Land

32


https://imt.netapp.com/matrix/#welcome

SG6000 Appliances
SG6060-Hardware

Element

SG6000-CN
Controller

E2860 Controller-
Shelf ohne
installierte
Laufwerke

Zwei Schienensatze
mit Anweisungen

60 Laufwerke (2
SSD und 58 NL-
SAS)

Vier Griffe

Wie es aussieht

W W i
L
-__ o5 f-,_r"- .
E,f-..
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Element Wie es aussieht

Riickhalterungen @
und Kafigmuttern fur

Rack-Montage mit
Vierkantloch

SG6060 Erweiterungs-Shelf

Element Wie es aussieht

Erweiterungs-Shelf
ohne Laufwerke
installiert

Frontblende

60 NL-SAS-
Laufwerke

Ein Schienensatz n
mit Anweisungen P /‘ i

Vier Griffe
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Element Wie es aussieht

Riickhalterungen @
und Kafigmuttern fur

Rack-Montage mit
Vierkantloch

SGF6024 Hardware
Element Wie es aussieht

SG6000-CN

Controller

EF570 Flash-Array
mit 24 installierten

Solid State-
Laufwerken (Flash

Zwei Schienensatze w~
mit Anweisungen g _ /‘ /[;'
5

Endkappen fir die
Ablage

Kabel und Anschliisse

Im Lieferumfang einer SG6000 Appliance sind die folgenden Kabel und Anschliisse enthalten.

Ihr Schrank verfigt moglicherweise lGber spezielle Netzkabel, die Sie anstelle der Netzkabel
verwenden, die Sie zur Einheit mit dem Gerat anschlie3en.
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Element Wie es aussieht

Vier Netzkabel flr H

lhr Land

Optische Kabel und ¢ T e
SFP-Transceiver d L e

* Vier optische Kabel fir die FC Interconnect Ports

* Vier SFP+-Transceiver, die 16 Gbit/s FC unterstitzen

Optional: Zwei SAS- —
Kabel zum
Anschluss jedes

SG6060-
Erweiterungs-Shelfs

SG5700 Appliances

Trennt

Element Wie es aussieht

SG5712 Appliance
mit installierten 12
Laufwerken

SG5760 Appliance
ohne installierte
Laufwerke

Frontverkleidung far
das Gerat
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Element Wie es aussieht

Schienensatz mit
Anleitung

SG5760: Sechzig
Laufwerke

SG5760: Griffe

SG5760:
Ruckenhalterungen
und Kafigmuttern fur
Rack-Montage mit
Vierkantloch

Kabel und Anschliisse

Der Versand flr eine SG5700 Appliance umfasst die folgenden Kabel und Anschliisse.

Ihr Schrank verfigt moglicherweise lber spezielle Netzkabel, die Sie anstelle der Netzkabel
verwenden, die Sie zur Einheit mit dem Gerat anschlieRen.

Element Wie es aussieht
Zwei Netzkabel fur H
dein Land
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Element Wie es aussieht

Optische Kabel und ¢ T
SFP-Transceiver d D e e

o

» Zwei optische Kabel fir die FC Interconnect Ports

* Acht SFP+-Transceiver, kompatibel mit den vier 16-Gbit/s-FC-Interconnect-Ports
und den vier 10-GbE-Netzwerkports

SG100 und SG1000 Appliances

Trennt

Element Wie es aussieht

SG100 oder
SG1000

Schienensatz mit [
Anleitung Vv F/‘ /r?

Stromkabel
Im Lieferumfang einer SG100 oder SG1000 Appliance sind die folgenden Netzkabel enthalten:

Ihr Schrank verfigt méglicherweise Uber spezielle Netzkabel, die Sie anstelle der Netzkabel
verwenden, die Sie zur Einheit mit dem Gerat anschlief3en.

Element Wie es aussieht
Zwei Netzkabel fiir | ———
dein Land

Beschaffen Sie sich zusatzliche Gerate und Werkzeuge

Vergewissern Sie sich vor der Installation eines StorageGRID-Gerats, dass Sie uber alle
zusatzlichen Gerate und Werkzeuge verfiigen, die Sie bendtigen.

Alle Gerate

Fir die Installation und Konfiguration aller Appliances bendétigen Sie die folgenden Gerate:
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Element Wie es aussieht

Schraubendreher F -:

* Phillips Nr. 2 Schraubendreher

« Mittlerer Schlitzschraubendreher

ESD-
Handgelenkschlaufe

Service-Laptop

« "Unterstltzter Webbrowser"
* SSH-Client, z. B. PuTTY
* 1-GbE-Port (RJ-45

@ Einige Ports unterstitzen moglicherweise keine 10/100 Ethernet-
Geschwindigkeiten.

Optionale
Werkzeuge

» Kraftbohrer mit Kreuzschlitz

» Taschenlampe
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SGF6112

Fir die Installation und Konfiguration der SGF6112-Hardware bendtigen Sie die folgenden zusatzlichen
Geréte.

Element Wie es aussieht
Optische Kabel und ¢ e
Transceiver d y R

o

* Ein bis vier dieser Kabeltypen:

o Twinax/Kupfer
o Glasfaser/Optisch

» Je ein bis vier dieser Transceiver/Adapter auf Basis der
Verbindungsgeschwindigkeit (gemischte Geschwindigkeiten werden nicht

unterstutzt):
> 10-GbE SFP+
o 25-GbE-SFP28

RJ-45-Ethernet- |”“H‘_

Kabel
(Catb5/Cat5e/Cat6/C
at6a)

SG6000

Fir die Installation und Konfiguration der SG6000-Hardware benétigen Sie die folgenden zuséatzlichen Gerate:

Element Wie es aussieht
Optische Kabel und ¢ e
SFP-Transceiver d y T

* Ein bis vier dieser Kabeltypen:
o Twinax/Kupfer

o Glasfaser/Optisch

« Je ein bis vier dieser Transceiver/Adapter, basierend auf der
Verbindungsgeschwindigkeit (gemischte Geschwindigkeiten werden nicht

unterstutzt):
> 10-GbE SFP+
o 25-GbE-SFP28
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Element Wie es aussieht

RJ-45-Ethernet- | "H‘"

Kabel
(Cat5/Cat5e/Cat6)

Optionale Mechanisierter Lift fir 60-Laufwerk-Shelfs
Werkzeuge

SG5700

Fir die Installation und Konfiguration der SG5700-Hardware bendtigen Sie die folgenden zusatzlichen Gerate:

Element Wie es aussieht
Optische Kabel und ¢ T
SFP-Transceiver d ‘j_ s

o

* Optische Kabel fur die 10/25-GbE-Ports, die Sie verwenden mochten

* Optional: SFP28 Transceiver, wenn Sie 25-GbE-Verbindungsgeschwindigkeit
verwenden mochten

Ethernet-Kabel | "H‘P_

Optionale Mechanisierter Lift flir SG5760
Werkzeuge

SG100 und SG1000

Fir die Installation und Konfiguration der SG100- und SG1000-Hardware bendtigen Sie die folgenden
zusatzlichen Geréate.
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Element Wie es aussieht

Optische Kabel und ¢ T
Transceiver d 3_ . e

g.. )

* Ein bis vier dieser Kabeltypen:

o Twinax/Kupfer
o Glasfaser/Optisch

» Je ein bis vier dieser Transceiver/Adapter auf Basis der
Verbindungsgeschwindigkeit (gemischte Geschwindigkeiten werden nicht
unterstitzt):

> SG100:
» 10-GbE SFP+
» 25-GbE-SFP28
> SG1000:
= 10-GbE QSFP-to-SFP-Adapter (QSA) und SFP+
= 25-GbE QSFP-zu-SFP-Adapter (QSA) und SFP28
» 40-GbE QSFP+
* 100-GbE-QFSP28

RJ-45-Ethernet- | "H“"

Kabel
(Cat5/Catb5e/Cat6/C
at6a)

Anforderungen an einen Webbrowser

Sie mussen einen unterstutzten Webbrowser verwenden.

Webbrowser Unterstiitzte Mindestversion
Google Chrome 107
Microsoft Edge 107
Mozilla Firefox 106

Sie sollten das Browserfenster auf eine empfohlene Breite einstellen.

Browserbreite Pixel

Minimum 1024
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Browserbreite Pixel

Optimal 1280

Uberpriifen Sie die Appliance-Netzwerkverbindungen

Uberpriifen Sie die Appliance-Netzwerkverbindungen

Vor der Installation der StorageGRID Appliance sollten Sie wissen, welche Netzwerke mit
der Appliance verbunden werden kdnnen und wie die Ports auf den einzelnen Controllern
verwendet werden. Die Netzwerkanforderungen von StorageGRID werden im ausfuhrlich
erlautert "Netzwerkrichtlinien".

Wenn Sie eine StorageGRID Appliance als Node in einem StorageGRID System implementieren, kdnnen Sie
eine Verbindung mit folgenden Netzwerken herstellen:

» Grid-Netzwerk fiir StorageGRID: Das Grid-Netzwerk wird fir den gesamten internen StorageGRID-
Datenverkehr verwendet. Das System bietet Konnektivitat zwischen allen Nodes im Grid und allen
Standorten und Subnetzen. Das Grid-Netzwerk ist erforderlich.

* Admin-Netzwerk fiir StorageGRID: Das Admin-Netzwerk ist ein geschlossenes Netzwerk, das zur
Systemadministration und Wartung verwendet wird. Das Admin-Netzwerk ist in der Regel ein privates
Netzwerk und muss nicht zwischen Standorten routingfahig sein. Das Admin-Netzwerk ist optional.

Client-Netzwerk fiir StorageGRID: das Client-Netzwerk ist ein offenes Netzwerk, das fir den Zugriff auf
Client-Anwendungen, einschliel3lich S3 und Swift, verwendet wird. Das Client-Netzwerk ermdglicht den
Zugriff auf das Grid-Protokoll, sodass das Grid-Netzwerk isoliert und gesichert werden kann. Sie kénnen
das Client-Netzwerk so konfigurieren, dass Uber dieses Netzwerk nur tUber die Ports zugegriffen werden
kann, die Sie 6ffnen moéchten. Das Client-Netzwerk ist optional.

+ Managementnetzwerk fiir SANtricity (optional fir Speichergerate, nicht fiir SGF6112 erforderlich):
Dieses Netzwerk bietet Zugriff auf SANTtricity System Manager, mit dem Sie die Hardwarekomponenten im
Appliance- und Speicher-Controller-Shelf tiberwachen und verwalten kénnen. Dieses
Managementnetzwerk kann das gleiche sein wie das Admin-Netzwerk fur StorageGRID, oder es kann ein
unabhangiges Managementnetzwerk sein.

+ BMC-Managementnetzwerk (optional fur SG100, SG1000, SG6000 und SGF6112): Dieses Netzwerk
bietet Zugriff auf den Baseboard Management Controller in den SG100, SG1000, SG6000 und SGF6112
Appliances, sodass Sie die Hardwarekomponenten in der Appliance Uberwachen und verwalten kénnen.
Dieses Managementnetzwerk kann das gleiche sein wie das Admin-Netzwerk fur StorageGRID, oder es
kann ein unabhangiges Managementnetzwerk sein.

Wenn das optionale BMC-Managementnetzwerk nicht verbunden ist, sind einige Support- und

Wartungsverfahren schwieriger zu bewaltigen. Sie konnen das BMC-Managementnetzwerk aul3er zu
Supportzwecken unverbunden lassen.

@ Ausfuhrliche Informationen zu StorageGRID-Netzwerken finden Sie im "StorageGRID-
Netzwerktypen".

Netzwerkverbindungen (SG5700)

Wenn Sie eine SG5700 StorageGRID Appliance installieren, verbinden Sie die beiden
Controller miteinander und mit den erforderlichen Netzwerken.
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Die Abbildung zeigt die beiden Controller der SG5760: Der E2800 Controller oben und der E5700SG
Controller unten. In der SG5712 befindet sich der E2800 Controller links vom E5700SG Controller.

E2800

E57005G

Legende
1

Management-

Port 2 am
E2800

Controller

Management-

Port 1 am
E5700SG
Controller
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Port Typ des Ports

Zwei Interconnect-Ports an 16 Gbit/s FC optisch SFP+
jedem Controller

Management-Port 1 am 1 GbE (RJ-45)
E2800-Controller

1 GbE (RJ-45) Reserviert fiir technischen
Support.
1 GbE (RJ-45) Verbindet den E5700SG-

Controller mit dem Admin-

Netzwerk fur StorageGRID.

Nutzung

Verbinden Sie die beiden
Controller miteinander.

Stellt eine Verbindung mit
dem Netzwerk her, in dem Sie
auf SANtricity System
Manager zugreifen. Sie
kénnen das Admin-Netzwerk
fur StorageGRID oder ein
unabhangiges
Managementnetzwerk
verwenden.

Management-Port 2 am
E5700SG Controller



Legende Port Typ des Ports Nutzung

1 GbE (RJ-45) + Kann mit Verwaltungsport 4 10/25-GbE-Ports 1-4 auf dem
1 verbunden werden, E5700SG Controller
wenn Sie eine redundante
Verbindung zum Admin-
Netzwerk winschen.

» Kann unverkabelt und fiir
temporaren lokalen
Zugang verfugbar sein (IP
169.254.0.1).

» Kann wahrend der
Installation verwendet
werden, um den
E5700SG-Controller mit
einem Service-Laptop zu
verbinden, wenn DHCP-
zugewiesene IP-Adressen
nicht verfligbar sind.

Port-Bond-Modi (SGF6112)

Wenn "Netzwerk-Links werden konfiguriert" Fur die SGF6112-Appliance kénnen Sie Port-
Bonding fur die Ports verwenden, die mit dem Grid-Netzwerk und dem optionalen Client-
Netzwerk verbunden sind, sowie fur die 1/10-GbE-Management-Ports, die mit dem
optionalen Admin-Netzwerk verbunden sind. Mit Port-Bonding sichern Sie lhre Daten,
indem Sie redundante Pfade zwischen StorageGRID-Netzwerken und der Appliance
bereitstellen.

Netzwerk-Bond-Modi

Die Netzwerk-Ports auf der Appliance unterstitzen den Bond-Modus fur feste Ports oder den Bond-Modus fur
aggregierte Ports fur Grid-Netzwerk- und Client-Netzwerkverbindungen.

Bond-Modus mit festem Port

Der Fixed-Port-Bond-Modus ist die Standardkonfiguration fir die Netzwerk-Ports.
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Legende Welche Ports sind verbunden

C Die Ports 1 und 3 sind fir das Client-Netzwerk verbunden, falls dieses Netzwerk
verwendet wird.

G Die Ports 2 und 4 sind flir das Grid-Netzwerk verbunden.

Bei Verwendung des Bond-Modus mit festem Port kdnnen die Ports tber den aktiv-Backup-Modus oder den
Link Aggregation Control Protocol-Modus (LACP 802.3ad) verbunden werden.

* Im aktiv-Backup-Modus (Standard) ist jeweils nur ein Port aktiv. Wenn der aktive Port ausfallt, stellt sein
Backup-Port automatisch eine Failover-Verbindung bereit. Port 4 bietet einen Sicherungspfad fur Port 2
(Grid Network), und Port 3 stellt einen Sicherungspfad fur Port 1 (Client Network) bereit.

* Im LACP-Modus bildet jedes Port-Paar einen logischen Channel zwischen der Appliance und dem
Netzwerk, der einen hdheren Durchsatz ermdglicht. Wenn ein Port ausfallt, stellt der andere Port den
Kanal weiterhin bereit. Der Durchsatz wird verringert, die Konnektivitat wird jedoch nicht beeintrachtigt.

Wenn Sie keine redundanten Verbindungen bendtigen, kdnnen Sie fir jedes Netzwerk nur einen
@ Port verwenden. Beachten Sie jedoch, dass die Warnung Storage Appliance Link down nach

der Installation von StorageGRID im Grid Manager ausgeldst werden kann, was darauf hinweist,

dass ein Kabel nicht angeschlossen ist. Sie kdnnen diese Warnungsregel sicher deaktivieren.

Bond-Modus fiir aggregierten Ports

Im Aggregat-Port-Bond-Modus wird der Durchsatz jedes StorageGRID-Netzwerks deutlich erhéht und
zusatzliche Failover-Pfade bereitgestellt.

Legende Welche Ports sind verbunden

1 Alle verbundenen Ports werden in einer einzelnen LACP Bond gruppiert, sodass
alle Ports fur den Grid-Netzwerk- und Client-Netzwerk-Datenverkehr verwendet
werden kdnnen.

Wenn Sie planen, den aggregierten Port Bond-Modus zu verwenden:

» Sie mussen LACP Network Bond-Modus verwenden.

« Sie missen fur jedes Netzwerk ein eindeutiges VLAN-Tag angeben. Dieses VLAN-Tag wird zu jedem
Netzwerkpaket hinzugeflgt, um sicherzustellen, dass der Netzwerkverkehr an das richtige Netzwerk
weitergeleitet wird.

» Die Ports missen mit Switches verbunden sein, die VLAN und LACP unterstitzen kdnnen. Wenn mehrere
Switches an der LACP-Verbindung beteiligt sind, missen die Switches MLAG (Multi-Chassis Link
Aggregation Groups) oder eine vergleichbare Position unterstitzen.
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« Sie wissen, wie Sie die Switches fur die Verwendung von VLAN, LACP und MLAG oder gleichwertig
konfigurieren.

Wenn Sie nicht alle vier Ports verwenden mdchten, kénnen Sie einen, zwei oder drei Ports verwenden. Durch
die Verwendung von mehr als einem Port wird die Wahrscheinlichkeit maximiert, dass einige
Netzwerkverbindungen verflgbar bleiben, wenn einer der Ports ausfallt.

Wenn Sie weniger als vier Netzwerkanschllisse verwenden mochten, beachten Sie, dass nach
der Installation des Appliance-Knotens im Grid Manager moglicherweise eine Warnmeldung fir

@ die Services-Appliance-Verbindung aus ausgel6st wird, was darauf hinweist, dass ein Kabel
nicht angeschlossen ist. Sie kdnnen diese Warnungsregel fir die ausgeléste Warnmeldung
sicher deaktivieren.

Network Bond-Modi fiir Management-Ports

Fir die beiden 1/10-GbE-Management-Ports kénnen Sie den Independent Network Bond-Modus oder den
Active-Backup-Netzwerk-Bond-Modus wahlen, um eine Verbindung zum optionalen Admin-Netzwerk
herzustellen.

SNFEESAEEEESERSEEEEEEN ,h
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Im Independent-Modus ist nur der Management-Port links mit dem Admin-Netzwerk verbunden. Dieser Modus
stellt keinen redundanten Pfad bereit. Der Management-Port auf der rechten Seite ist nicht verbunden und
steht flr temporare lokale Verbindungen zur Verfigung (verwendet IP-Adresse 169.254.0.1).

Im Active-Backup-Modus sind beide Management-Ports mit dem Admin-Netzwerk verbunden. Es ist jeweils
nur ein Port aktiv. Wenn der aktive Port ausfallt, stellt sein Backup-Port automatisch eine Failover-Verbindung
bereit. Die Verbindung dieser beiden physischen Ports zu einem logischen Management-Port bietet einen
redundanten Pfad zum Admin-Netzwerk.

Wenn Sie eine temporare lokale Verbindung zum Gerat herstellen miissen, wenn die 1/10-GbE-

@ Managementports fir den Active-Backup-Modus konfiguriert sind, entfernen Sie die Kabel von
beiden Management-Ports, schlieRen Sie das temporare Kabel an den Management-Port auf
der rechten Seite an und greifen Sie Uber die IP-Adresse 169.254.0 auf die Appliance zu.

Legende Netzwerk-Bond-Modus

A Aktiv-Backup-Modus. Beide Management-Ports sind mit einem logischen
Management-Port verbunden, der mit dem Admin-Netzwerk verbunden ist.

ICH Unabhangiger Modus. Der Port auf der linken Seite ist mit dem Admin-Netzwerk
verbunden. Der Anschluss rechts ist fiir temporare lokale Verbindungen verfligbar
(IP-Adresse 169.254.0.1).
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Port-Bond-Modi (SG6000-CN-Controller)

Wenn "Netzwerk-Links werden konfiguriert" Fir den SG6000-CN-Controller kdnnen Sie
Port-Bonding fur die 10/25-GbE-Ports verwenden, die mit dem Grid-Netzwerk und dem
optionalen Client-Netzwerk verbunden sind, sowie fur die 1-GbE-Management-Ports, die
mit dem optionalen Admin-Netzwerk verbunden werden. Mit Port-Bonding sichern Sie
Ihre Daten, indem Sie redundante Pfade zwischen StorageGRID-Netzwerken und der
Appliance bereitstellen.

Netzwerk-Bond-Modi fiir 10/25-GbE-Ports

Die 10/25-GbE-Netzwerk-Ports des SG6000-CN-Controllers unterstiitzen den Bond-Modus Fixed Port oder
den Bond-Modus flr aggregierte Ports fiir Grid-Netzwerk- und Client-Netzwerk-Verbindungen.

Bond-Modus mit festem Port

Der Fixed-Modus ist die Standardkonfiguration fur 10/25-GbE-Netzwerkports.

| &
H

Legende Welche Ports sind verbunden

C Die Ports 1 und 3 sind fir das Client-Netzwerk verbunden, falls dieses Netzwerk
verwendet wird.

G Die Ports 2 und 4 sind fir das Grid-Netzwerk verbunden.

Bei Verwendung des Bond-Modus mit festem Port kdnnen die Ports Gber den aktiv-Backup-Modus oder den
Link Aggregation Control Protocol-Modus (LACP 802.3ad) verbunden werden.

 Im aktiv-Backup-Modus (Standard) ist jeweils nur ein Port aktiv. Wenn der aktive Port ausfallt, stellt sein
Backup-Port automatisch eine Failover-Verbindung bereit. Port 4 bietet einen Sicherungspfad fiir Port 2
(Grid Network), und Port 3 stellt einen Sicherungspfad fur Port 1 (Client Network) bereit.

* Im LACP-Modus bildet jedes Port-Paar einen logischen Kanal zwischen dem Controller und dem Netzwerk,
wodurch ein héherer Durchsatz ermdglicht wird. Wenn ein Port ausfallt, stellt der andere Port den Kanal
weiterhin bereit. Der Durchsatz wird verringert, die Konnektivitat wird jedoch nicht beeintrachtigt.

Wenn Sie keine redundanten Verbindungen bendtigen, kénnen Sie fir jedes Netzwerk nur einen

@ Port verwenden. Beachten Sie jedoch, dass nach der Installation von StorageGRID im Grid
Manager eine Warnmeldung ausgelost wird, die angibt, dass der Link nicht verfigbar ist. Da
dieser Port speziell getrennt ist, kbnnen Sie diese Warnmeldung sicher deaktivieren.

Wahlen Sie im Grid Manager die Option Warnung > Regeln, wahlen Sie die Regel aus und klicken Sie auf
Regel bearbeiten. Deaktivieren Sie dann das Kontrollkastchen aktiviert.
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Bond-Modus fiir aggregierten Ports

Der Aggregat-Port-Bond-Modus erhoht das ganze fiir jedes StorageGRID-Netzwerk deutlich und bietet
zusatzliche Failover-Pfade.

Legende Welche Ports sind verbunden

1 Alle verbundenen Ports werden in einer einzelnen LACP Bond gruppiert, sodass
alle Ports fur den Grid-Netzwerk- und Client-Netzwerk-Datenverkehr verwendet
werden kdnnen.

Wenn Sie planen, den aggregierten Port Bond-Modus zu verwenden:

» Sie mussen LACP Network Bond-Modus verwenden.

» Sie mussen fir jedes Netzwerk ein eindeutiges VLAN-Tag angeben. Dieses VLAN-Tag wird zu jedem
Netzwerkpaket hinzugefligt, um sicherzustellen, dass der Netzwerkverkehr an das richtige Netzwerk
weitergeleitet wird.

* Die Ports missen mit Switches verbunden sein, die VLAN und LACP unterstitzen konnen. Wenn mehrere
Switches an der LACP-Verbindung beteiligt sind, missen die Switches MLAG (Multi-Chassis Link
Aggregation Groups) oder eine vergleichbare Position unterstitzen.

 Sie wissen, wie Sie die Switches fur die Verwendung von VLAN, LACP und MLAG oder gleichwertig
konfigurieren.

Wenn Sie nicht alle vier 10/25-GbE-Ports verwenden mochten, konnen Sie einen, zwei oder drei Ports
verwenden. Durch die Verwendung mehrerer Ports wird die Wahrscheinlichkeit maximiert, dass einige
Netzwerkverbindungen verfiigbar bleiben, wenn einer der 10/25-GbE-Ports ausfallt.

Wenn Sie weniger als vier Ports verwenden, beachten Sie, dass nach der Installation von
@ StorageGRID ein oder mehrere Alarme im Grid Manager angehoben werden, was darauf

hinweist, dass die Kabel nicht angeschlossen sind. Sie kdnnen die Alarme sicher bestatigen, um
sie zu l6schen.

Netzwerk-Bond-Modi fiir 1-GbE-Management-Ports

Fir die beiden 1-GbE-Management-Ports des SG6000-CN-Controllers kdnnen Sie den unabhangigen
Netzwerk-Bond-Modus oder den aktiv-Backup-Netzwerk-Bond-Modus wahlen, um eine Verbindung zum
optionalen Admin-Netzwerk herzustellen.

Im Independent-Modus ist nur der Management-Port links mit dem Admin-Netzwerk verbunden. Dieser Modus
stellt keinen redundanten Pfad bereit. Der Management Port auf der rechten Seite ist nicht verbunden und flr
temporare lokale Verbindungen verfligbar (verwendet IP-Adresse 169.254.0.1)

Im Active-Backup-Modus sind beide Management-Ports mit dem Admin-Netzwerk verbunden. Es ist jeweils
nur ein Port aktiv. Wenn der aktive Port ausfallt, stellt sein Backup-Port automatisch eine Failover-Verbindung
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bereit. Die Verbindung dieser beiden physischen Ports zu einem logischen Management-Port bietet einen
redundanten Pfad zum Admin-Netzwerk.

Wenn Sie eine temporare lokale Verbindung zum SG6000-CN-Controller herstellen mussen,
wenn die 1-GbE-Management-Ports flr den aktiv-Backup-Modus konfiguriert sind, entfernen Sie

@ die Kabel von beiden Management-Ports, schlieRen Sie das temporare Kabel an den
Managementport auf der rechten Seite an und greifen Sie Uber die IP-Adresse 169.254.0 auf
das Gerat zu.

Legende Netzwerk-Bond-Modus

A Beide Management-Ports sind mit einem logischen Management-Port verbunden,
der mit dem Admin-Netzwerk verbunden ist.

ICH Der Port auf der linken Seite ist mit dem Admin-Netzwerk verbunden. Der
Anschluss rechts ist flr temporare lokale Verbindungen verfligbar (IP-Adresse
169.254.0.1).

Port-Bond-Modi (E5700SG Controller)

Wenn "Netzwerk-Links werden konfiguriert" Fir den E5700SG-Controller kdnnen Sie
Port-Bonding fur die 10/25-GbE-Ports verwenden, die mit dem Grid-Netzwerk und dem
optionalen Client-Netzwerk verbunden sind, sowie flur die 1-GbE-Management-Ports, die
mit dem optionalen Admin-Netzwerk verbunden werden. Mit Port-Bonding sichern Sie
Ihre Daten, indem Sie redundante Pfade zwischen StorageGRID-Netzwerken und der
Appliance bereitstellen.

Netzwerk-Bond-Modi fiir 10/25-GbE-Ports

Die 10/25-GbE-Netzwerk-Ports auf dem E5700SG Controller unterstiitzen den Bond-Modus fiir festen Port
oder aggregierten Port fir die Grid-Netzwerk- und Client-Netzwerkverbindungen.

Bond-Modus mit festem Port

Der Fixed-Modus ist die Standardkonfiguration fir 10/25-GbE-Netzwerkports.
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Legende Welche Ports sind verbunden

C Die Ports 1 und 3 sind fiir das Client-Netzwerk verbunden, falls dieses Netzwerk
verwendet wird.

G Die Ports 2 und 4 sind fir das Grid-Netzwerk verbunden.

Bei Verwendung des Fixed Port Bond-Modus kénnen Sie einen von zwei Netzwerk-Bond-Modi nutzen: Active-
Backup oder Link Aggregation Control Protocol (LACP).

 Im aktiv-Backup-Modus (Standard) ist immer nur ein Port aktiv. Wenn der aktive Port ausfallt, stellt sein
Backup-Port automatisch eine Failover-Verbindung bereit. Port 4 bietet einen Sicherungspfad fur Port 2
(Grid Network), und Port 3 stellt einen Sicherungspfad fiir Port 1 (Client Network) bereit.

* Im LACP-Modus bildet jedes Port-Paar einen logischen Kanal zwischen dem Controller und dem Netzwerk,
wodurch ein héherer Durchsatz ermdéglicht wird. Wenn ein Port ausfallt, stellt der andere Port den Kanal
weiterhin bereit. Der Durchsatz wird verringert, die Konnektivitat wird jedoch nicht beeintrachtigt.

Wenn Sie keine redundanten Verbindungen bendétigen, kénnen Sie fir jedes Netzwerk nur einen

@ Port verwenden. Beachten Sie jedoch, dass nach der Installation von StorageGRID im Grid
Manager ein Alarm ausgeldst wird, was darauf hinweist, dass ein Kabel nicht angeschlossen ist.
Sie kdnnen diesen Alarm sicher bestatigen, um ihn zu I6schen.

Bond-Modus fiir aggregierten Ports

Der Aggregat-Port-Bond-Modus erhdht das ganze fir jedes StorageGRID-Netzwerk deutlich und bietet
zusatzliche Failover-Pfade.

Legende Welche Ports sind verbunden

1 Alle verbundenen Ports werden in einer einzelnen LACP Bond gruppiert, sodass
alle Ports fur den Grid-Netzwerk- und Client-Netzwerk-Datenverkehr verwendet
werden kdnnen.

Wenn Sie planen, den aggregierten Port Bond-Modus zu verwenden:

» Sie mussen LACP Network Bond-Modus verwenden.

« Sie missen fur jedes Netzwerk ein eindeutiges VLAN-Tag angeben. Dieses VLAN-Tag wird zu jedem
Netzwerkpaket hinzugefligt, um sicherzustellen, dass der Netzwerkverkehr an das richtige Netzwerk
weitergeleitet wird.
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* Die Ports missen mit Switches verbunden sein, die VLAN und LACP unterstitzen konnen. Wenn mehrere
Switches an der LACP-Verbindung beteiligt sind, missen die Switches MLAG (Multi-Chassis Link
Aggregation Groups) oder eine vergleichbare Position unterstiitzen.

+ Sie wissen, wie Sie die Switches fiur die Verwendung von VLAN, LACP und MLAG oder gleichwertig
konfigurieren.

Wenn Sie nicht alle vier 10/25-GbE-Ports verwenden méchten, kdnnen Sie einen, zwei oder drei Ports
verwenden. Durch die Verwendung mehrerer Ports wird die Wahrscheinlichkeit maximiert, dass einige
Netzwerkverbindungen verfligbar bleiben, wenn einer der 10/25-GbE-Ports ausfallt.

Wenn Sie weniger als vier Ports verwenden, beachten Sie, dass nach der Installation von

@ StorageGRID ein oder mehrere Alarme im Grid Manager angehoben werden, was darauf
hinweist, dass die Kabel nicht angeschlossen sind. Sie kdnnen die Alarme sicher bestatigen, um
sie zu léschen.

Netzwerk-Bond-Modi fiir 1-GbE-Management-Ports

Fir die beiden 1-GbE-Management-Ports des E5700SG-Controllers kénnen Sie den Independent Network
Bond-Modus oder den Active-Backup-Netzwerk-Bond-Modus wahlen, um eine Verbindung zum optionalen
Admin-Netzwerk herzustellen.

Im Independent-Modus ist nur Management-Port 1 mit dem Admin-Netzwerk verbunden. Dieser Modus stellt
keinen redundanten Pfad bereit. Management-Port 2 bleibt unverkabelt und fir temporare lokale Verbindungen
verfiigbar (verwenden Sie IP-Adresse 169.254.0.1)

Im Active-Backup-Modus sind beide Management-Ports 1 und 2 mit dem Admin-Netzwerk verbunden. Es ist
jeweils nur ein Port aktiv. Wenn der aktive Port ausfallt, stellt sein Backup-Port automatisch eine Failover-
Verbindung bereit. Die Verbindung dieser beiden physischen Ports zu einem logischen Management-Port
bietet einen redundanten Pfad zum Admin-Netzwerk.

Wenn Sie eine temporare lokale Verbindung zum E5700SG-Controller herstellen missen, wenn

@ die 1-GbE-Management-Ports fir den aktiv-Backup-Modus konfiguriert sind, entfernen Sie die
Kabel von beiden Management-Ports, schlielen Sie das temporare Kabel an den Management-
Port 2 an und greifen Sie Uber die IP-Adresse 169.254.0 auf das Gerat zu.

Port-Bond-Modi (SG100 und SG1000)

Wenn Sie Netzwerkverbindungen fur die SG100- und SG1000-Appliances konfigurieren,
kénnen Sie die Portbindung fur die Ports verwenden, die mit dem Grid-Netzwerk und
dem optionalen Client-Netzwerk verbunden sind, sowie fur die 1-GbE-Management-
Ports, die eine Verbindung zum optionalen Admin-Netzwerk herstellen. Mit Port-Bonding
sichern Sie Ihre Daten, indem Sie redundante Pfade zwischen StorageGRID-Netzwerken
und der Appliance bereitstellen.
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Netzwerk-Bond-Modi

Die Netzwerk-Ports auf der Services-Appliance unterstiitzen den Bond-Modus mit festen Ports oder den
aggregierten Port-Bond-Modus flr die Grid-Netzwerk- und Client-Netzwerkverbindungen.

Bond-Modus mit festem Port

Der Fixed-Port-Bond-Modus ist die Standardkonfiguration fir die Netzwerk-Ports. Die Abbildungen zeigen, wie
die Netzwerk-Ports auf dem SG1000 oder SG100 im Fixed-Port-Bond-Modus gebunden sind.

SG100:

SG1000:

Legende Welche Ports sind verbunden

C Die Ports 1 und 3 sind fiur das Client-Netzwerk verbunden, falls dieses Netzwerk
verwendet wird.

G Die Ports 2 und 4 sind fir das Grid-Netzwerk verbunden.

Bei Verwendung des Bond-Modus mit festem Port kdnnen die Ports tber den aktiv-Backup-Modus oder den
Link Aggregation Control Protocol-Modus (LACP 802.3ad) verbunden werden.

* Im aktiv-Backup-Modus (Standard) ist jeweils nur ein Port aktiv. Wenn der aktive Port ausfallt, stellt sein
Backup-Port automatisch eine Failover-Verbindung bereit. Port 4 bietet einen Sicherungspfad fur Port 2
(Grid Network), und Port 3 stellt einen Sicherungspfad fir Port 1 (Client Network) bereit.

* Im LACP-Modus bildet jedes Port-Paar einen logischen Kanal zwischen der Services-Appliance und dem
Netzwerk, wodurch ein héherer Durchsatz ermdglicht wird. Wenn ein Port ausfallt, stellt der andere Port
den Kanal weiterhin bereit. Der Durchsatz wird verringert, die Konnektivitat wird jedoch nicht beeintrachtigt.

Wenn Sie keine redundanten Verbindungen bendtigen, kdnnen Sie fir jedes Netzwerk nur einen

@ Port verwenden. Beachten Sie jedoch, dass die Meldung Services Appliance Link Down nach
der Installation von StorageGRID im Grid Manager ausgelost wird, was darauf hinweist, dass
ein Kabel nicht angeschlossen ist. Sie konnen diese Warnungsregel sicher deaktivieren.
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Bond-Modus fiir aggregierten Ports

Im Aggregat-Port-Bond-Modus wird der Durchsatz jedes StorageGRID-Netzwerks deutlich erhéht und
zusatzliche Failover-Pfade bereitgestellt. Diese Abbildungen zeigen, wie die Netzwerk-Ports im aggregierten
Port-Bond-Modus verbunden werden.

SG100:

SG1000:

Legende Welche Ports sind verbunden

1 Alle verbundenen Ports werden in einer einzelnen LACP Bond gruppiert, sodass
alle Ports fur den Grid-Netzwerk- und Client-Netzwerk-Datenverkehr verwendet
werden kdnnen.

Wenn Sie planen, den aggregierten Port Bond-Modus zu verwenden:

» Sie mussen LACP Network Bond-Modus verwenden.

« Sie mussen fir jedes Netzwerk ein eindeutiges VLAN-Tag angeben. Dieses VLAN-Tag wird zu jedem

Netzwerkpaket hinzugeflgt, um sicherzustellen, dass der Netzwerkverkehr an das richtige Netzwerk
weitergeleitet wird.

 Die Ports missen mit Switches verbunden sein, die VLAN und LACP unterstiitzen kénnen. Wenn mehrere
Switches an der LACP-Verbindung beteiligt sind, missen die Switches MLAG (Multi-Chassis Link
Aggregation Groups) oder eine vergleichbare Position unterstiitzen.

+ Sie wissen, wie Sie die Switches fur die Verwendung von VLAN, LACP und MLAG oder gleichwertig
konfigurieren.

Wenn Sie nicht alle vier Ports verwenden mdchten, kénnen Sie einen, zwei oder drei Ports verwenden. Durch
die Verwendung von mehr als einem Port wird die Wahrscheinlichkeit maximiert, dass einige
Netzwerkverbindungen verflgbar bleiben, wenn einer der Ports ausfallt.
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Wenn Sie weniger als vier Netzwerkanschliisse verwenden méchten, beachten Sie, dass nach
der Installation des Appliance-Knotens im Grid Manager moglicherweise eine Warnmeldung fir

@ die Services-Appliance-Verbindung aus ausgel6st wird, was darauf hinweist, dass ein Kabel
nicht angeschlossen ist. Sie kdnnen diese Warnungsregel fir die ausgeléste Warnmeldung
sicher deaktivieren.

Network Bond-Modi fiir Management-Ports

Fir die beiden 1-GbE-Management-Ports auf der Services-Appliance kénnen Sie den unabhangigen
Netzwerk-Bond-Modus oder den aktiv-Backup-Netzwerk-Bond-Modus wahlen, um eine Verbindung mit dem
optionalen Admin-Netzwerk herzustellen. Diese Abbildungen zeigen, wie die Management-Ports auf den
Appliances im Netzwerk-Bond-Modus flir das Admin-Netzwerk verbunden sind.

SG100:

T I
[
Fy F'
5

SG1000:

Legende Netzwerk-Bond-Modus

A Aktiv-Backup-Modus. Beide Management-Ports sind mit einem logischen
Management-Port verbunden, der mit dem Admin-Netzwerk verbunden ist.

ICH Unabhangiger Modus. Der Port auf der linken Seite ist mit dem Admin-Netzwerk
verbunden. Der Anschluss rechts ist flr temporare lokale Verbindungen verfligbar
(IP-Adresse 169.254.0.1).

Im Independent-Modus ist nur der Management-Port links mit dem Admin-Netzwerk verbunden. Dieser Modus
stellt keinen redundanten Pfad bereit. Der Management Port auf der rechten Seite ist nicht verbunden und fir
temporare lokale Verbindungen verfligbar (verwendet IP-Adresse 169.254.0.1)

Im Active-Backup-Modus sind beide Management-Ports mit dem Admin-Netzwerk verbunden. Es ist jeweils
nur ein Port aktiv. Wenn der aktive Port ausfallt, stellt sein Backup-Port automatisch eine Failover-Verbindung
bereit. Die Verbindung dieser beiden physischen Ports zu einem logischen Management-Port bietet einen
redundanten Pfad zum Admin-Netzwerk.
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Wenn Sie eine temporare lokale Verbindung zur Services-Appliance herstellen missen, wenn
@ die 1-GbE-Management-Ports flir den aktiv-Backup-Modus konfiguriert sind, entfernen Sie die

Kabel von beiden Management-Ports, schlie3en Sie das temporare Kabel an den

Verwaltungsport rechts an und greifen Sie Uber die IP-Adresse 169.254.0 auf das Gerat zu.

Sammeln Sie Installationsinformationen

Sammeln Sie Installationsinformationen: Ubersicht

Wahrend der Installation und Konfiguration einer StorageGRID Appliance treffen Sie
Entscheidungen und sammeln Informationen Uber Ethernet Switch Ports, IP-Adressen
sowie Port- und Network Bond-Modi.

Lesen Sie die Anweisungen fur lhr Gerat, um herauszufinden, welche Informationen Sie bendtigen:

» "SGF6112"
+ "SG6000"
» "SG5700"
» "SG100 und SG1000"
Alternativ kénnen Sie mit Inrem NetApp Professional Services Consultant zusammenarbeiten, um die

Konfigurationsschritte mit dem NetApp ConfigBuilder Tool zu optimieren und zu automatisieren. Siehe
"Automatisierung der Appliance-Installation und -Konfiguration".

Installationsdaten sammeln (SGF6112)

Notieren Sie anhand der folgenden Tabellen die erforderlichen Informationen fur jedes
Netzwerk, das Sie mit dem Gerat verbinden. Diese Werte sind fur die Installation und
Konfiguration der Hardware erforderlich.

Verwenden Sie anstelle der Tabellen das mit ConfigBuilder bereitgestellte Arbeitsbuch. Mit der
Arbeitsmappe ,ConfigBuilder kdnnen Sie |hre Systeminformationen hochladen und eine JSON-

Datei erstellen, um einige Konfigurationsschritte im Installationsprogramm fir StorageGRID-
Appliances automatisch auszufiihren. Siehe "Automatisierung der Appliance-Installation und
-Konfiguration".

Uberpriifen Sie die StorageGRID-Version

Vergewissern Sie sich vor der Installation einer SGF6112-Appliance, dass Ihr StorageGRID-System eine
erforderliche Version der StorageGRID-Software verwendet.

Appliance Erforderliche StorageGRID Version
SGF6112 11.7 oder héher (neuester Hotfix empfohlen)

Administrations- und Wartungs-Ports

Das Admin-Netzwerk fir StorageGRID ist ein optionales Netzwerk, das zur Systemadministration und
-Wartung verwendet wird. Die Appliance stellt Uber die folgenden Ports auf der Appliance eine Verbindung zum
Admin-Netzwerk her.
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Die folgende Abbildung zeigt die RJ-45-Ports am SG6112-Geréat.
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Erforderliche Informationen Ilhr Wert
Admin-Netzwerk aktiviert Bitte auswahlen:
* Nein

+ Ja (Standard)

Netzwerk-Bond-Modus Bitte auswahlen:

» Unabhangig (Standard)
 Aktiv/Backup

Switch-Port fir den im Diagramm eingekreisten linken Port (Standard-
aktiver Port fir unabhangigen Netzwerk-Bond-Modus)

Switch-Port flr den rechten Port im Diagramm eingekreist (nur aktiv-
Backup-Netzwerk-Bond-Modus)

MAC-Adresse fur den Netzwerkport Admin

Hinweis: das MAC-Adressenetikett auf der Vorderseite des Geréats listet
die MAC-Adresse fur den BMC-Verwaltungsport auf. Um die MAC-
Adresse fur den Admin-Netzwerkanschluss zu ermitteln, miissen Sie der
Hexadezimalzahl auf dem Etikett 2 hinzufiigen. Wenn die MAC-Adresse
auf dem Etikett beispielsweise mit 09 endet, endet die MAC-Adresse flr
den Admin-Port in 0B. Wenn die MAC-Adresse auf dem Etikett mit (y)FF
endet, endet die MAC-Adresse fur den Admin-Port in (y+1)01. Sie
kénnen diese Berechnung einfach durchfihren, indem Sie den Rechner
unter Windows 6ffnen, ihn auf den Programmiermodus setzen, Hex
auswahlen, die MAC-Adresse eingeben und dann + 2 = eingeben.

DHCP-zugewiesene IP-Adresse fir den Admin-Netzwerkport, sofern
nach dem Einschalten verfigbar

IPv4-Adresse (CIDR):

+ Gateway:
Hinweis: Sie kdnnen die IP-Adresse ermitteln, die tber DHCP
zugewiesen wurde, indem Sie die MAC-Adresse verwenden, um die
zugewiesene IP zu ermitteln.
Statische |IP-Adresse, die Sie fir den Appliance-Knoten im Admin- * IPv4-Adresse (CIDR):
Netzwerk verwenden mochten )
+ Gateway:

Hinweis: Wenn Ihr Netzwerk kein Gateway hat, geben Sie die gleiche
statische IPv4-Adresse flr das Gateway an.

57



Erforderliche Informationen

Admin-Netzwerk-Subnetze (CIDR)

Netzwerkports

lhr Wert

Die vier Netzwerkports auf der Appliance werden mit dem StorageGRID-Grid-Netzwerk und dem optionalen

Client-Netzwerk verbunden.

Erforderliche Informationen

Verbindungsgeschwindigkeit

Port Bond-Modus

Switch-Port fur Port 1 (Client-Netzwerk fir festen Modus)

Switch-Port fiir Port 2 (Grid-Netzwerk fir Fixed-Modus)

Switch-Port fir Port 3 (Client-Netzwerk fir festen Modus)

Switch-Port fir Port 4 (Grid-Netzwerk fur Fixed-Modus)

Grid-Netzwerkports

lhr Wert

Wahlen Sie fir die SGF6112 eine
der folgenden Optionen:

* Auto (Standard)
» 10 GBIitE
» 25 GBIitE

Bitte auswahlen:

* Fest (Standard)
» Aggregat

Das Grid-Netzwerk fur StorageGRID ist ein erforderliches Netzwerk, das fir den gesamten internen
StorageGRID-Datenverkehr verwendet wird. Die Appliance wird Uber die vier Netzwerk-Ports mit dem Grid-

Netzwerk verbunden.

Erforderliche Informationen

Netzwerk-Bond-Modus
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lhr Wert

Bitte auswahlen:

 Aktiv/Backup (Standard)
* LACP (802.3ad)



Erforderliche Informationen

VLAN-Tagging aktiviert

VLAN Tag (wenn VLAN Tagging aktiviert ist)

DHCP-zugewiesene IP-Adresse fir das Grid-Netzwerk, sofern nach
dem Einschalten verfligbar

Statische |IP-Adresse, die Sie flur den Appliance-Node im Grid-Netzwerk
verwenden mochten

Hinweis: Wenn Ihr Netzwerk kein Gateway hat, geben Sie die gleiche
statische IPv4-Adresse flir das Gateway an.

Grid-Netzwerknetze (CIDRs)

Einstellung fiir maximale Ubertragungseinheit (MTU) (optional). Sie
kénnen den Standardwert 1500 verwenden oder die MTU auf einen fir
Jumbo Frames geeigneten Wert einstellen, z. B. 9000.

Client-Netzwerkports

lhr Wert

Bitte auswahlen:
* Nein (Standard)

e Ja.

Geben Sie einen Wert zwischen 0
und 4095 ein:

IPv4-Adresse (CIDR):

» Gateway:

* |IPv4-Adresse (CIDR):

+ Gateway:

Das Client-Netzwerk flr StorageGRID ist ein optionales Netzwerk, das in der Regel fir den Zugriff auf das Grid
auf das Clientprotokoll verwendet wird. Die Appliance wird Gber die vier Netzwerk-Ports mit dem Client-

Netzwerk verbunden.

Erforderliche Informationen

Client-Netzwerk aktiviert

Netzwerk-Bond-Modus

VLAN-Tagging aktiviert

lhr Wert

Bitte auswahlen:
* Nein (Standard)
- Ja.

Bitte auswahlen:
 Aktiv/Backup (Standard)
* LACP (802.3ad)

Bitte auswahlen:

* Nein (Standard)

- Ja.

59



Erforderliche Informationen lhr Wert

VLAN-Tag (bei aktiviertem VLAN-Tagging) Geben Sie einen Wert zwischen 0
und 4095 ein:

DHCP-zugewiesene IP-Adresse fur das Client-Netzwerk, falls nach dem IPv4-Adresse (CIDR):

Einschalten verfugbar . Gateway:

IPv4-Adresse (CIDR):

» Gateway:

Statische IP-Adresse, die Sie fur den Appliance-Knoten im Client-
Netzwerk verwenden mochten

Hinweis: Wenn das Client-Netzwerk aktiviert ist, verwendet die
Standardroute auf dem Gerat das hier angegebene Gateway.

BMC-Management-Netzwerk-Ports

Sie kénnen auf die BMC-Schnittstelle auf der Appliance Uber den in der Abbildung eingekreisten 1-GbE-
Managementport zugreifen. Dieser Port unterstitzt die Remote-Verwaltung der Controller-Hardware tber
Ethernet unter Verwendung des IPMI-Standards (Intelligent Platform Management Interface).

Sie kdonnen den Remote-IPMI-Zugriff fir alle Appliances aktivieren oder deaktivieren, die einen
BMC enthalten, indem Sie den privaten Endpunkt der Management-API VERWENDEN, PUT
/private/bmc.

Die folgende Abbildung zeigt den BMC-Managementport auf der SG6112-Appliance.

2

Erforderliche Informationen lhr Wert

Ethernet-Switch-Port Sie stellen eine Verbindung zum BMC-
Management-Port her (im Diagramm eingekreist).

DHCP-zugewiesene IP-Adresse fliir das BMC-Managementnetzwerk, * IPv4-Adresse (CIDR):

sofern nach dem Einschalten verfligbar .
» Gateway:

Statische |IP-Adresse, die Sie fur den BMC-Verwaltungsport verwenden
mochten

IPv4-Adresse (CIDR):

+ Gateway:

Verwandte Informationen
+ "Kabelgerat (SGF6112)"

+ "Konfigurieren Sie StorageGRID-IP-Adressen”
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Erfassen von Installationsinformationen (SG6000)

Notieren Sie die erforderlichen Informationen fir jedes Netzwerk, das Sie mit dem Gerat
verbinden, in den Tabellen. Diese Werte sind fur die Installation und Konfiguration der
Hardware erforderlich.

Verwenden Sie anstelle der Tabellen das mit ConfigBuilder bereitgestellte Arbeitsbuch. Mit der
Arbeitsmappe ,ConfigBuilder” kdnnen Sie Ihre Systeminformationen hochladen und eine JSON-

Datei erstellen, um einige Konfigurationsschritte im Installationsprogramm fiir StorageGRID-
Appliances automatisch auszufiihren. Siehe "Automatisierung der Appliance-Installation und
-Konfiguration".

Erforderliche Informationen fiir die Verbindung mit SANtricity System Manager auf Storage Controllern

Beide Storage-Controller in der Appliance (entweder die Controller der E2800 Serie oder die EF570 Controlle
werden mit dem Managementnetzwerk verbunden, das Sie flir SANtricity System Manager verwenden. Die
Controller befinden sich in jeder Appliance wie folgt:

* SG6060 und SG6060X: Controller A befindet sich oben und Controller B befindet sich unten.

» SGF6024: Controller A befindet sich auf der linken Seite, und Controller B befindet sich auf der rechten
Seite.

r)

Erforderliche Informationen Ihr Wert fiir Controller A lhr Wert fiir Controller B

Ethernet-Switch-Port Sie werden eine Verbindung zu
Management-Port 1 herstellen (gekennzeichnet mit
P1 auf dem Controller).

MAC-Adresse flir Management-Port 1 (auf einem
Etikett in der Nahe von Port P1 gedruckt)

Uber DHCP zugewiesene IP-Adresse fiir
Management-Port 1, sofern nach dem Einschalten
verflgbar

Hinweis: Wenn das Netzwerk, das Sie mit dem
Speicher-Controller verbinden, einen DHCP-Server
enthalt, kann der Netzwerkadministrator die MAC-
Adresse verwenden, um die vom DHCP-Server
zugewiesene IP-Adresse zu ermitteln.
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Erforderliche Informationen

Statische IP-Adresse, die Sie fir die Appliance im
Managementnetzwerk verwenden mochten

IP-Adressformat

Geschwindigkeit und Duplexmodus

Hinweis: Sie missen sicherstellen, dass der
Ethernet-Switch fiir das SANtricity-System-Manager-
Managementnetzwerk auf Autonegotiation gesetzt ist.

Ihr Wert fiir Controller A

Far IPv4:

* |Pv4-Adresse:
e Subnetzmaske:

+ Gateway:
Fur IPv6:

e |Pv6-Adresse:

* Routingfahige IP-
Adresse:

* |IP-Adresse des
Storage Controller-
Routers:

Bitte auswahlen:
* |Pv4
* |IPv6

Muss sein:

» Autonegotiation
(Standard)

Ihr Wert fiir Controller B

Far IPv4:

* |Pv4-Adresse:
e Subnetzmaske:

+ Gateway:
Fur IPv6:

e |Pv6-Adresse:

* Routingfahige IP-
Adresse:

* |IP-Adresse des
Storage Controller-
Routers:

Bitte auswahlen:
* |Pv4
* |IPv6

Muss sein:

» Autonegotiation
(Standard)

Zum AnschlieBRen des SG6000-CN-Controllers an das Admin-Netzwerk erforderliche Informationen

Das Admin-Netzwerk fiir StorageGRID ist ein optionales Netzwerk, das zur Systemadministration und

-Wartung verwendet wird. Die Appliance stellt Uber die folgenden 1-GbE-Management-Ports des SG6000-CN-

Controllers eine Verbindung zum Admin-Netzwerk her.

Erforderliche Informationen

Admin-Netzwerk aktiviert

Netzwerk-Bond-Modus
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Ihr Wert

Bitte auswahlen:

* Nein

+ Ja (Standard)

Bitte auswahlen:

» Unabhangig (Standard)
 Aktiv/Backup



Erforderliche Informationen lhr Wert

Switch-Port flr den linken Port im roten Kreis im Diagramm (Standard-
aktiv-Port flr unabhangigen Netzwerk-Bond-Modus)

Switch-Port fiir den rechten Port im roten Kreis im Diagramm (nur aktiv-
Backup Netzwerk-Bond-Modus)

MAC-Adresse fur den Netzwerkport Admin

Hinweis: das MAC-Adressenetikett auf der Vorderseite des SG6000-CN
Controllers listet die MAC-Adresse fir den BMC-Management-Port auf.
Um die MAC-Adresse flir den Admin-Netzwerkanschluss zu ermitteln,
mussen Sie der Hexadezimalzahl auf dem Etikett 2 hinzufiigen. Wenn
die MAC-Adresse auf dem Etikett beispielsweise mit 09 endet, endet die
MAC-Adresse flir den Admin-Port in 0B. Wenn die MAC-Adresse auf
dem Etikett mit (y)FF endet, endet die MAC-Adresse flr den Admin-Port
in (y+1)01. Sie kdnnen diese Berechnung einfach durchflihren, indem
Sie den Rechner unter Windows 6ffnen, ihn auf den Programmiermodus
setzen, Hex auswahlen, die MAC-Adresse eingeben und dann + 2 =

eingeben.
DHCP-zugewiesene IP-Adresse fir den Admin-Netzwerkport, sofern * IPv4-Adresse (CIDR):
nach dem Einschalten verfligbar )
» Gateway:
Hinweis: Sie konnen die IP-Adresse ermitteln, die tber DHCP
zugewiesen wurde, indem Sie die MAC-Adresse verwenden, um die
zugewiesene IP zu ermitteln.
Statische IP-Adresse, die Sie fiir den Appliance-Speicherknoten im ¢ |IPv4-Adresse (CIDR):
Admin-Netzwerk verwenden mdchten .
» Gateway:

Hinweis: Wenn Ihr Netzwerk kein Gateway hat, geben Sie die gleiche
statische IPv4-Adresse fir das Gateway an.

Admin-Netzwerk-Subnetze (CIDR)

Erforderliche Informationen zum Verbinden und Konfigurieren von 10/25-GbE-Ports am SG6000-CN Controller

Die vier 10/25-GbE-Ports des SG6000-CN-Controllers stellen eine Verbindung zum StorageGRID-Grid-
Netzwerk und dem optionalen Client-Netzwerk her.

Erforderliche Informationen lhr Wert
Verbindungsgeschwindigkeit Bitte auswahlen:

 Auto (Standard)
* 10 GBItE
» 25 GBIitE
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Erforderliche Informationen lhr Wert

Port Bond-Modus Bitte auswahlen:
* Fest (Standard)
* Aggregat
Switch-Port fiir Port 1 (Client-Netzwerk fiir festen Modus)
Switch-Port fur Port 2 (Grid-Netzwerk fur Fixed-Modus)

Switch-Port fur Port 3 (Client-Netzwerk flr festen Modus)

Switch-Port fur Port 4 (Grid-Netzwerk fur Fixed-Modus)

Informationen zum AnschlieBen des SG6000-CN-Controllers an das Grid-Netzwerk erforderlich

Das Grid-Netzwerk fiir StorageGRID ist ein erforderliches Netzwerk, das flir den gesamten internen
StorageGRID-Datenverkehr verwendet wird. Die Appliance wird Uber die 10/25-GbE-Ports des SG6000-CN-
Controllers mit dem Grid-Netzwerk verbunden.

Erforderliche Informationen Ihr Wert
Netzwerk-Bond-Modus Bitte auswahlen:
* Aktiv/Backup (Standard)
* LACP (802.3ad)
VLAN-Tagging aktiviert Bitte auswahlen:

* Nein (Standard)

 Ja.
VLAN-Tag (bei aktiviertem VLAN-Tagging) Geben Sie einen Wert zwischen 0
und 4095 ein:
DHCP-zugewiesene IP-Adresse fir das Grid-Netzwerk, sofern nach * |IPv4-Adresse (CIDR):
dem Einschalten verfigbar - Gateway:

Statische IP-Adresse, die Sie fur den Appliance-Speicherknoten im Grid- < IPv4-Adresse (CIDR):
Netzwerk verwenden mochten )
» Gateway:

Hinweis: Wenn Ihr Netzwerk kein Gateway hat, geben Sie die gleiche
statische IPv4-Adresse fur das Gateway an.

Grid-Netzwerknetze (CIDRs)

64



Informationen zum AnschlieBen des SG6000-CN-Controllers an das Client-Netzwerk erforderlich

Das Client-Netzwerk fir StorageGRID ist ein optionales Netzwerk, das in der Regel fir den Zugriff auf das Grid
auf das Clientprotokoll verwendet wird. Die Appliance wird Gber die 10/25-GbE-Ports des SG6000-CN-
Controllers mit dem Client-Netzwerk verbunden.

Erforderliche Informationen lhr Wert
Client-Netzwerk aktiviert Bitte auswahlen:

* Nein (Standard)

s Ja.
Netzwerk-Bond-Modus Bitte auswahlen:

 Aktiv/Backup (Standard)

* LACP (802.3ad)
VLAN-Tagging aktiviert Bitte auswahlen:

* Nein (Standard)

» Ja.

VLAN-Tag (bei aktiviertem VLAN-Tagging) Geben Sie einen Wert zwischen 0
und 4095 ein:

DHCP-zugewiesene IP-Adresse flr das Client-Netzwerk, falls nach dem  « IPv4-Adresse (CIDR):
Einschalten verfugbar

» Gateway:
Statische |IP-Adresse, die Sie fir den Appliance-Speicherknoten im * IPv4-Adresse (CIDR):
Client-Netzwerk verwenden mdchten )

» Gateway:

Hinweis: Wenn das Client-Netzwerk aktiviert ist, verwendet die
Standardroute auf dem Controller das hier angegebene Gateway.

Informationen zum AnschlieBen des SG6000-CN Controllers an das BMC-Managementnetzwerk erforderlich

Sie kdnnen Uber den folgenden 1-GbE-Management-Port auf die BMC-Schnittstelle des SG6000-CN
Controllers zugreifen. Dieser Port unterstiitzt die Remote-Verwaltung der Controller-Hardware Uber Ethernet
unter Verwendung des IPMI-Standards (Intelligent Platform Management Interface).

Sie kdnnen den Remote-IPMI-Zugriff fir alle Appliances aktivieren oder deaktivieren, die einen
BMC enthalten, indem Sie den privaten Endpunkt der Management-APl VERWENDEN, PUT
/private/bmc.
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Erforderliche Informationen lhr Wert

Ethernet-Switch-Port Sie stellen eine Verbindung zum BMC-
Management-Port her (im Diagramm eingekreist).

DHCP-zugewiesene IP-Adresse fir das BMC-Managementnetzwerk,
sofern nach dem Einschalten verfligbar

IPv4-Adresse (CIDR):

+ Gateway:

Statische IP-Adresse, die Sie fur den BMC-Verwaltungsport verwenden
mochten

IPv4-Adresse (CIDR):

» Gateway:

Verwandte Informationen
« "SG6000 Controller"

» "Uberpriifen Sie die Appliance-Netzwerkverbindungen"
+ "Port-Bond-Modi (SG6000-CN-Controller)"

+ "Kabelgerat (SG6000)"

+ "Konfigurieren Sie StorageGRID-IP-Adressen"

Installationsinformationen (SG5700) erfassen

Notieren Sie die erforderlichen Informationen fir jedes Netzwerk, das Sie mit dem Gerat
verbinden, in den Tabellen. Diese Werte sind fur die Installation und Konfiguration der
Hardware erforderlich.

Verwenden Sie anstelle der Tabellen das mit ConfigBuilder bereitgestellte Arbeitsbuch. Mit der
Arbeitsmappe ,ConfigBuilder” kdnnen Sie Ihre Systeminformationen hochladen und eine JSON-

Datei erstellen, um einige Konfigurationsschritte im Installationsprogramm fiir StorageGRID-
Appliances automatisch auszufiihren. Siehe "Automatisierung der Appliance-Installation und
-Konfiguration".

Fiir die Verbindung mit SANtricity System Manager auf dem E2800 Controller erforderliche Informationen

Sie verbinden den Controller der E2800 Serie mit dem Managementnetzwerk, das Sie fur SANtricity System
Manager verwenden.

Erforderliche Informationen lhr Wert

Ethernet-Switch-Port die Verbindung zum Management-Port 1 wird
hergestellt

MAC-Adresse fur Management-Port 1 (auf einem Etikett in der Nahe von
Port P1 gedruckt)
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Erforderliche Informationen lhr Wert

Uber DHCP zugewiesene IP-Adresse flir Management-Port 1, sofern
nach dem Einschalten verfligbar

Hinweis: Wenn das Netzwerk, das Sie mit dem E2800-Controller
verbinden, einen DHCP-Server enthalt, kann der Netzwerkadministrator
die MAC-Adresse verwenden, um die vom DHCP-Server zugewiesene
IP-Adresse zu ermitteln.

Geschwindigkeit und Duplexmodus Muss sein:
Hinweis: Sie mlssen sicherstellen, dass der Ethernet-Switch fiir das + Autonegotiation (Standard)
SANTtricity-System-Manager-Managementnetzwerk auf Autonegotiation
gesetzt ist.
IP-Adressformat Bitte auswahlen:
- IPv4
* IPv6

Statische |IP-Adresse, die Sie fiir die Appliance im Managementnetzwerk Fur IPv4:

verwenden mochten
* |Pv4-Adresse:

* Subnetzmaske:

» Gateway:
Fir IPv6:

* IPv6-Adresse:
* Routingfahige IP-Adresse:

» E2800 Controller-Router-IP-
Adresse:

Fur die Verbindung des E5700SG-Controllers mit dem Admin-Netzwerk erforderliche Informationen

Das Admin-Netzwerk fur StorageGRID ist ein optionales Netzwerk, das zur Systemadministration und
-Wartung verwendet wird. Die Appliance wird Gber die 1-GbE-Management-Ports des E5700SG Controllers mit
dem Admin-Netzwerk verbunden.

Erforderliche Informationen lhr Wert
Admin-Netzwerk aktiviert Bitte auswahlen:
* Nein

 Ja (Standard)
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Erforderliche Informationen lhr Wert

Netzwerk-Bond-Modus Bitte auswahlen:

» Unabhangig
+ Aktiv/Backup

Switch-Port fur Port 1

Switch-Port fur Port 2 (nur aktiv-Backup-Netzwerk-Bond-Modus)

Uber DHCP zugewiesene IP-Adresse fir Management-Port 1, sofern IPv4-Adresse (CIDR):

nach dem Einschalten verfligbar )
» Gateway:

Hinweis: enthalt das Admin-Netzwerk einen DHCP-Server, zeigt der
E5700SG-Controller nach dem Start die DHCP-zugewiesene |IP-
Adresse auf seinem 7-Segment-Display an. Sie kdnnen auch die IP-
Adresse bestimmen, die Gber DHCP zugewiesen wurde, indem Sie die
MAC-Adresse verwenden, um die zugewiesene |IP-Adresse zu ermitteln.

Statische |IP-Adresse, die Sie fir den Appliance-Speicherknoten im IPv4-Adresse (CIDR):

Admin-Netzwerk verwenden mochten )
+ Gateway:

Hinweis: Wenn Ihr Netzwerk kein Gateway hat, geben Sie die gleiche
statische IPv4-Adresse fur das Gateway an.

Admin-Netzwerk-Subnetze (CIDR)

Erforderliche Informationen zum Verbinden und Konfigurieren von 10/25-GbE-Ports auf dem E5700SG Controller

Die vier 10/25-GbE-Ports des E5700SG-Controllers stellen eine Verbindung zum StorageGRID-Grid-Netzwerk
und dem Client-Netzwerk her.

(i)  siehe "Port-Bond-Modi (E5700SG Controller)".

Erforderliche Informationen Ihr Wert

Verbindungsgeschwindigkeit Bitte auswahlen:

Hinweis: Wenn Sie 25 GbE wahlen, installieren Sie SPF28 Transceiver. * 10 GbE (Standard)
Autonegotiation wird nicht unterstitzt, daher missen Sie auch die Ports . 25 GBItE
und die verbundenen Switches fir 25 GbE konfigurieren.

Port Bond-Modus Bitte auswahlen:

* Fest (Standard)
» Aggregat

Switch-Port fur Port 1 (Client-Netzwerk)

68



Erforderliche Informationen

Switch-Port fir Port 2 (Grid-Netzwerk)
Switch-Port fiir Port 3 (Client-Netzwerk)

Switch-Port fur Port 4 (Grid-Netzwerk)

lhr Wert

Zum Verbinden des E5700SG-Controllers mit dem Grid-Netzwerk erforderliche Informationen

Das Grid-Netzwerk fir StorageGRID ist ein erforderliches Netzwerk, das fir den gesamten internen
StorageGRID-Datenverkehr verwendet wird. Die Appliance wird Uber die 10/25-GbE-Ports des E5700SG-

Controllers mit dem Grid-Netzwerk verbunden.

@ Siehe "Port-Bond-Modi (E5700SG Controller)".

Erforderliche Informationen

Netzwerk-Bond-Modus

VLAN-Tagging aktiviert

VLAN-Tag (bei aktiviertem VLAN-Tagging)

DHCP-zugewiesene IP-Adresse flr das Grid-Netzwerk, sofern nach
dem Einschalten verfligbar

Hinweis: enthalt das Grid-Netzwerk einen DHCP-Server, zeigt der

E5700SG-Controller nach dem Start die DHCP-zugewiesene IP-
Adresse fir das Grid-Netzwerk auf seiner 7-Segment-Anzeige an.

Statische |IP-Adresse, die Sie fiur den Appliance-Speicherknoten im Grid-
Netzwerk verwenden mochten

Hinweis: Wenn Ihr Netzwerk kein Gateway hat, geben Sie die gleiche
statische IPv4-Adresse fir das Gateway an.

Grid-Netzwerknetze (CIDR)

Hinweis: Wenn das Client-Netzwerk nicht aktiviert ist, verwendet die
Standardroute auf dem Controller das hier angegebene Gateway.

lhr Wert

Bitte auswahlen:
 Aktiv/Backup (Standard)
* LACP (802.3ad)

Bitte auswahlen:
* Nein (Standard)

- Ja.

Geben Sie einen Wert zwischen 0
und 4095 ein:

IPv4-Adresse (CIDR):

+ Gateway:

IPv4-Adresse (CIDR):

+ Gateway:
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Fur die Verbindung des E5700SG-Controllers mit dem Client-Netzwerk erforderliche Informationen

Das Client-Netzwerk fir StorageGRID ist ein optionales Netzwerk, das in der Regel fir den Zugriff auf das Grid
auf das Clientprotokoll verwendet wird. Die Appliance wird Uber die 10/25-GbE-Ports des E5700SG-Controllers
mit dem Client-Netzwerk verbunden.

(i)  siehe "Port-Bond-Modi (E5700SG Controller)".

Erforderliche Informationen lhr Wert

Client-Netzwerk aktiviert Bitte auswahlen:

* Nein (Standard)

+ Ja.
Netzwerk-Bond-Modus Bitte auswahlen:

 Aktiv/Backup (Standard)

* LACP (802.3ad)
VLAN-Tagging aktiviert Bitte auswahlen:

* Nein (Standard)

* Ja.

VLAN-Tag Geben Sie einen Wert zwischen 0
und 4095 ein:
(Bei aktiviertem VLAN-Tagging)

DHCP-zugewiesene IP-Adresse flur das Client-Netzwerk, falls nach dem
Einschalten verflgbar

IPv4-Adresse (CIDR):

» Gateway:

Statische IP-Adresse, die Sie fur den Appliance-Speicherknoten im
Client-Netzwerk verwenden mdchten

IPv4-Adresse (CIDR):
+ Gateway:

Hinweis: Wenn das Client-Netzwerk aktiviert ist, verwendet die
Standardroute auf dem Controller das hier angegebene Gateway.

Verwandte Informationen
* "Netzwerkverbindungen (SG5700)"

* "Port-Bond-Modi (E5700SG Controller)"
» "Hardware konfigurieren (SG5700)"

Erfassen von Installationsinformationen (SG100 und SG1000)

Notieren Sie die erforderlichen Informationen fur jedes Netzwerk, das Sie mit dem Gerat
verbinden, in den Tabellen. Diese Werte sind fur die Installation und Konfiguration der
Hardware erforderlich.
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Verwenden Sie anstelle der Tabellen das mit ConfigBuilder bereitgestellte Arbeitsbuch. Mit der
Arbeitsmappe ,ConfigBuilder” kénnen Sie Ihre Systeminformationen hochladen und eine JSON-

Datei erstellen, um einige Konfigurationsschritte im Installationsprogramm fir StorageGRID-
Appliances automatisch auszuflhren. Siehe "Automatisierung der Appliance-Installation und
-Konfiguration"”.

Uberpriifen Sie die StorageGRID-Version

Vergewissern Sie sich vor der Installation einer SG100- oder SG1000-Service-Appliance, dass |hr
StorageGRID-System eine erforderliche Version der StorageGRID-Software verwendet.

Appliance Erforderliche StorageGRID Version
SG1000 11.3 oder héher (letzter Hotfix empfohlen)
SG100 11.4 oder hoher (letzter Hotfix empfohlen)

Administrations- und Wartungs-Ports

Das Admin-Netzwerk fiir StorageGRID ist ein optionales Netzwerk, das zur Systemadministration und
-Wartung verwendet wird. Die Appliance stellt Gber die folgenden 1-GbE-Management-Ports auf der Appliance
eine Verbindung zum Admin-Netzwerk her.

SG100 RJ-45-Ports:

Erforderliche Informationen lhr Wert
Admin-Netzwerk aktiviert Bitte auswahlen:
* Nein

 Ja (Standard)

Netzwerk-Bond-Modus Bitte auswahlen:

» Unabhangig (Standard)
 Aktiv/Backup

Switch-Port fiir den im Diagramm eingekreisten linken Port (Standard-
aktiver Port fir unabhangigen Netzwerk-Bond-Modus)
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Erforderliche Informationen lhr Wert

Switch-Port fir den rechten Port im Diagramm eingekreist (nur aktiv-
Backup-Netzwerk-Bond-Modus)

MAC-Adresse fur den Netzwerkport Admin

Hinweis: das MAC-Adressenetikett auf der Vorderseite des Geréats listet
die MAC-Adresse fur den BMC-Verwaltungsport auf. Um die MAC-
Adresse fur den Admin-Netzwerk-Port zu ermitteln, fugen Sie 2 zur
Hexadezimalzahl auf dem Etikett hinzu. Wenn die MAC-Adresse auf
dem Etikett beispielsweise mit 09 endet, endet die MAC-Adresse fir den
Admin-Port in 0B. Wenn die MAC-Adresse auf dem Etikett mit (y)FF
endet, endet die MAC-Adresse fur den Admin-Port in (y+1)01. Sie
kénnen diese Berechnung einfach durchfihren, indem Sie den Rechner
unter Windows 6ffnen, ihn auf den Programmiermodus setzen, Hex
auswahlen, die MAC-Adresse eingeben und dann + 2 = eingeben.

DHCP-zugewiesene IP-Adresse fir den Admin-Netzwerkport, sofern * IPv4-Adresse (CIDR):

nach dem Einschalten verfigbar

Hinweis: Sie kdnnen die IP-Adresse ermitteln, die tber DHCP
zugewiesen wurde, indem Sie die MAC-Adresse verwenden, um die
zugewiesene IP zu ermitteln.

Statische |IP-Adresse, die Sie fir den Appliance-Knoten im Admin-
Netzwerk verwenden mochten

Hinweis: Wenn Ihr Netzwerk kein Gateway hat, geben Sie die gleiche
statische IPv4-Adresse fir das Gateway an.

Admin-Netzwerk-Subnetze (CIDR)

Netzwerkports

+ Gateway:

IPv4-Adresse (CIDR):

+ Gateway:

Die vier Netzwerkports auf der Appliance werden mit dem StorageGRID-Grid-Netzwerk und dem optionalen

Client-Netzwerk verbunden.
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Erforderliche Informationen

Verbindungsgeschwindigkeit

Port Bond-Modus

Switch-Port fir Port 1 (Client-Netzwerk fir festen Modus)
Switch-Port fur Port 2 (Grid-Netzwerk fur Fixed-Modus)
Switch-Port fur Port 3 (Client-Netzwerk fir festen Modus)

Switch-Port fur Port 4 (Grid-Netzwerk fur Fixed-Modus)

Grid-Netzwerkports

lhr Wert
Wahlen Sie fur das SG100 eine der
folgenden Optionen aus:
* Auto (Standard)
* 10 GBitE
» 25 GBitE
Wahlen Sie fur den SG1000 eine
der folgenden Optionen aus:
 Auto (Standard)
* 10 GBitE
» 25 GBitE
* 40 GBItE
» 100 GBIitE
Hinweis: fiir die SG1000-, 10- und

25-GbE-Geschwindigkeiten sind
QSA-Adapter erforderlich.

Bitte auswahlen:

* Fest (Standard)
» Aggregat

Das Grid-Netzwerk fur StorageGRID ist ein erforderliches Netzwerk, das fir den gesamten internen
StorageGRID-Datenverkehr verwendet wird. Die Appliance wird Uber die vier Netzwerk-Ports mit dem Grid-

Netzwerk verbunden.

Erforderliche Informationen

Netzwerk-Bond-Modus

lhr Wert

Bitte auswahlen:

* Aktiv/Backup (Standard)
* LACP (802.3ad)
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Erforderliche Informationen Ihr Wert
VLAN-Tagging aktiviert Bitte auswahlen:
* Nein (Standard)

e Ja.

VLAN-Tag (bei aktiviertem VLAN-Tagging) Geben Sie einen Wert zwischen 0
und 4095 ein:

DHCP-zugewiesene IP-Adresse fir das Grid-Netzwerk, sofern nach
dem Einschalten verfligbar

IPv4-Adresse (CIDR):

» Gateway:

Statische |IP-Adresse, die Sie flur den Appliance-Node im Grid-Netzwerk * |IPv4-Adresse (CIDR):

verwenden mochten )
+ Gateway:

Hinweis: Wenn Ihr Netzwerk kein Gateway hat, geben Sie die gleiche
statische IPv4-Adresse flir das Gateway an.

Grid-Netzwerknetze (CIDRs)

Einstellung fiir maximale Ubertragungseinheit (MTU) (optional) Sie
kénnen den Standardwert von 1500 verwenden oder die MTU auf einen
Wert setzen, der fir Jumbo-Frames geeignet ist, z. B. 9000.

Client-Netzwerkports

Das Client-Netzwerk flr StorageGRID ist ein optionales Netzwerk, das in der Regel fir den Zugriff auf das Grid
auf das Clientprotokoll verwendet wird. Die Appliance wird Gber die vier Netzwerk-Ports mit dem Client-
Netzwerk verbunden.

Erforderliche Informationen lhr Wert
Client-Netzwerk aktiviert Bitte auswahlen:
* Nein (Standard)
- Ja.
Netzwerk-Bond-Modus Bitte auswahlen:
 Aktiv/Backup (Standard)
* LACP (802.3ad)
VLAN-Tagging aktiviert Bitte auswahlen:

* Nein (Standard)

- Ja.
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Erforderliche Informationen lhr Wert

VLAN-Tag (wenn VLAN-Tagging aktiviert ist) Geben Sie einen Wert zwischen 0
und 4095 ein:

DHCP-zugewiesene IP-Adresse flr das Client-Netzwerk, falls nach dem

IPv4-Adresse (CIDR):
Einschalten verfugbar

+ Gateway:

Statische IP-Adresse, die Sie fur den Appliance-Knoten im Client-
Netzwerk verwenden mochten

IPv4-Adresse (CIDR):

» Gateway:

Hinweis: Wenn das Client-Netzwerk aktiviert ist, verwendet die
Standardroute auf dem Gerat das hier angegebene Gateway.

BMC-Management-Netzwerk-Ports

Sie kénnen Uber den in der Abbildung eingekreisten 1-GbE-Managementport auf die BMC-Schnittstelle auf der
Services-Appliance zugreifen. Dieser Port unterstitzt die Remote-Verwaltung der Controller-Hardware ber
Ethernet unter Verwendung des IPMI-Standards (Intelligent Platform Management Interface).

Sie kdonnen den Remote-IPMI-Zugriff fir alle Appliances aktivieren oder deaktivieren, die einen

BMC enthalten, indem Sie den privaten Endpunkt der Management-API VERWENDEN, PUT
/private/bmc.

BMC-Management-Port SG100:

Erforderliche Informationen lhr Wert

Ethernet-Switch-Port Sie stellen eine Verbindung zum BMC-
Management-Port her (im Diagramm eingekreist).

DHCP-zugewiesene IP-Adresse fliir das BMC-Managementnetzwerk, * IPv4-Adresse (CIDR):

sofern nach dem Einschalten verfligbar )
» Gateway:

Statische |IP-Adresse, die Sie fur den BMC-Verwaltungsport verwenden * IPv4-Adresse (CIDR):
mochten )
+ Gateway:

Verwandte Informationen
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 "Kabelgerat (SG100 und SG1000)"
+ "Konfigurieren Sie StorageGRID-IP-Adressen”

Automatisierung der Appliance-Installation und
-Konfiguration

Eine Automatisierung von Installation und Konfiguration kann sich bei der
Implementierung mehrerer StorageGRID Instanzen oder einer grofden, komplexen
StorageGRID Instanz als nutzlich erweisen.

Mithilfe der NetApp StorageGRID Tools kénnen Sie die Installation und Konfiguration Ihrer StorageGRID
Appliances automatisieren. Nach der Installation und Konfiguration der Appliances kénnen Sie dies tun
"Automatisieren Sie die Konfiguration des gesamten StorageGRID Systems".

Sie kdnnen die Konfiguration folgender Komponenten automatisieren:

* IP-Adressen flr Grid-Netzwerk, Admin-Netzwerk und Client-Netzwerk
+ BMC Schnittstelle
* Netzwerkverbindungen

> Port Bond-Modus

> Netzwerk-Bond-Modus

° Verbindungsgeschwindigkeit

Automatisierungsoptionen

Um die Installation und Konfiguration der Appliance zu automatisieren, verwenden Sie eine oder mehrere der
folgenden Optionen:

* Generieren Sie eine JSON-Datei mit Konfigurationsdetails. Verwenden Sie zusammen mit Ihrem NetApp
Professional Services Berater das "NetApp ConfigBuilder Tool" Gehen Sie wie folgt vor:

Schritt Beratung fiir NetApp Professional Services Verwenden Sie ConfigBuilder
1 Auftragsnummer abrufen

2 Arbeitsbuch erhalten

3 Das Arbeitsbuch ausflllen

4 Arbeitsmappe hochladen

5 JSON-Datei generieren

6 Laden Sie die JSON-Datei in die Appliance hoch

@ Sie kdnnen mehrere Appliances mit derselben JSON-Datei konfigurieren.
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Das Konfigurieren Ihrer Appliance mit einer hochgeladenen JSON-Datei ist haufig effizienter als das
manuelle Durchfiihren der Konfiguration, insbesondere, wenn Sie viele Nodes konfigurieren missen. Fur
die manuelle Durchfiihrung der Konfiguration missen mehrere Seiten im Installationsprogramm der
StorageGRID-Appliance verwendet und die Konfigurationsdatei nacheinander fir jeden Knoten
angewendet werden.

* Wenn Sie ein fortgeschrittener Benutzer sind, kdnnen Sie die folgenden StorageGRID Python-Skripte
verwenden, um |hr System zu installieren und zu konfigurieren:

° configure-sga.py: Automatisieren Sie die Installation und Konfiguration lhrer Gerate. Siehe
Automatisierung der Appliance-Installation und -Konfiguration mit dem Skript configure-sga.py.

° configure-storagegrid.py: Konfigurieren Sie andere Komponenten des gesamten
StorageGRID-Systems (das "Grid"). Siehe "Automatisieren Sie die StorageGRID-Konfiguration".

StorageGRID-Automatisierungs-Python-Skripte kdnnen direkt verwendet werden oder als

@ Beispiele fur die Verwendung der StorageGRID Installations-REST-API in Grid-
Implementierungs- und Konfigurations-Tools, die Sie selbst entwickeln. Siehe Anweisungen fiir
"Herunterladen und Extrahieren der StorageGRID-Installationsdateien".

Automatisieren Sie die Appliance-Konfiguration mit dem StorageGRID Appliance
Installer

Nachdem Sie eine JSON-Datei generiert haben, kdnnen Sie die Konfiguration einer oder mehrerer Appliances
automatisieren, indem Sie die JSON-Datei mit dem Installationsprogramm von StorageGRID Appliance
hochladen.

Bevor Sie beginnen
 Die Appliance wurde in einem Rack installiert, mit Inren Netzwerken verbunden und eingeschaltet.
* Das ist schon Die JSON-Datei wurde generiert Mithilfe Ihres NetApp Professional Services Beraters.
* |hr Gerat enthalt die neueste Firmware, die mit StorageGRID 11.5 oder hdher kompatibel ist.
* Sie sind auf der Appliance, die Sie mit konfigurieren, mit dem Installationsprogramm fir die StorageGRID-
Appliance verbunden "Unterstutzter Webbrowser".

Schritte

1. Wahlen Sie im Installationsprogramm des StorageGRID-Gerats Erweitert > Geratekonfiguration
aktualisieren aus. Die Seite Geratekonfiguration aktualisieren wird angezeigt.

2. Suchen Sie die JSON-Datei mit der Konfiguration, die Sie hochladen méchten, und wahlen Sie sie aus.

Die Datei wird hochgeladen und validiert. Wenn der Validierungsprozess abgeschlossen ist, wird der
Dateiname neben einem griinen Hakchen angezeigt.

Moglicherweise wird die Verbindung zur Appliance unterbrochen, wenn die Konfiguration
aus der JSON-Datei Abschnitte fir enthélt 1ink config, 'networks Oder beides. Wenn

@ Sie innerhalb von 1 Minute keine Verbindung mehr hergestellt haben, geben Sie die
Appliance-URL erneut ein, indem Sie eine der anderen |IP-Adressen verwenden, die der
Appliance zugewiesen wurden.
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Upload JSON

JSON Browse appliances.orig.json
configuration ) ‘

Node name --Selectanode v

Das Dropdown-Menli Node Name enthalt die in der JSON-Datei definierten Node-Namen auf oberster
Ebene.

Wenn die Datei nicht gultig ist, wird der Dateiname rot angezeigt und eine Fehlermeldung in
einem gelben Banner angezeigt. Die ungultige Datei wird nicht auf die Appliance
angewendet. ConfigBuilder tberprift, ob Sie Uber eine glltige JSON-Datei verfugen.

3. Wahlen Sie einen Knoten aus der Liste im Dropdown-Meni Knotenname aus.
Die Schaltflache Apply JSON Configuration wird aktiviert.
4. Wahlen Sie JSON-Konfiguration anwenden.

Die Konfiguration wird auf den ausgewahlten Knoten angewendet.

Automatisierung der Appliance-Installation und -Konfiguration mit dem Skript
configure-sga.py

Wenn Sie ein fortgeschrittener Benutzer sind, kbnnen Sie das verwenden configure-sga.py Skript zur
Automatisierung vieler Installations- und Konfigurationsaufgaben fur StorageGRID-Appliance-Nodes,
einschlief3lich der Installation und Konfiguration eines primaren Admin-Knotens Dieses Skript kann nitzlich
sein, wenn Sie Uber eine grofe Anzahl von Geraten verfiugen, die konfiguriert werden mussen.

Sie kénnen das Skript auch zum Generieren einer JSON-Datei verwenden, die Informationen zur Appliance-
Konfiguration enthalt. Sie kdbnnen die JSON-Datei in das Installationsprogramm von StorageGRID Appliance
hochladen, um alle Appliance-Nodes gleichzeitig zu konfigurieren. Sie kdnnen die JSON-Datei auch
bearbeiten und dann hochladen, um eine neue Konfiguration auf eine oder mehrere Appliances anzuwenden.

Dieses Verfahren richtet sich an fortgeschrittene Benutzer mit Erfahrung in der Verwendung von
Befehlszeilenschnittstellen. Alternativ kbnnen Sie auch Verwenden Sie das
Installationsprogramm flr StorageGRID-Appliances, um die Konfiguration zu automatisieren.

Bevor Sie beginnen

* Die Appliance wurde in einem Rack installiert, mit Inren Netzwerken verbunden und eingeschaltet.

* Das ist schon Die JSON-Datei wurde generiert Mithilfe lhres NetApp Professional Services Beraters.
* |hr Gerat enthalt die neueste Firmware, die mit StorageGRID 11.5 oder héher kompatibel ist.

 Sie haben die IP-Adresse des Admin-Netzwerks fiir die Appliance konfiguriert.

* Sie haben die heruntergeladen configure-sga.py Datei: Die Datei ist im Installationsarchiv enthalten,
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oder Sie kdnnen darauf zugreifen, indem Sie im StorageGRID-Appliance-Installationsprogramm auf Hilfe >
Installationsskript fiir Gerate klicken.

Schritte
1. Melden Sie sich an der Linux-Maschine an, die Sie verwenden, um das Python-Skript auszufiihren.

2. Fur allgemeine Hilfe bei der Skript-Syntax und um eine Liste der verfigbaren Parameter anzuzeigen,
geben Sie Folgendes ein:

configure-sga.py —-help

Der configure-sga.py Skript verwendet flinf Unterbefehle:

° advanced Fur erweiterte Interaktionen von StorageGRID Appliances, einschliefl3lich BMC-
Konfiguration und Erstellen einer JSON-Datei, die die aktuelle Konfiguration der Appliance enthalt

° configure Zum Konfigurieren des RAID-Modus, des Node-Namens und der Netzwerkparameter
° install Zum Starten einer StorageGRID Installation
° monitor Zur Uberwachung einer StorageGRID Installation

° reboot Um das Gerat neu zu starten

Wenn Sie ein Unterbefehlsargument (erweitert, konfigurieren, installieren, iberwachen oder neu
booten), gefolgt vom eingeben —--help Option Sie erhalten einen anderen Hilfetext mit mehr Details zu
den Optionen, die in diesem Unterbefehl verfligbar sind:

configure-sga.py subcommand --help

Wenn mdglich Sichern Sie die Appliance-Konfiguration in einer JSON-Datei, Stellen Sie sicher, dass
die Knotennamen folgende Anforderungen erfullen:

= Jeder Node-Name ist eindeutig, wenn Sie alle Appliance-Nodes automatisch tber eine JSON-Datei
konfigurieren mochten.

= Muss ein gultiger Hostname sein, der mindestens 1 und nicht mehr als 32 Zeichen enthalt.

= Kann Buchstaben, Zahlen und Bindestriche verwenden.

= Kann nicht mit einem Bindestrich beginnen oder enden.

= Darf nicht nur Zahlen enthalten.

3. Um die Konfiguration aus der JSON-Datei auf die Appliance anzuwenden, geben Sie Folgendes ein, wobei
SGA-INSTALL-IP Ist die Admin-Netzwerk-IP-Adresse flir die Appliance, json-file-name Ist der Name
der JSON-Datei, und node-name-inside-json-file Ist der Name des Knotens mit der
anzuwendenden Konfiguration:
configure-sga.py advanced --restore-file json-file-name --restore-node node-
name-inside-json-file SGA-INSTALL-IP

4. Um die aktuelle Konfiguration des Appliance-Knotens zu bestatigen, geben Sie hier Folgendes ein SGA-
INSTALL-IP Ist die Admin-Netzwerk-IP-Adresse flir die Appliance:
configure-sga.py configure SGA-INSTALL-IP

Die Ergebnisse zeigen aktuelle IP-Informationen fur die Appliance an, einschlieRlich der IP-Adresse des
primaren Admin-Knotens und Informationen Gber Admin-, Grid- und Client-Netzwerke.
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Connecting to +https://10.224.2.30:8443+ (Checking version and
connectivity.)

2021/02/25 16:25:11: Performing GET on /api/versions... Received 200
2021/02/25 16:25:11: Performing GET on /api/v2/system-info... Received
200

2021/02/25 16:25:11: Performing GET on /api/v2/admin-connection...
Received 200

2021/02/25 16:25:11: Performing GET on /api/v2/link-config... Received
200

2021/02/25 16:25:11: Performing GET on /api/v2/networks... Received 200
2021/02/25 16:25:11: Performing GET on /api/v2/system-config... Received
200

StorageGRID Appliance
Name : LAB-SGA-2-30
Node type: storage

StorageGRID primary Admin Node

IP: 172.16.1.170
State: unknown
Message: Initializing...
Version: Unknown

Network Link Configuration
Link Status

Link State Speed (Gbps)
1 Up 10

2 Up 10

3 Up 10

4 Up 10

5 Up 1

6 Down N/A

Link Settings

Port bond mode: FIXED
Link speed: 10GBE
Grid Network: ENABLED
Bonding mode: active-backup
VLAN: novlan
MAC Addresses: 00:20:98:59:8e:8a 00:a0:98:59:8e:82
Admin Network: ENABLED
Bonding mode: no-bond

MAC Addresses: 00:80:e5:29:70:f4



Client Network: ENABLED

Bonding mode: active-backup
VLAN: novlan
MAC Addresses: 00:20:98:59:8e:89 00:a0:98:59:8e:81

Grid Network

CIDR: 172.16.2.30/21 (Static)
MAC: 00:A0:98:59:8E:8A
Gateway: 172.16.0.1

Subnets: 172.17.0.0/21

172.18.0.0/21
192.168.0.0/21
MTU: 1500

Admin Network

CIDR: 10.224.2.30/21 (Static)
MAC: 00:80:E5:29:70:F4
Gateway: 10.224.0.1

Subnets: 10.0.0.0/8

172.19.0.0/16
172.21.0.0/16
MTU: 1500

Client Network

CIDR: 47.47.2.30/21 (Static)
MAC: 00:A0:98:59:8E:89
Gateway: 47.47.0.1

MTU: 2000

FHAHH A S S
#HHH4 If you are satisfied with this configuration, FHHEH#
##### execute the script with the "install" sub-command. #####
FHAHH A R S

5. Wenn Sie einen der Werte in der aktuellen Konfiguration &ndern miissen, verwenden Sie den configure
Unterbefehl, um sie zu aktualisieren. Wenn Sie beispielsweise die IP-Adresse andern mochten, die die
Appliance fiir die Verbindung zum primaren Admin-Node verwendet "172.16.2.99'Geben Sie Folgendes
ein:

configure-sga.py configure --admin-ip 172.16.2.99 SGA-INSTALL-IP

6. Wenn Sie die Appliance-Konfiguration in einer JSON-Datei sichern mochten, verwenden Sie die
erweiterten und backup-£file Unterbefehle. Wenn Sie beispielsweise die Konfiguration einer Appliance
mit IP-Adresse sichern moéchten SGA-INSTALL-TP Zu einer Datei mit dem Namen appliance-
SG1000.json, Geben Sie Folgendes ein:
configure-sga.py advanced --backup-file appliance-SG1000.json SGA-INSTALL-IP
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Die JSON-Datei, die die Konfigurationsinformationen enthalt, wird in das gleiche Verzeichnis geschrieben,
aus dem Sie das Skript ausgefiihrt haben.

Uberpriifen Sie, ob der Node-Name der generierten JSON-Datei der Name der Appliance
@ entspricht. Nehmen Sie keine Anderungen an dieser Datei vor, es sei denn, Sie sind ein
erfahrener Benutzer und haben ein griindliches Verstandnis von StorageGRID APIs.

7. Wenn Sie mit der Geratekonfiguration zufrieden sind, verwenden Sie das install Und monitor
Unterbefehle zum Installieren des Gerats:
configure-sga.py install --monitor SGA-INSTALL-IP

8. Wenn Sie das Gerat neu starten mdchten, geben Sie Folgendes ein:
configure-sga.py reboot SGA-INSTALL-IP

Automatisieren Sie die StorageGRID-Konfiguration

Nachdem Sie die Grid-Nodes installiert und konfiguriert haben, kdnnen Sie die
Konfiguration des StorageGRID Systems automatisieren.

Bevor Sie beginnen

 Sie kennen den Speicherort der folgenden Dateien aus dem Installationsarchiv.

Dateiname Beschreibung

configure-storagegrid.py Python-Skript zur Automatisierung der Konfiguration

Configure-storagegrid.sample.json Beispielkonfigurationsdatei fir die Verwendung mit
dem Skript

Configure-storagegrid.blank.json Leere Konfigurationsdatei fur die Verwendung mit
dem Skript

* Sie haben ein erstellt configure-storagegrid. json Konfigurationsdatei Um diese Datei zu erstellen,
kénnen Sie die Beispielkonfigurationsdatei andern (configure-storagegrid.sample.json) Oder die
leere Konfigurationsdatei (configure-storagegrid.blank. json).

Uber diese Aufgabe

Sie kdnnen das verwenden configure-storagegrid.py Python-Skript und das configure-
storagegrid. json Konfigurationsdatei zur automatischen Konfiguration des StorageGRID Systems

@ Sie kdnnen das System auch mit dem konfigurieren "Grid Manager" Oder im "Installations-API".

Schritte
1. Melden Sie sich an der Linux-Maschine an, die Sie verwenden, um das Python-Skript auszuflhren.

2. Wechseln Sie in das Verzeichnis, in dem Sie das Installationsarchiv extrahiert haben.

Zum Beispiel:
cd StorageGRID-Webscale-version/platform
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Wo platformlst debs, rpms, Oder vsphere.
3. Fuhren Sie das Python-Skript aus und verwenden Sie die von Ihnen erstellte Konfigurationsdatei.

Beispiel:

./configure-storagegrid.py ./configure-storagegrid.json --start-install

Nachdem Sie fertig sind

Ein Wiederherstellungspaket . zip Die Datei wird wahrend des Konfigurationsprozesses generiert und in das
Verzeichnis heruntergeladen, in dem Sie den Installations- und Konfigurationsprozess ausflhren. Sie missen
die Recovery-Paket-Datei sichern, damit Sie das StorageGRID-System wiederherstellen kbnnen, wenn ein
oder mehrere Grid-Knoten ausfallen. Zum Beispiel kopieren Sie den Text auf einen sicheren, gesicherten
Netzwerkstandort und an einen sicheren Cloud-Storage-Standort.

Die Recovery Package-Datei muss gesichert sein, weil sie Verschllisselungsschlissel und
@ Passworter enthalt, die zum Abrufen von Daten vom StorageGRID-System verwendet werden
kénnen.

Wenn Sie angegeben haben, dass zufallige Passworter generiert werden sollen, missen Sie die extrahieren
Passwords. txt Datei und suchen Sie nach den Kennwoértern, die fir den Zugriff auf Ihr StorageGRID-
System erforderlich sind.

S i i kR
##### The StorageGRID "recovery package" has been downloaded as: #####

#H4#4 ./sgws-recovery-package-994078-revl.zip FHH4##
#HHH4 Safeguard this file as it will be needed in case of a #HHHH#
#HH#4 StorageGRID node recovery. #HH4H#

FHAHHHHF AR AR R R
Das StorageGRID System wird installiert und konfiguriert, wenn eine Bestatigungsmeldung angezeigt wird.

StorageGRID has been configured and installed.

Uberblick liber die Installations-REST-APIs

StorageGRID bietet zwei REST-APIs zur Durchfuhrung von Installationsaufgaben: Die
StorageGRID Installations-API und die StorageGRID Appliance Installer-API.

Beide APIs verwenden die Swagger Open Source API-Plattform, um die API-Dokumentation bereitzustellen.
Swagger ermdglicht Entwicklern und nicht-Entwicklern die Interaktion mit der API in einer Benutzeroberflache,
die zeigt, wie die API auf Parameter und Optionen reagiert. Diese Dokumentation setzt voraus, dass Sie mit
Standard-Webtechnologien und dem JSON-Datenformat vertraut sind.
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Alle API-Operationen, die Sie mit der API Docs Webseite durchfiihren, sind Live-Operationen.
Achten Sie darauf, dass Konfigurationsdaten oder andere Daten nicht versehentlich erstellt,
aktualisiert oder geléscht werden.

Jeder REST-API-Befehl umfasst die URL der API, eine HTTP-Aktion, alle erforderlichen oder optionalen URL-
Parameter sowie eine erwartete API-Antwort.

StorageGRID Installations-API

Die StorageGRID Installations-API ist nur verfligbar, wenn Sie das StorageGRID-System zu Beginn
konfigurieren und eine primare Wiederherstellung des Admin-Knotens durchfihren missen. Der Zugriff auf die
Installations-API erfolgt tiber HTTPS vom Grid Manager.

Um auf die API-Dokumentation zuzugreifen, gehen Sie auf die Installations-Webseite des primaren Admin-
Knotens und wahlen Sie in der Menlleiste Hilfe > API-Dokumentation aus.

Die StorageGRID Installations-API umfasst die folgenden Abschnitte:
« Config: Operationen im Zusammenhang mit der Produktfreigabe und den Versionen der API. Sie kbnnen

die Produktversion und die Hauptversionen der von dieser Version unterstiitzten API auflisten.

 Grid: Konfigurationsvorgange auf Grid-Ebene. Grid-Einstellungen erhalten und aktualisiert werden,
einschlieBlich Grid-Details, Grid-Netzwerknetzen, Grid-Passworter und NTP- und DNS-Server-IP-
Adressen.

* Nodes: Konfigurationsvorgange auf Node-Ebene. Sie kdnnen eine Liste der Grid-Nodes abrufen, einen
Grid-Node I6schen, einen Grid-Node konfigurieren, einen Grid-Node anzeigen und die Konfiguration eines
Grid-Node zurticksetzen.

» Provision: Bereitstellungsvorgange. Sie kdnnen den Bereitstellungsvorgang starten und den Status des
Bereitstellungsvorgangs anzeigen.

* Wiederherstellung: Wiederherstellungsvorgange fir primaren Admin-Knoten. Sie kdnnen Informationen
zurlcksetzen, das Wiederherstellungspaket hochladen, die Wiederherstellung starten und den Status des
Wiederherstellungsvorgangs anzeigen.

* Recovery-Paket: Operationen zum Herunterladen des Wiederherstellungspakets.

« Standorte: Konfigurationsvorgange auf Standort-Ebene. Sie kdnnen eine Site erstellen, anzeigen, 16schen
und andern.

StorageGRID Appliance Installer-API
Der Zugriff auf die Installer-API von StorageGRID Appliance ist tber HTTPS mdéglich Controller IP:8443.

Um auf die API-Dokumentation zuzugreifen, gehen Sie zum StorageGRID Appliance Installer auf dem Gerat
und wahlen Sie in der Mendlleiste Hilfe > APl Docs aus.

Die StorageGRID Appliance Installer-API umfasst die folgenden Abschnitte:

* Clone: Operationen zum Konfigurieren und Steuern des Node-Klonens.

» Verschliisselung: Operationen zur Verwaltung der Verschlisselung und Anzeige des
Verschllsselungsstatus.

« Hardware config: Operationen zur Konfiguration von Systemeinstellungen auf angeschlossener
Hardware.
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« Installation: Vorgange zum Starten der Appliance-Installation und zur Uberwachung des
Installationsstatus.

* Netzwerk: Vorgange im Zusammenhang mit der Grid-, Admin- und Client-Netzwerkkonfiguration flr eine
StorageGRID-Appliance und Appliance-Port-Einstellungen.

« Setup: Operationen zur Unterstlitzung bei der Erstinstallation der Appliance einschlieRlich Anfragen,
Informationen Uber das System zu erhalten und die primare Admin-Knoten-IP zu aktualisieren.

» Support: Operationen fiir den Neustart des Controllers und das Abrufen von Protokollen.
» Update-config: Vorgange zum Aktualisieren der StorageGRID-Appliance-Konfiguration.
» Upgrade: Vorgange im Zusammenhang mit der Aktualisierung der Appliance-Firmware.

» Uploadsg: Operationen zum Hochladen von StorageGRID-Installationsdateien.

Hardware installieren

Hardware registrieren
Die Registrierung der Appliance-Hardware bietet Support-Vorteile.

Schritte

1. Suchen Sie die Seriennummer des Gehauses fir das Gerat. Bei SG6000 Appliances befindet sich die
Seriennummer des Chassis auf dem Storage Controller-Shelf.

Sie finden die Nummer auf dem Packzettel, in Ihrer Bestatigungs-E-Mail oder auf dem Gerat nach dem
Auspacken.

Senal 012345678101

AU

Die SG6000 Storage Appliance enthalt mehrere Seriennummern. Die Seriennummer auf
dem Storage-Controller-Shelf muss registriert und verwendet werden, wenn Sie Service
oder Support fiir die SG6000 Appliance anrufen.

2. Wechseln Sie zur NetApp Support Site unter "mysupport.netapp.com”.

3. Bestimmen Sie, ob Sie die Hardware registrieren missen:

Wenn Sie ein... Fuhren Sie die folgenden Schritte aus...

Bestehender NetApp Kunde a. Melden Sie sich mit Ihrem Benutzernamen und Passwort an.
b. Wahlen Sie Produkte > Meine Produkte.
c. Bestatigen Sie, dass die neue Seriennummer aufgeftihrt ist.

d. Falls nicht, folgen Sie den Anweisungen fiir neue NetApp Kunden.
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Wenn Sie ein... Fiihren Sie die folgenden Schritte aus...

Neuer NetApp Kunde a. Klicken Sie auf Jetzt registrieren und erstellen Sie ein Konto.
b. Wahlen Sie Produkte > Produkte Registrieren.
c. Geben Sie die Seriennummer des Produkts und die
angeforderten Details ein.

Nach der Registrierung konnen Sie die erforderliche Software
herunterladen. Der Genehmigungsprozess kann bis zu 24 Stunden in
Anspruch nehmen.

In Schrank oder Rack installieren

In Schrank oder Rack einbauen (SGF6112)

Sie installieren eine Reihe von Schienen fiir das Gerat in Ihrem Schrank oder Rack und
schieben das Gerat dann auf die Schienen.

Bevor Sie beginnen

 Sie haben das im Lieferumfang enthaltene Sicherheitshinweisen geprift und die VorsichtsmalRnahmen fir
das Bewegen und Installieren von Hardware verstanden.

« Sie haben die Anweisungen im Lieferumfang des Schienensatz enthalten.

Schritte

1. Befolgen Sie die Anweisungen flr den Schienensatz, um die Schienen in Ihrem Schrank oder Rack zu
installieren.

2. Verlangern Sie auf den beiden Schienen, die im Schrank oder Rack installiert sind, die beweglichen Teile
der Schienen, bis Sie ein Klicken horen.
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3. Setzen Sie das Geréat in die Schienen ein.

4. Schieben Sie das Gerat in das Gehause oder Rack.

Wenn Sie das Gerat nicht weiter bewegen kénnen, ziehen Sie an den blauen Verriegelungen auf beiden
Seiten des Gehauses, um das Gerat vollstandig einzuschieben.
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5. Ziehen Sie die unverlierbaren Schrauben an der Geratevorderseite fest, um das Gerat im Rack zu
befestigen.

@ Befestigen Sie die Frontverkleidung erst, nachdem Sie das Gerat eingeschaltet haben.

S$G6000

In Schrank oder Rack installieren (SG6000)

Beim SG6060 und SGF6024 installieren Sie Schienen in lhrem Schrank oder Rack und
schieben das Controller-Shelf, alle Erweiterungseinschibe und den Compute-Controller
auf die Schienen. Installieren Sie beim SG6060 die Laufwerke erst in jedem Shelf, wenn
die Shelfs installiert sind.

Modell Installieren Zur Information

SG6060 Controller Shelf mit 60 Laufwerken und "Installation von Shelfs mit 60 Laufwerken"
Erweiterungs-Shelfs mit 60 Laufwerken
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Modell Installieren Zur Information

SG6060 60 Laufwerke in jedes Shelf "Installieren Sie Laufwerke"

SGF6024 Controller Shelf mit 24 Laufwerken "Installation von Shelfs mit 24 Laufwerken
SG6060 und SG6000-CN Computing-Controller "Installieren Sie den SG6000-CN-
SGF6024 Controller"

Installation von Shelfs mit 60 Laufwerken (SG6060)

Sie installieren einen Satz Schienen fur das E2860-Controller-Shelf in Ihrem Schrank
oder Rack und schieben das Controller-Shelf dann auf die Schienen. Bei Installation der
Erweiterungs-Shelfs fur 60 Laufwerke gilt dasselbe Verfahren.

Bevor Sie beginnen

« Sie haben das im Lieferumfang enthaltene Sicherheitshinweisen geprift und die Vorsichtsmalnahmen fur
das Bewegen und Installieren von Hardware verstanden.

» Sie haben die Anweisungen im Lieferumfang des Schienensatz enthalten.

O
O

O

®

Schritte

Jedes Shelf mit 60 Laufwerken wiegt ohne installierte Laufwerke etwa 60 kg (132 Ib). Vier
Personen oder ein mechanisierter Lift sind erforderlich, um das Regal sicher zu bewegen.

Um eine Beschadigung der Hardware zu vermeiden, verschieben Sie niemals das Shelf, wenn
Laufwerke installiert sind. Vor dem Verschieben des Shelfs missen alle Laufwerke entfernt
werden.

Installieren Sie bei der Installation des E2860 Controller-Shelfs oder optionaler Erweiterungs-
Shelfs die Hardware von unten nach oben im Rack oder Schrank, um zu vermeiden, dass das
System umkippt. Installieren Sie den SG6000-CN Controller iber dem E2860 Controller-Shelf
und Erweiterungs-Shelfs, um sicherzustellen, dass sich die schwersten Gerate unten im Rack
oder Rack befinden.

Stellen Sie vor der Installation sicher, dass die im Lieferumfang des Gerats enthaltenen 0,5-m-
Glasfaserkabel oder -Kabel lang genug fiir das geplante Layout sind.

1. Befolgen Sie die Anweisungen fir den Schienensatz, um die Schienen in Ihrem Schrank oder Rack zu
installieren.

Bei Vierkantlochschranken zuerst die mitgelieferten Kafigmuttern einbauen, um die Vorder- und Rickseite
des Regals mit Schrauben zu sichern.

2. Entfernen Sie den dulReren Verpackungskasten fiir das Gerat. Falten Sie dann die Klappen auf dem
inneren Kasten nach unten.

3. Wenn Sie das Gerat mit der Hand anheben, befestigen Sie die vier Griffe an den Seiten des Gehauses.

Driicken Sie auf jeden Griff nach oben, bis er einrastet.
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Setzen Sie die Rickseite des Regals (das Ende mit den Anschllssen) auf die Schienen.

Das Regal von unten halten und in den Schrank schieben. Wenn Sie die Griffe verwenden, |6sen Sie mit
den Daumenverriegelungen jeweils einen Griff, wahrend Sie das Regal einschieben.

Um die Griffe zu entfernen, ziehen Sie den Entriegelungshebel nach unten und ziehen Sie dann aus dem
Shelf heraus.

Befestigen Sie das Regal an der Vorderseite des Schranks.

Bringen Sie die Schrauben an beiden Seiten in die ersten und dritten Lécher von der Oberseite des Regals
ein.

. Befestigen Sie das Regal an der Riickseite des Gehauses.

Legen Sie zwei hintere Halterungen an jeder Seite des oberen hinteren Bereichs des Regals an. Bringen
Sie die Schrauben in die ersten und dritten Lcher jeder Halterung ein.
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8. Wiederholen Sie diese Schritte fir alle Erweiterungs-Shelfs.

Laufwerke installieren (SG6060)

Installieren Sie nach der Installation des Shelf fur 60 Laufwerke in einem Schrank oder
Rack alle 60 Laufwerke in das Shelf. Der Versand flir das E2860 Controller-Shelf umfasst
zwei SSD-Laufwerke, die Sie im oberen Einschub des Controller Shelf installieren sollten.
Jedes optionale Erweiterungs-Shelf umfasst 60 HDD-Laufwerke und keine SSD-
Laufwerke.

Bevor Sie beginnen

Sie haben das E2860 Controller-Shelf oder optionale Erweiterungs-Shelfs (ein oder zwei) im Rack oder Rack
installiert.

Um eine Beschadigung der Hardware zu vermeiden, verschieben Sie niemals das Shelf, wenn
@ Laufwerke installiert sind. Vor dem Verschieben des Shelfs missen alle Laufwerke entfernt
werden.

Schritte

1. Wickeln Sie das Gurt-Ende des ESD-Armbands um Ihr Handgelenk, und befestigen Sie das Clip-Ende auf
einer Metallmasse, um eine statische Entladung zu verhindern.

2. Nehmen Sie die Laufwerke aus der Verpackung.

3. Losen Sie die Hebel an der oberen Antriebsschublade, und schieben Sie die Schublade mit den Hebeln
heraus.

4. Suchen Sie die beiden SSD-Laufwerke.
@ Erweiterungs-Shelfs verwenden keine SSD-Laufwerke.

5. Heben Sie jeden Antriebsgriff in eine vertikale Position.

6. Installieren Sie die beiden SSD-Laufwerke in den Steckplatzen 0 und 1 (die ersten beiden Steckplatze
entlang der linken Seite der Schublade).
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7. Positionieren Sie jedes Laufwerk vorsichtig in seinen Steckplatz, und senken Sie den angehobenen
Laufwerkgriff ab, bis er einrastet.

8. Setzen Sie 10 Festplattenlaufwerke in das obere Fach ein.

9. Schieben Sie die Schublade wieder nach innen, indem Sie die Mitte driicken und beide Hebel vorsichtig
schlief3en.

Driicken Sie die Schublade nicht mehr, wenn Sie sich binden. Schieben Sie die Schublade
@ mit den Freigabehebel an der Vorderseite der Schublade nach auf3en. Setzen Sie dann die
Schublade vorsichtig wieder in den Schlitz ein.

10. Wiederholen Sie diese Schritte, um Festplattenlaufwerke in die anderen vier Schubladen zu installieren.
@ Sie mussen alle 60 Laufwerke installieren, um den korrekten Betrieb zu gewahrleisten.

11. Befestigen Sie die Frontverkleidung am Shelf.

12. Wenn Sie Erweiterungs-Shelfs haben, wiederholen Sie diese Schritte, um 12 Festplattenlaufwerke in jede
Schublade jedes Erweiterungs-Shelfs zu installieren.

13. Befolgen Sie die Anweisungen zur Installation des SG6000-CN in einem Schrank oder Rack.

Shelfs mit 24 Laufwerken installieren (SGF6024)

Sie installieren einen Satz Schienen fur das EF570 Controller-Shelf in Inrem Schrank
oder Rack und schieben das Array dann auf die Schienen.

Bevor Sie beginnen
 Sie haben das im Lieferumfang enthaltene Sicherheitshinweisen geprift und die Vorsichtsmalinahmen fir
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das Bewegen und Installieren von Hardware verstanden.

 Sie haben die Anweisungen im Lieferumfang des Schienensatz enthalten.

Schritte

1. Befolgen Sie die Anweisungen flur den Schienensatz, um die Schienen in Ihrem Schrank oder Rack zu
installieren.

Bei Vierkantlochschranken zuerst die mitgelieferten Kafigmuttern einbauen, um die Vorder- und Riickseite

des Regals mit Schrauben zu sichern.

2. Entfernen Sie den duReren Verpackungskasten fur das Geréat. Falten Sie dann die Klappen auf dem
inneren Kasten nach unten.

3. Setzen Sie die Rlckseite des Regals (das Ende mit den Anschliissen) auf die Schienen.

@ Ein voll beladenes Regal wiegt etwa 24 kg (52 Ib). Zum sicheren Bewegen des Gehauses
sind zwei Personen erforderlich.

4. Schieben Sie das Gehause vorsichtig ganz auf die Schienen.

@ Mdoglicherweise mussen Sie die Schienen anpassen, um sicherzustellen, dass das Gehause
den ganzen Weg auf die Schienen fiihrt.

Stellen Sie keine zusatzlichen Gerate auf die Schienen, nachdem Sie die Installation des
@ Gehauses abgeschlossen haben. Die Schienen sind nicht fir zusatzliches Gewicht
ausgelegt.

Falls zutreffend, missen Sie die Shelf-Endkappen oder die Systemverkleidung entfernen,
@ um das Gehause am Rack-Beitrag zu befestigen. In diesem Fall missen Sie die Endkappen
oder die Blende austauschen, wenn Sie fertig sind.

5. Befestigen Sie das Gehause an der Vorderseite des Schranks oder Racks und Schienen, indem Sie zwei
M5-Schrauben durch die Befestigungshalterungen (vorinstalliert auf beiden Seiten des Gehauses), die
Lécher am Rack oder am Systemschrank und die Lécher auf der Vorderseite der Schienen einsetzen.
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6. Befestigen Sie das Gehause an der Riickseite der Schienen, indem Sie zwei M5-Schrauben durch die
Halterungen am Gehause und an der Halterung des Schienensatz einsetzen.

7. Ersetzen Sie gegebenenfalls die Shelf-Abschlusskappen oder die Systemblende.

Installieren des SG6000-CN Controllers (SG6060 und SG6024)

Sie installieren einen Satz Schienen fur den SG6000-CN Controller in Ihrem Schrank
oder Rack und schieben den Controller dann auf die Schienen.

Bevor Sie beginnen

« Sie haben das im Lieferumfang enthaltene Sicherheitshinweisen geprift und die Vorsichtsmalnahmen fur
das Bewegen und Installieren von Hardware verstanden.
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» Sie haben die Anweisungen im Lieferumfang des Schienensatz enthalten.
» Sie haben das E2860 Controller-Shelf und -Laufwerke oder das EF570 Controller-Shelf installiert.

Schritte

1. Befolgen Sie die Anweisungen fiir den Schienensatz, um die Schienen in Ihrem Schrank oder Rack zu
installieren.

2. Verlangern Sie auf den beiden Schienen, die im Schrank oder Rack installiert sind, die beweglichen Teile
der Schienen, bis Sie ein Klicken horen.

3. Setzen Sie den SG6000-CN-Controller in die Schienen ein.

4. Schieben Sie den Controller in den Schrank oder Rack.

Wenn Sie den Controller nicht weiter bewegen kdnnen, ziehen Sie die blauen Laschen auf beiden Seiten
des Chassis, um den Controller vollstandig einzuschieben.
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(D Bringen Sie die Frontverkleidung erst an, nachdem Sie den Controller eingeschaltet haben.

5. Ziehen Sie die unverlierbaren Schrauben an der Vorderseite des Controllers fest, um den Controller im
Rack zu befestigen.

In Schrank oder Rack installieren (SG5700)

Sie installieren eine Reihe von Schienen in Ihrem Schrank oder Rack und schieben das
Gerat dann auf die Schienen. Wenn Sie ein SG5760 besitzen, installieren Sie die
Laufwerke nach der Installation des Gerats.

Bevor Sie beginnen

+ Sie haben das im Lieferumfang enthaltene Sicherheitshinweisen geprift und die Vorsichtsmalinahmen fir
das Bewegen und Installieren von Hardware verstanden.

« Sie haben die Anweisungen im Lieferumfang des Schienensatz enthalten.

Installieren Sie SG5712

FUhren Sie die folgenden Schritte aus, um eine SG5712-Appliance in einem Rack oder Schrank zu installieren.
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@ Die SG5712 wiegt bei voller Beladung mit Laufwerken ca. 64 Ib (29 kg). Um den SG5712 sicher
zu bewegen, sind zwei Personen oder ein mechanisierter Lift erforderlich.

@ Installieren Sie die Hardware von der Unterseite des Racks oder Racks bis zu, um ein
Umkippen des Gerats zu verhindern.

Schritte
1. Befolgen Sie die Anweisungen flr den Schienensatz, um die Schienen zu installieren.

2. Setzen Sie die Riickseite des Gerats (das Ende mit den Anschliissen) auf die Schienen.

3. Schieben Sie das Gerat vorsichtig bis zum Ende in den Schrank oder das Rack.

4. Befestigen Sie das Gerat gemal den Anweisungen im Schienensatz am Schrank oder Rack.
5

. Befestigen Sie die Blende an der Vorderseite.

SG5760 installieren

Flhren Sie die folgenden Schritte aus, um eine SG5760-Appliance und alle Erweiterungs-Shelfs in einem
Rack oder Schrank zu installieren.

@ Installieren Sie die Hardware von der Unterseite des Racks oder Racks bis zu, um ein
Umkippen des Gerats zu verhindern.

@ Die SG5760 wiegt ca. 60 kg (132 Ib), ohne dass Laufwerke installiert sind. Vier Personen oder
ein mechanisierter Lift sind erforderlich, um eine leere SG5760 sicher zu bewegen.

Um eine Beschadigung der Hardware zu vermeiden, verschieben Sie niemals eine SG5760,
@ wenn Laufwerke installiert sind. Vor dem Verschieben des Shelfs missen alle Laufwerke
entfernt werden.

Schritte

1. Befolgen Sie die Anweisungen fur den Schienensatz, um die Schienen in Ihrem Schrank oder Rack zu
installieren.

2. Bereiten Sie das Gerat vor:
a. Entfernen Sie den dulReren Verpackungskasten.
b. Klappen Sie die Klappen auf dem inneren Kasten nach unten.

c. Wenn Sie die SG5760 von Hand anheben, befestigen Sie die vier Griffe an den Seiten des Chassis.
Sie entfernen diese Griffe, wahrend Sie das Gerat auf die Schienen schieben.

3. Wenn lhr Schrank tber ein quadratisches Loch verflgt, bringen Sie die Kafigmuttern an, damit Sie die
Vorder- und Rickseite des Regals mit Schrauben sichern kénnen.

4. Setzen Sie die Ruckseite des Gerats (das Ende mit den Anschlissen) auf die Schienen.

5. Halten Sie das Gerat von unten ab, und schieben Sie es in das Rack oder den Schrank.
Verwenden Sie die Daumenverriegelungen, um die Griffe zu I6sen, wahrend Sie das Gerat einschieben.
6. Befestigen Sie das Gerat an der Vorderseite des Racks, indem Sie auf jeder Seite zwei Schrauben in die

erste und dritte Bohrung (von oben nach unten) einsetzen.
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7. Befestigen Sie das Gerat mit den Halterungen an der Rickseite des Racks oder Schranks.

8. Installieren Sie 12 Laufwerke in jedem der fiinf Laufwerkseinschibe.
Sie mussen alle 60 Laufwerke installieren, um den korrekten Betrieb zu gewahrleisten.

a. Setzen Sie das ESD-Armband auf, und entfernen Sie die Antriebe aus der Verpackung.

b. Losen Sie die Hebel an der oberen Antriebsschublade, und schieben Sie die Schublade mit den
Hebeln heraus.

c. Heben Sie den Laufwerkgriff senkrecht an, und richten Sie die Tasten am Laufwerk an den Kerben in
der Schublade aus.

Buttons

Motches

d. Dricken Sie vorsichtig auf die Oberseite des Laufwerks, und drehen Sie den Laufwerkgriff nach unten,
bis das Laufwerk einrastet.

e. Schieben Sie nach dem Einbau der ersten 12 Laufwerke die Schublade wieder nach innen, indem Sie
die Mitte driicken und beide Hebel vorsichtig schlieRen.

f. Wiederholen Sie diese Schritte flir die anderen vier Schubladen.

9. Befestigen Sie die Frontverkleidung.

In Schrank oder Rack installieren (SG100 und SG1000)

Sie installieren eine Reihe von Schienen fur das Gerat in lhrem Schrank oder Rack und
schieben das Gerat dann auf die Schienen.

Bevor Sie beginnen

» Sie haben das im Lieferumfang enthaltene Sicherheitshinweisen geprift und die Vorsichtsmalinahmen fir
das Bewegen und Installieren von Hardware verstanden.

« Sie haben die Anweisungen im Lieferumfang des Schienensatz enthalten.

Schritte

1. Befolgen Sie die Anweisungen fiir den Schienensatz, um die Schienen in Inrem Schrank oder Rack zu
installieren.

2. Verlangern Sie auf den beiden Schienen, die im Schrank oder Rack installiert sind, die beweglichen Teile
der Schienen, bis Sie ein Klicken horen.
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3. Setzen Sie das Geréat in die Schienen ein.

4. Schieben Sie das Gerat in das Gehause oder Rack.

Wenn Sie das Gerat nicht weiter bewegen kénnen, ziehen Sie an den blauen Verriegelungen auf beiden
Seiten des Gehauses, um das Gerat vollstandig einzuschieben.
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@ Befestigen Sie die Frontverkleidung erst, nachdem Sie das Gerat eingeschaltet haben.

Kabelgerat

Kabelgerit (SGF6112)

Sie verbinden den Management-Port der Appliance mit dem Service-Laptop und
verbinden die Netzwerkports der Appliance mit dem Grid-Netzwerk und dem optionalen
Client-Netzwerk fur StorageGRID.

Bevor Sie beginnen
« Sie verflgen Uber ein RJ-45-Ethernet-Kabel zum Anschliellen des Management-Ports.

« Sie haben eine der folgenden Optionen fir die Netzwerkanschlisse. Diese Gegenstande sind nicht im
Lieferumfang des Gerats enthalten.

o Ein bis vier Twinax-Kabel zum Anschliel3en der vier Netzwerk-Ports.

o Ein bis vier SFP+ oder SFP28 Transceiver, wenn Sie optische Kabel flir die Ports verwenden mdchten.

@ Gefahr der Laserstrahlung — keinen Teil eines SFP-Transceivers zerlegen oder entfernen. Sie
kénnen Laserstrahlung ausgesetzt sein.

Uber diese Aufgabe
Die folgenden Abbildungen zeigen die Ports auf der Riickseite des SGF6112.
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Legende

1

Port

BMC-Management-Port
auf der Appliance

Vier 10/25-GbE-
Netzwerkports auf der
Appliance

Admin-Netzwerk-Port auf
der Appliance (in der
Abbildung mit ,P1“
gekennzeichnet)

RechtmaRiger RJ-45-
Anschluss am Gerat

Schritte

Typ des Ports
1 GbE (RJ-45)

1 GbE (RJ-45)

Wichtig: dieser Port
arbeitet nur mit 1/10-GbE
(RJ-45) und unterstitzt
keine 100-Megabit-
Geschwindigkeiten.

1 GbE (RJ-45)

Wichtig: dieser Port
arbeitet nur mit 1/10-GbE
(RJ-45) und unterstitzt
keine 100-Megabit-
Geschwindigkeiten.

Nutzung

Stellt eine Verbindung zum Netzwerk
her, in dem Sie auf die BMC-
Schnittstelle zugreifen.

Stellen Sie eine Verbindung zum Grid-
Netzwerk und dem Client-Netzwerk ftr
StorageGRID her.

Verbindet die Appliance mit dem Admin-
Netzwerk fir StorageGRID.

» Kann mit Verwaltungsport 1
verbunden werden, wenn Sie eine
redundante Verbindung zum Admin-
Netzwerk winschen.

« Kann getrennt bleiben und fur einen
temporaren lokalen Zugang
verfuigbar sein (IP 169.254.0.1).

« Wahrend der Installation kann
verwendet werden, um das Gerat
an einen Service-Laptop
anzuschlief’en, wenn DHCP-
zugewiesene |IP-Adressen nicht
verflgbar sind.

1. SchlieRen Sie den BMC-Managementport der Appliance tber ein Ethernet-Kabel an das

Managementnetzwerk an.

Obwohl diese Verbindung optional ist, wird empfohlen, den Support zu erleichtern.

2. Verbinden Sie die Netzwerk-Ports des Gerats mit den entsprechenden Netzwerk-Switches Gber Twinax-
Kabel oder optische Kabel und Transceiver.
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Alle vier Netzwerkports mussen dieselbe Verbindungsgeschwindigkeit verwenden.

SGF6112-Verbindungsgeschwindigkeit Erforderliche Ausriistung
(GbE)

@ 10 SFP+-Transceiver

25 SFP28-Transceiver

> Wenn Sie den Modus Fixed Port Bond verwenden méchten (Standard), verbinden Sie die Ports mit
dem StorageGRID-Grid und den Client-Netzwerken, wie in der Tabelle dargestellt.

Port Verbindung wird hergestellt mit...
Port 1 Client-Netzwerk (optional)

Port 2 Grid-Netzwerk

Port 3 Client-Netzwerk (optional)

Port 4 Grid-Netzwerk

> Wenn Sie den aggregierten Port Bond-Modus verwenden moéchten, verbinden Sie einen oder mehrere
Netzwerkports mit einem oder mehreren Switches. Sie sollten mindestens zwei der vier Ports
verbinden, um einen Single Point of Failure zu vermeiden. Wenn Sie mehrere Switches fiir eine
einzelne LACP-Verbindung verwenden, miissen die Switches MLAG oder Aquivalent unterstiitzen.

3. Wenn Sie das Admin-Netzwerk fir StorageGRID verwenden mdchten, schlieRen Sie den Admin-
Netzwerkport des Gerats Uber ein Ethernet-Kabel an das Admin-Netzwerk an.

Kabelgerat (SG6000)

Sie verbinden die Speicher-Controller mit dem SG6000-CN-Controller, verbinden die
Management-Ports aller drei Controller und verbinden die Netzwerk-Ports des SG6000-
CN-Controllers mit dem Grid-Netzwerk und dem optionalen Client-Netzwerk fur
StorageGRID.

Bevor Sie beginnen

» Das Gerat verfligt Uber die vier optischen Kabel zum Anschlielen der beiden Speicher-Controller an den
SG6000-CN-Controller.

« Sie verfugen uUber RJ-45-Ethernet-Kabel (mindestens vier) fir den Anschluss der Management-Ports.

 Sie haben eine der folgenden Optionen fir die Netzwerkanschlisse. Diese Gegenstande sind nicht im
Lieferumfang des Geréats enthalten.

o Ein bis vier Twinax-Kabel zum AnschlieRen der vier Netzwerk-Ports.

o Ein bis vier SFP+ oder SFP28 Transceiver, wenn Sie optische Kabel flir die Ports verwenden mdchten.
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@ Gefahr der Laserstrahlung — keinen Teil eines SFP-Transceivers zerlegen oder
entfernen. Sie kdnnen Laserstrahlung ausgesetzt sein.

Uber diese Aufgabe

Die nachfolgende Abbildung zeigt die drei Controller in den SG6060 und SG6060X Appliances, wobei der
SG6000-CN Computing-Controller oben und die beiden E2800 Storage-Controller unten dargestellt sind. Das
SG6060 verwendet E2800A-Controller und das SG6060X verwendet E2800B-Controller.

@ Beide Versionen des E2800 Controllers haben die gleichen Spezifikationen und funktionieren
mit Ausnahme der Lage der Interconnect-Ports.

@ Verwenden Sie keinen E2800A- und E2800B-Controller in derselben Appliance.

SG6060-Verbindungen:

SGE000-CN

E2800 —

SG6060X-Verbindungen:
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SGB000-CN

E2800B—

1 0 O iy O =D, O 1

Die folgende Abbildung zeigt die drei Controller in der SGF6024 Appliance mit dem SG6000-CN Compute-
Controller oben und den beiden EF570 Storage-Controllern nebeneinander unter dem Computing-Controller.

SGF6024-Verbindungen:

SGE000-CN

EF570 (2)

Legende Port

1 BMC-Management-Port
am SG6000-CN
Controller
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Typ des Ports
1 GbE (RJ-45)

Nutzung

Stellt eine Verbindung zum Netzwerk
her, in dem Sie auf die BMC-
Schnittstelle zugreifen.



Legende Port Typ des Ports
2 FC-Verbindungs-Ports: Optisches 16-Gbit/s FC
SFP+

* 4 auf dem SG6000-
CN-Controller

+ 2 auf jedem Storage

Controller
3 Vier Netzwerk-Ports auf ~ 10/25-GbE
dem SG6000-CN
Controller
4 Admin-Netzwerk-Port am 1 GbE (RJ-45)
SG6000-CN Controller (in
der Abbildung mit P1 Wichtig: dieser Port
gekennzeichnet) arbeitet nur mit 1000
BaseT/Full und unterstitzt
keine Geschwindigkeiten
von 10 oder 100 Megabit.
RechtmaRiger RJ-45- 1 GbE (RJ-45)
Anschluss am SG6000-
CN-Controller Wichtig: dieser Port
arbeitet nur mit 1000
BaseT/Full und unterstitzt
keine Geschwindigkeiten
von 10 oder 100 Megabit.
5 Management-Port 1 auf 1 GbE (RJ-45)

jedem Storage Controller

Management-Port 2 auf 1 GbE (RJ-45)
jedem Storage Controller

Schritte

Nutzung

Verbinden Sie jeden Speicher-Controller
mit dem SG6000-CN-Controller.

Stellen Sie eine Verbindung zum Grid-
Netzwerk und dem Client-Netzwerk flr
StorageGRID her.

Verbindet den SG6000-CN-Controller
mit dem Admin-Netzwerk flur
StorageGRID.

« Kann mit Verwaltungsport 1
verbunden werden, wenn Sie eine
redundante Verbindung zum Admin-
Netzwerk wiinschen.

« Kann unverkabelt und fiir
temporaren lokalen Zugang
verflgbar sein (IP 169.254.0.1).

» Kann wahrend der Installation
verwendet werden, um den
SG6000-CN-Controller mit einem
Service-Laptop zu verbinden, wenn
keine DHCP-zugewiesenen IP-
Adressen verfugbar sind.

Stellt eine Verbindung mit dem
Netzwerk her, in dem Sie auf SANtricity
System Manager zugreifen.

Reserviert fur technischen Support.

1. SchlielRen Sie den BMC-Management-Port des SG6000-CN Controllers Uber ein Ethernet-Kabel an das

Managementnetzwerk an.

Obwohl diese Verbindung optional ist, wird empfohlen, den Support zu erleichtern.

2. Verbinden Sie die beiden FC-Ports an jedem Speicher-Controller mit den FC-Ports des SG6000-CN
Controllers. Verwenden Sie dazu vier optische Kabel und vier SFP+-Transceiver fur die Speicher-
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Controller.

3. Verbinden Sie die Netzwerk-Ports des SG6000-CN Controllers mit den entsprechenden Netzwerk-
Switches Uber Twinax-Kabel oder optische Kabel und SFP+ oder SFP28 Transceiver.

Die vier Netzwerkanschliisse missen dieselbe Verbindungsgeschwindigkeit verwenden.

@ Installieren Sie SFP+-Transceiver, wenn Sie 10-GbE-Verbindungsgeschwindigkeiten
verwenden mochten. Installieren Sie SFP28 Transceiver, wenn Sie 25-GbE-
Linkgeschwindigkeiten verwenden moéchten.

> Wenn Sie den Modus Fixed Port Bond verwenden méchten (Standard), verbinden Sie die Ports mit
dem StorageGRID-Grid und den Client-Netzwerken, wie in der Tabelle dargestellt.

Port Verbindung wird hergestellt mit...
Port 1 Client-Netzwerk (optional)

Port 2 Grid-Netzwerk

Port 3 Client-Netzwerk (optional)

Port 4 Grid-Netzwerk

o Wenn Sie den aggregierten Port Bond-Modus verwenden moéchten, verbinden Sie einen oder mehrere
Netzwerkports mit einem oder mehreren Switches. Sie sollten mindestens zwei der vier Ports
verbinden, um einen Single Point of Failure zu vermeiden. Wenn Sie mehrere Switches flr eine
einzelne LACP-Verbindung verwenden, missen die Switches MLAG oder Aquivalent unterstitzen.

4. Wenn Sie das Admin-Netzwerk fiir StorageGRID verwenden méchten, verbinden Sie den Admin-
Netzwerkanschluss des SG6000-CN-Controllers Gber ein Ethernet-Kabel mit dem Admin-Netzwerk.

5. Wenn Sie das Managementnetzwerk flir SANtricity System Manager verwenden méchten, verbinden Sie
Managementport 1 (P1) an jedem Storage Controller (der RJ-45-Port auf der linken Seite) mit einem
Netzwerkmanagement fur SANtricity System Manager.

Verwenden Sie den Management-Port 2 (P2) nicht auf den Speichercontrollern (der RJ-45-Port auf der
rechten Seite). Dieser Port ist fiir technischen Support reserviert.

Verwandte Informationen
"Port-Bond-Modi (SG6000-CN-Controller)"

Kabel-Appliance (SG5700)

Sie verbinden die beiden Controller miteinander, verbinden die Management-Ports auf
jedem Controller und verbinden die 10/25-GbE-Ports des E5700SG Controllers mit dem
Grid-Netzwerk und dem optionalen Client-Netzwerk fur StorageGRID.

Bevor Sie beginnen
 Sie haben die folgenden Artikel ausgepackt, die im Lieferumfang des Gerats enthalten sind:

o Zwei Netzkabel.

o Zwei optische Kabel fir die FC Interconnect-Ports an den Controllern.
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o Acht SFP+-Transceiver, die entweder 10 GbE oder 16 Gbit/s FC unterstitzen. Die Transceiver kdnnen
mit den beiden Interconnect Ports auf beiden Controllern und mit den vier 10/25-GbE-Netzwerkports
auf dem E5700SG Controller verwendet werden, vorausgesetzt, die Netzwerk-Ports bendtigen eine 10-
GbE-Verbindungsgeschwindigkeit.

« Sie haben folgende Produkte erhalten, die nicht im Lieferumfang des Gerats enthalten sind:
o Ein bis vier optische Kabel flir die 10/25-GbE-Ports, die Sie verwenden mdchten.
o Ein bis vier SFP28-Transceiver, wenn Sie 25-GbE-Verbindungsgeschwindigkeit verwenden mdchten.

o Ethernet-Kabel fir die Verbindung der Management-Ports.

@ Gefahr der Laserstrahlung — keinen Teil eines SFP-Transceivers zerlegen oder entfernen. Sie
kénnen Laserstrahlung ausgesetzt sein.

Uber diese Aufgabe

Die Zahlen zeigen die beiden Controller der SG5760 und SG5760X, wobei der Storage Controller der E2800
Serie oben und der E5700SG Controller unten gezeigt werden. In den SG5712 und SG5712X befindet sich der
Speicher-Controller der E2800 Serie links vom E5700SG-Controller, wenn er von hinten betrachtet wird.

SG5760-Verbindungen:

E2800

ES7005G

SG5760X-Verbindungen:
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E2800B

E57005G

Legende Port

1 Zwei Interconnect-Ports an
jedem Controller

2 Management-Port 1 auf dem
Controller der E2800 Serie

2 Management-Port 2 auf dem
Controller der E2800 Serie

3 Management-Port 1 am
E5700SG Controller
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Typ des Ports
16 Gbit/s FC optisch SFP+

1 GbE (RJ-45)

1 GbE (RJ-45)

1 GbE (RJ-45)

Nutzung

Verbinden Sie die beiden
Controller miteinander.

Stellt eine Verbindung mit
dem Netzwerk her, in dem Sie
auf SANTtricity System
Manager zugreifen. Sie
kénnen das Admin-Netzwerk
fur StorageGRID oder ein
unabhangiges
Managementnetzwerk
verwenden.

Reserviert fir technischen
Support.

Verbindet den E5700SG-
Controller mit dem Admin-
Netzwerk fur StorageGRID.



Legende Port

3 Management-Port 2 am
E5700SG Controller

4 10/25-GbE-Ports 1-4 auf dem
E5700SG Controller

Schritte

Typ des Ports
1 GbE (RJ-45)

10-GbE oder 25-GbE

Hinweis: die im Lieferumfang
des Gerats enthaltenen SFP+
Transceiver unterstitzen 10-
GbE-
Verbindungsgeschwindigkeite
n. Wenn Sie fir die vier
Netzwerk-Ports 25-GbE-
Verbindungsgeschwindigkeite
n verwenden mochten,
muissen Sie SFP28-
Transceiver bereitstellen.

Nutzung

* Kann mit Verwaltungsport
1 verbunden werden,
wenn Sie eine redundante
Verbindung zum Admin-
Netzwerk wiinschen.

» Kann unverkabelt und fiir
temporaren lokalen
Zugang verfugbar sein (IP
169.254.0.1).

» Kann wahrend der
Installation verwendet
werden, um den
E5700SG-Controller mit
einem Service-Laptop zu
verbinden, wenn DHCP-
zugewiesene IP-Adressen
nicht verfligbar sind.

Stellen Sie eine Verbindung
zum Grid-Netzwerk und dem
Client-Netzwerk fur
StorageGRID her. Siehe
"Port-Bond-Modi (E5700SG
Controller)".

1. Verbinden Sie den E2800 Controller mit dem E5700SG Controller mithilfe von zwei optischen Kabeln und

vier der acht SFP+ Transceiver.

Diesen Port verbinden...

Interconnect-Port 1 auf dem E2800 Controller

Interconnect-Port 2 auf dem E2800 Controller

Zu diesem Port...

Interconnect-Port 1 am E5700SG Controller

Interconnect-Port 2 am E5700SG Controller

2. Wenn Sie planen, SANtricity System Manager zu verwenden, verbinden Sie Managementport 1 (P1) am
E2800 Controller (der RJ-45 Port auf der linken Seite) mit dem Managementnetzwerk fiir SANtricity
System Manager. Verwenden Sie dazu ein Ethernetkabel.

Verwenden Sie den Management-Port 2 (P2) nicht auf dem E2800 Controller (der RJ-45-Port auf der
rechten Seite). Dieser Port ist fir technischen Support reserviert.
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3. Wenn Sie das Admin-Netzwerk fur StorageGRID verwenden mdchten, verbinden Sie den Verwaltungsport
1 des E5700SG-Controllers (der RJ-45-Port links) Uber ein Ethernet-Kabel mit dem Admin-Netzwerk.

Wenn Sie den Active-Backup-Netzwerk-Bond-Modus fiir das Admin-Netzwerk verwenden mochten,
verbinden Sie den Management-Port 2 des E5700SG-Controllers (der RJ-45-Port rechts) tber ein
Ethernet-Kabel mit dem Admin-Netzwerk.

4. Verbinden Sie die 10/25-GbE-Ports des E5700SG Controllers mit den entsprechenden Netzwerk-Switches
Uber optische Kabel und SFP+ oder SFP28-Transceiver.

®

Alle Ports missen dieselbe Verbindungsgeschwindigkeit verwenden. Installieren Sie SFP+-
Transceiver, wenn Sie 10-GbE-Verbindungsgeschwindigkeiten verwenden mdchten.
Installieren Sie SFP28 Transceiver, wenn Sie 25-GbE-Linkgeschwindigkeiten verwenden
mochten.

> Wenn Sie den Modus Fixed Port Bond verwenden méchten (Standard), verbinden Sie die Ports mit
dem StorageGRID-Grid und den Client-Netzwerken, wie in der Tabelle dargestellt.

Port
Port 1

Port 2

Port 3

Port 4

Verbindung wird hergestellt mit...

Client-Netzwerk (optional)
Grid-Netzwerk
Client-Netzwerk (optional)

Grid-Netzwerk

> Wenn Sie den aggregierten Port Bond-Modus verwenden moéchten, verbinden Sie einen oder mehrere
Netzwerkports mit einem oder mehreren Switches. Sie sollten mindestens zwei der vier Ports
verbinden, um einen Single Point of Failure zu vermeiden. Wenn Sie mehrere Switches flr eine
einzelne LACP-Verbindung verwenden, missen die Switches MLAG oder Aquivalent unterstitzen.

Verwandte Informationen

"Rufen Sie das Installationsprogramm fir StorageGRID-Appliances auf"

Kabelgerit (SG100 und SG1000)

Sie mussen den Management-Port der Appliance mit dem Service-Laptop verbinden und
die Netzwerkanschllsse der Appliance mit dem Grid-Netzwerk und dem optionalen
Client-Netzwerk fur StorageGRID verbinden.

Bevor Sie beginnen

« Sie verfligen Uber ein RJ-45-Ethernet-Kabel zum Anschliellen des Management-Ports.

+ Sie haben eine der folgenden Optionen fur die Netzwerkanschlisse. Diese Gegenstande sind nicht im
Lieferumfang des Gerats enthalten.

o Ein bis vier Twinax-Kabel zum AnschlieRen der vier Netzwerk-Ports.

o Fir das SG100 sind ein bis vier SFP+ oder SFP28 Transceiver, wenn Sie optische Kabel flr die Ports
verwenden mochten.
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o Fir den SG1000, ein bis vier QSFP+ oder QSFP28 Transceiver, wenn Sie optische Kabel fir die Ports
verwenden mdochten.

@ Gefahr der Laserstrahlung — kein Teil eines SFP- oder QSFP-Transceivers demontieren oder
entfernen. Sie kdnnen Laserstrahlung ausgesetzt sein.

Uber diese Aufgabe
Die folgenden Abbildungen zeigen die Anschliisse auf der Riickseite des Gerats.

SG100-Port-Verbindungen:

- mmsmass |
T

Legende Port Typ des Ports Nutzung
1 BMC-Management-Port 1 GbE (RJ-45) Stellt eine Verbindung zum Netzwerk
auf der Appliance her, in dem Sie auf die BMC-

Schnittstelle zugreifen.

2 Vier Netzwerkports auf » Fur das SG100: Stellen Sie eine Verbindung zum Grid-
der Appliance 10/25-GbE Netzwerk und dem Client-Netzwerk fir

« Fiir den SG1000: StorageGRID her.
10/25/40/100-GbE

3 Admin-Netzwerk-Port auf 1 GbE (RJ-45) Verbindet die Appliance mit dem Admin-
der Appliance (in den Netzwerk fir StorageGRID.
Abbildungen mit ,P1* Wichtig: dieser Port
gekennzeichnet) arbeitet nur mit 1000

BaseT/Full und unterstitzt
keine Geschwindigkeiten
von 10 oder 100 Megabit.
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Legende Port Typ des Ports Nutzung

Rechtmafiger RJ-45- 1 GbE (RJ-45) » Kann mit Verwaltungsport 1

Anschluss am Gerat verbunden werden, wenn Sie eine
Wichtig: dieser Port redundante Verbindung zum Admin-
arbeitet nur mit 1000 Netzwerk wiinschen.

BaseT/Full und unterstitzt
keine Geschwindigkeiten
von 10 oder 100 Megabit.

« Kann getrennt bleiben und fUr einen
temporaren lokalen Zugang
verfiigbar sein (IP 169.254.0.1).

* Wahrend der Installation kann
verwendet werden, um das Gerat
an einen Service-Laptop
anzuschliel3en, wenn DHCP-
zugewiesene IP-Adressen nicht
verflgbar sind.

Schritte

1. SchlielRen Sie den BMC-Managementport der Appliance Uber ein Ethernet-Kabel an das
Managementnetzwerk an.

Obwohl diese Verbindung optional ist, wird empfohlen, den Support zu erleichtern.

2. Verbinden Sie die Netzwerk-Ports des Gerats mit den entsprechenden Netzwerk-Switches Uber Twinax-
Kabel oder optische Kabel und Transceiver.

Alle vier Netzwerkports miissen dieselbe Verbindungsgeschwindigkeit verwenden. In der
folgenden Tabelle finden Sie die fiur Ihre Hardware und Verbindungsgeschwindigkeit
erforderlichen Geréate.

SG100 Verbindungsgeschwindigkeit Erforderliche Ausriistung
(GbE)
10 SFP+-Transceiver
25 SFP28-Transceiver

@ SG1000 Link-Geschwindigkeit (GbE) Erforderliche Ausriistung
10 QSA- und SFP+-Transceiver
25 QSA und SFP28 Transceiver
40 QSFP+-Transceiver
100 QFSP28-Transceiver

> Wenn Sie den Modus Fixed Port Bond verwenden mdchten (Standard), verbinden Sie die Ports mit
dem StorageGRID-Grid und den Client-Netzwerken, wie in der Tabelle dargestellt.
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Port Verbindung wird hergestellt mit...

Port 1 Client-Netzwerk (optional)
Port 2 Grid-Netzwerk
Port 3 Client-Netzwerk (optional)
Port 4 Grid-Netzwerk

o Wenn Sie den aggregierten Port Bond-Modus verwenden moéchten, verbinden Sie einen oder mehrere
Netzwerkports mit einem oder mehreren Switches. Sie sollten mindestens zwei der vier Ports
verbinden, um einen Single Point of Failure zu vermeiden. Wenn Sie mehrere Switches flr eine
einzelne LACP-Verbindung verwenden, missen die Switches MLAG oder Aquivalent unterstitzen.

3. Wenn Sie das Admin-Netzwerk fir StorageGRID verwenden moéchten, schlieRen Sie den Admin-
Netzwerkport des Gerats Uber ein Ethernet-Kabel an das Admin-Netzwerk an.

Stromkabel anschlieBen und Strom anschlieBen

Stromkabel anschlieBen und Strom anschlieBRen (SGF6112)

Nach dem Anschliel3en der Netzwerkkabel konnen Sie das Gerat mit Strom versorgen.

Schritte
1. Schliel3en Sie ein Netzkabel an jede der beiden Netzteile im Gerat an.

2. Schliel3en Sie diese beiden Netzkabel an zwei verschiedene Stromverteiler (Power Distribution Units,
PDUs) im Schrank oder Rack an.

3. Wenn der Netzschalter auf der Vorderseite des Geréats derzeit nicht blau leuchtet, driicken Sie die Taste,
um das Gerat einzuschalten.

Driicken Sie den Netzschalter wahrend des Einschalters nicht erneut.
Die LED am Netzteil sollte griin leuchten, ohne zu blinken.

4. Wenn Fehler auftreten, beheben Sie alle Probleme.

5. Befestigen Sie die Frontverkleidung am Gerat, falls sie entfernt wurde.

Verwandte Informationen

"Statusanzeigen anzeigen anzeigen anzeigen"

AnschlieBen des Netzes und Anwenden der Stromversorgung (SG6000)

Nach dem Anschliel3en der Netzwerkkabel konnen Sie den SG6000-CN Controller und
die beiden Storage Controller oder optionale Erweiterungs-Shelfs mit Strom versorgen.

Schritte
1. Vergewissern Sie sich, dass beide Controller im Storage-Controller-Shelf deaktiviert sind.
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@ Gefahr eines elektrischen Schlags — vor dem Anschlief3en der Netzkabel sicherstellen,
dass die Netzschalter fir jeden der beiden Speicher-Controller ausgeschaltet sind.

. Wenn Sie Uber Erweiterungs-Shelfs verfiigen, bestatigen Sie, dass beide IOM-Netzschalter aus sind.

@ Gefahr eines elektrischen Schlags — bevor Sie die Netzkabel anschlief3en, stellen Sie
sicher, dass die beiden Netzschalter fir jedes Erweiterungs-Regal ausgeschaltet sind.

3. SchlieRen Sie ein Netzkabel an jedes der beiden Netzteile im SG6000-CN-Controller an.

10.

1.
12.

. Schlieen Sie diese beiden Netzkabel an zwei verschiedene Stromverteiler (Power Distribution Units,

PDUs) im Schrank oder Rack an.

. SchlieRen Sie ein Netzkabel an jede der beiden Netzteile im Storage Controller Shelf an.

. Wenn Sie Uber Erweiterungs-Shelfs verfiigen, schlieRen Sie ein Netzkabel an jede der beiden Netzteile in

jedem Erweiterungs-Shelf an.

. Verbinden Sie die beiden Netzkabel jedes Storage Shelf (einschlieRlich der optionalen Erweiterungs-

Shelfs) mit zwei verschiedenen PDUs im Rack oder Rack.

. Wenn der Netzschalter an der Vorderseite des SG6000-CN Controllers derzeit nicht blau leuchtet, driicken

Sie die Taste, um den Controller einzuschalten.

Driicken Sie den Netzschalter wahrend des Einschalters nicht erneut.

. Schalten Sie die beiden Netzschalter auf der Riickseite des Storage Controller Shelf ein. Wenn Sie tber

Erweiterungs-Shelfs verfligen, schalten Sie die beiden Netzschalter fir jedes Shelf ein.
o Schalten Sie die Netzschalter wahrend des Einschalters nicht aus.

o Die Lufter im Storage Controller Shelf und optionale Erweiterungs-Shelfs sind beim ersten Starten
maoglicherweise sehr laut. Das laute Gerdusch beim Anfahren ist normal.

Uberpriifen Sie nach dem Starten der Komponenten den Status.

o Uberpriifen Sie die sieben-Segment-Anzeige auf der Riickseite jedes Storage Controllers. Weitere
Informationen finden Sie im Artikel Uber die Anzeige von Boot-Statuscodes.

o Stellen Sie sicher, dass der Netzschalter an der Vorderseite des SG6000-CN-Controllers leuchtet.
Wenn Fehler auftreten, beheben Sie alle Probleme.

Befestigen Sie die Frontverkleidung bei Entfernung am SG6000-CN Controller.

Verwandte Informationen

"Statusanzeigen anzeigen anzeigen anzeigen"

"Installieren Sie den SG6000-CN Controller wieder in den Schrank oder Rack"

Stromkabel anschlieBen und Strom (SG5700) einschalten

Wenn Sie das Gerat mit Strom versorgen, werden beide Controller gestartet.

Bevor Sie beginnen

Vor dem Anschlie3en an die Stromversorgung missen beide Netzschalter des Gerats ausgeschaltet sein.
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https://docs.netapp.com/de-de/storagegrid-117/sg6000/reinstalling-sg6000-cn-controller-into-cabinet-or-rack.html

Schritte
1. Stellen Sie sicher, dass die beiden Netzschalter am Gerat aus sind.

2. SchlielRen Sie die beiden Netzkabel an das Geréat an.

3. Verbinden Sie die beiden Netzkabel mit verschiedenen Stromverteilereinheiten (Power Distribution Units,

PDUs) im Schrank oder Rack.
4. Schalten Sie die beiden Netzschalter am Gerat ein.
o Schalten Sie die Netzschalter wahrend des Einschalters nicht aus.
> Die Fans sind beim ersten Start sehr laut. Das laute Gerdusch beim Anfahren ist normal.

5. Prufen Sie nach dem Starten der Controller ihre sieben Segmente.
Stromkabel anschlieBen und Strom einstecken (SG100 und SG1000)

Nach dem Anschliel3en der Netzwerkkabel konnen Sie das Gerat mit Strom versorgen.

Schritte
1. Schliel3en Sie ein Netzkabel an jede der beiden Netzteile im Gerat an.

2. Schliel3en Sie diese beiden Netzkabel an zwei verschiedene Stromverteiler (Power Distribution Units,
PDUs) im Schrank oder Rack an.

3. Wenn der Netzschalter auf der Vorderseite des Geréats derzeit nicht blau leuchtet, driicken Sie die Taste
um das Gerat einzuschalten.

Driicken Sie den Netzschalter wahrend des Einschalters nicht erneut.

4. Wenn Fehler auftreten, beheben Sie alle Probleme.

5. Befestigen Sie die Frontverkleidung am Gerat, falls sie entfernt wurde.

Verwandte Informationen

"Statusanzeigen anzeigen anzeigen anzeigen"

Statusanzeigen und -Codes anzeigen

Die Gerate und Controller enthalten Anzeigen, mit denen Sie den Status der
Geratekomponenten ermitteln konnen.
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SGF6112

Die Appliance enthalt Anzeigen, mit denen Sie den Status des Appliance-Controllers und der SSDs
ermitteln kdnnen:

» Geratesteuchten und -Tasten
+ Allgemeine Startcodes
« SSD-LEDs

Verwenden Sie diese Informationen, um zu helfen "Fehlerbehebung bei der Installation der SGF6112-
Hardware".

Geratesteuchten und -Tasten
Die folgende Abbildung zeigt Anzeigen und Tasten am SG6112-Gerat.

©]eJeJ0C;

Legende Anzeige Status

1 Ein-/aus-Schalter * Blau: Das Gerat ist eingeschaltet.

» Aus: Das Gerat ist ausgeschaltet.

2 Reset-Taste Mit dieser Taste konnen Sie den Controller auf
einen harten Reset zuriicksetzen.

3 Schaltflache ,ldentifizierung® Mit dem BMC kann diese Taste auf Blinken, ein
(Vollton) oder aus eingestellt werden.

 Blau, blinkend: Identifiziert das Gerat im
Schrank oder Rack.

 Blau, fest: Identifiziert das Gerat im Schrank
oder Rack.

» Aus: Das Gerat ist im Schrank oder Rack nicht
visuell erkennbair.

4 Status-LED » Gelb, konstant: Ein Fehler ist aufgetreten.
Hinweis: um die Boot-up- und Fehlercodes
anzuzeigen, "Rufen Sie die BMC-Schnittstelle

auf".

* Aus: Es sind keine Fehler vorhanden.

5 PFR Diese Leuchte wird vom SGF6112-Gerat nicht
verwendet und bleibt ausgeschaltet.
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Allgemeine Startcodes

Beim Hochfahren oder nach einem harten Reset des Gerats treten folgende Aktionen auf:

1. Der BMC (Baseboard Management Controller) protokolliert Codes fiir die Boot-Sequenz,

einschlieB3lich etwaiger Fehler.

2. Der Betriebsschalter leuchtet auf.

3. Wenn wahrend des Startvorgangs Fehler auftreten, leuchtet die Alarm-LED auf.

So zeigen Sie die Starts- und Fehlercodes an: "Rufen Sie die BMC-Schnittstelle auf".

SSD-LEDs

Die folgende Abbildung zeigt die SSD-Anzeigen auf der SG6112-Appliance.

1) (2
LED Anzeige
1 Laufwerksstatus/-Fehler
2 Laufwerk aktiv

SG6000

Status

* Blau (fest): Laufwerk ist online
* Gelb (konstant): Laufwerksausfall

* Aus: Steckplatz ist leer

Hinweis: Wenn eine neue
funktionierende SSD in einen
funktionierenden SGF6112
StorageGRID-Knoten eingesteckt wird,
sollten die LEDs auf der SSD zunachst
blinken, aber aufhéren zu blinken,
sobald das System feststellt, dass das
Laufwerk Uber genitigend Kapazitat
verfugt und funktionsfahig ist.

Blau (blinkend): Auf das Laufwerk wird
zugegriffen

Die SG6000 Appliance-Controller enthalten Anzeigen, die lhnen helfen, den Status des Appliance-

Controllers zu bestimmen:

 Statusanzeigen und -Tasten am SG6000-CN-Controller

+ Allgemeine Startcodes

» Statuscodes flir das Booten der SG6000-Speicher-Controller

Verwenden Sie diese Informationen, um zu helfen "Fehlerbehebung bei der SG6000 Installation”.
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Statusanzeigen und -Tasten am SG6000-CN-Controller

Der SG6000-CN-Controller enthalt Anzeigen, mit denen Sie den Status des Controllers bestimmen
koénnen, einschliellich der folgenden Anzeigen und Schaltflachen.

Die folgende Abbildung zeigt Statusanzeigen und -Tasten am SG6000-CN-Controller.

Legende Anzeige

1 Ein-/aus-Schalter

2 Reset-Taste

3 Schaltflache ,ldentifizierung®
4 Alarm-LED

Allgemeine Startcodes

Beschreibung

* Blau: Der Controller ist eingeschaltet.

* Aus: Der Controller ist ausgeschaltet.

Kein Indikator

Mit dieser Taste konnen Sie den Controller auf
einen harten Reset zuriicksetzen.

 Blinkt oder leuchtet blau: Identifiziert den
Controller im Schrank oder Rack.

 Aus: Die Steuerung ist im Schrank oder Rack
nicht visuell erkennbar.

Diese Taste kann auf ,Blinken®, ,ein® (Festkorper)
oder ,aus” eingestellt werden.

» Gelb: Ein Fehler ist aufgetreten.
Hinweis: um die Boot-up- und Fehlercodes
anzuzeigen, "Rufen Sie die BMC-Schnittstelle
auf".

* Aus: Es sind keine Fehler vorhanden.

Beim Hochfahren oder nach einem harten Reset des SG6000-CN-Controllers treten folgende Aktionen

auf:

1. Der BMC (Baseboard Management Controller) protokolliert Codes flir die Boot-Sequenz,

einschlieBlich etwaiger Fehler.

2. Der Betriebsschalter leuchtet auf.

3. Wenn wahrend des Startvorgangs Fehler auftreten, leuchtet die Alarm-LED auf.

So zeigen Sie die Starts- und Fehlercodes an: "Rufen Sie die BMC-Schnittstelle auf".
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Statuscodes fiir das Booten der SG6000-Speicher-Controller

Jeder Storage Controller verfligt Gber eine Anzeige in sieben Segmenten, die Statuscodes bereitstellt,
wenn der Controller heruntergefahren wird. Die Statuscodes sind sowohl fiir den E2800 Controller als
auch fur den EF570 Controller identisch.

Beschreibungen dieser Codes finden Sie in den Informationen zur Systemiiberwachung der E-Series fiir
Ihren Storage Controller-Typ.

Schritte

1. Uberwachen Sie wahrend des Startvorgangs den Fortschritt, indem Sie die auf der
siebensegmentreichen Anzeige angezeigten Codes fir jeden Storage-Controller anzeigen.

Die sieben-Segment-Anzeige auf jedem Speicher-Controller zeigt die sich wiederholende Sequenz
0S8, SD, blank Um anzugeben, dass der Controller die Tagesbeginn-Verarbeitung durchfihrt.

2. Vergewissern Sie sich, dass nach dem Booten der Controller 99 angezeigt wird. Diese ist die
Standard-ID fiir ein E-Series Controller-Shelf.

Vergewissern Sie sich, dass dieser Wert auf beiden Storage-Controllern angezeigt wird. Diese
Abbildung zeigt in diesem Beispiel den E2800 Controller.

3. Wenn ein Controller oder beide andere Werte anzeigen, lesen Sie "Fehlerbehebung bei der
Hardwareinstallation (SG6000 oder SG5700)" Und bestatigen Sie, dass Sie die Installationsschritte
korrekt ausgefiihrt haben. Wenn das Problem nicht behoben werden kann, wenden Sie sich an den
technischen Support.

Verwandte Informationen

* "NetApp Support"
+ "Schalten Sie den SG6000-CN Controller ein, und Uberprifen Sie den Betrieb"

SG5700
Die Geratesteuerung enthalt Anzeigen, die Ihnen helfen, den Status des Geratesteuerung zu bestimmen:

+ SG5700-Startstatuscodes

+ Statusanzeigen am E5700SG Controller
+ Allgemeine Startcodes

» Boot-Codes des E5700SG-Controllers
E5700SG-Controller-Fehlercodes

Verwenden Sie diese Informationen, um zu helfen "Fehler bei der Installation der SG5700-Hardware
beheben".
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SG5700-Startstatuscodes

Die sieben-Segment-Anzeigen auf jedem Controller zeigen Status- und Fehlercodes an, wenn das Gerat
eingeschaltet wird.

Der E2800 Controller und der E5700SG Controller zeigen verschiedene Status und Fehlercodes an.

Um zu verstehen, was diese Codes bedeuten, lesen Sie die folgenden Ressourcen:

Controller Referenz
E2800 Controller E5700 and E2800 System Monitoring Guide

Hinweis: die fir den E5700 Controller der E-Series aufgefihrten
Codes gelten nicht fir den E5700SG Controller in der Appliance.

E5700SG Controller ,status-Indikatoren am E5700SG-Controller"

Schritte

1. Uberwachen Sie wahrend des Startvorgangs den Fortschritt, indem Sie die Codes auf den sieben
Segmentanzeigen anzeigen.

> Das 7-Segment-Display auf dem E2800-Controller zeigt die sich wiederholende Sequenz OS, SD,
blank Um anzugeben, dass es die Tagesbeginn-Verarbeitung durchfihrt.

o Das 7-Segment-Display des E5700SG-Reglers zeigt eine Sequenz von Codes an, die mit AA und

FF enden.
2. Bestatigen Sie, dass die sieben-Segment-Anzeigen nach dem Booten der Controller Folgendes
anzeigen:
Controller Sieben-Segment-Anzeige
E2800 Controller Zeigt 99. Dies ist die Standard-ID flr ein E-Series Controller-Shelf.
E5700SG Controller Zeigt HO, gefolgt von einer sich wiederholenden Sequenz von
zwei Zahlen.
HO -- IP address for Admin Network -- IP

address for Grid Network HO

In der Sequenz ist der erste Zahlensatz die IP-Adresse, die vom
DHCP fur den Management-Port 1 des Controllers zugewiesen
wird. Diese Adresse wird verwendet, um den Controller mit dem
Admin-Netzwerk flr StorageGRID zu verbinden. Die zweite
Zahlengruppe ist die durch DHCP zugewiesene IP-Adresse, die
zur Verbindung des Gerats mit dem Grid Network for
StorageGRID verwendet wird.

Hinweis: konnte eine IP-Adresse nicht iber DHCP zugewiesen
werden, wird 0.0.0.0 angezeigt.
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3. Wenn die sieben Segmente andere Werte anzeigen, siehe "Fehlerbehebung bei der
Hardwareinstallation (SG6000 oder SG5700)" Und bestatigen Sie, dass Sie die Installationsschritte
korrekt ausgefiihrt haben. Wenn das Problem nicht behoben werden kann, wenden Sie sich an den

technischen Support.

Statusanzeigen am E5700SG Controller

Die sieben-Segment-Anzeige und die LEDs auf dem E5700SG-Controller zeigen Status- und
Fehlercodes an, wahrend das Gerat eingeschaltet wird und die Hardware initialisiert wird. Sie kdbnnen
diese Anzeigen verwenden, um den Status zu bestimmen und Fehler zu beheben.

Nach dem Starten des Installationsprogramms fir StorageGRID-Appliances sollten Sie die
Statusanzeigen auf dem E5700SG-Controller regelmaRig tberprifen.

Die folgende Abbildung zeigt Statusanzeigen auf dem E5700SG Controller.

K D I:JrIH'TI'JT-I WK E1, £ LHRE o
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Legende Anzeige

1 Warnungs-LED

2 Sieben-Segment-Anzeige

3 Warn-LEDs flr den Erweiterungsport

Beschreibung

Gelb: Der Controller ist fehlerhaft und
erfordert eine Bedienerwarnung, oder
das Installationsskript wurde nicht
gefunden.

Aus: Der Controller funktioniert
ordnungsgemal.

Zeigt einen Diagnosecode an

Sieben-Segment-Anzeigesequenzen
ermoglichen es lhnen, Fehler und den
Betriebszustand der Appliance zu
verstehen.

Gelb: Diese LEDs sind immer gelb
(keine Verbindung hergestellt), da das
Gerat die Erweiterungs-Ports nicht nutzt.
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Legende Anzeige Beschreibung

4 Status-LEDs fuir Host-Port-Link Grun: Die Verbindung ist aktiviert.

Aus: Die Verbindung ist ausgefallen.

5 Status-LEDs fiir Ethernet Link Grin: Es wird eine Verbindung
hergestellt.

Aus: Keine Verbindung hergestellt.

6 LEDs fur Ethernet-Aktivitat Grun: Die Verbindung zwischen dem
Management-Port und dem Gerat, mit
dem er verbunden ist (z. B. ein Ethernet-
Switch) ist aktiviert.

Aus: Es besteht keine Verbindung
zwischen dem Controller und dem
angeschlossenen Gerat.

Blinkt griin: Es gibt Ethernet-Aktivitat.

Allgemeine Startcodes
Beim Hochfahren oder nach einem harten Reset des Gerats treten folgende Aktionen auf:

1. Die sieben-Segment-Anzeige auf dem E5700SG-Controller zeigt eine allgemeine Sequenz von
Codes, die nicht spezifisch fiir die Steuerung ist. Die allgemeine Sequenz endet mit den Codes AA
und FF.

2. Startcodes, die speziell fir den E5700SG-Controller gelten, werden angezeigt.

Boot-Codes des E5700SG-Controllers

Beim normalen Hochfahren des Gerats zeigt das siebenSegment-Display des E5700SG-Controllers die
folgenden Codes in der angegebenen Reihenfolge an:

Codieren Zeigt An

HI Das Master-Boot-Skript wurde gestartet.

PP Das System pruft, ob das FPGA aktualisiert werden muss.

HP Das System Uberpruft, ob die 10/25-GbE-Controller-Firmware aktualisiert

werden muss.

RB Das System wird nach dem Anwenden von Firmware-Updates neu gebootet.

FP Die Update-Prifungen der Hardware-Subsystem-Firmware wurden
abgeschlossen. Die Kommunikationsdienste zwischen den Controllern
werden gestartet.
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Codieren

ER

HZ

HO

HOCHVERFUGBARKEI
T

Zeigt An

Das System wartet auf die Konnektivitat mit dem E2800 Controller und
synchronisiert mit dem Betriebssystem SANTtricity.

Hinweis: Wenn dieser Bootvorgang nicht Gber diese Phase hinaus lauft,
Uberprifen Sie die Verbindungen zwischen den beiden Controllern.

Das System prift gerade auf vorhandene StorageGRID Installationsdaten.

Das Installationsprogramm fiir StorageGRID-Appliance wird ausgefiihrt.

StorageGRID wird ausgefiihrt.

E5700SG-Controller-Fehlercodes

Diese Codes stellen Fehlerbedingungen dar, die auf dem E5700SG-Controller angezeigt werden kodnnen,

wenn das Gerat hochfahrt. Weitere zweistellige Hexadezimalcodes werden angezeigt, wenn bestimmte
Hardware-Fehler auf niedriger Ebene auftreten. Wenn einer dieser Codes langer als ein oder zwei
Sekunden andauert oder wenn Sie den Fehler nicht beheben kénnen, indem Sie einem der
vorgeschriebenen Fehlerbehebungsverfahren folgen, wenden Sie sich an den technischen Support.

Codieren

22

23

2A,2B

40

41

42

51

92 bis 96

A0 bis A3

AB

AE

EA

Zeigt An

Kein Master-Boot-Datensatz auf einem Boot-Gerat gefunden.
Das interne Flash-Laufwerk ist nicht verbunden.

Stuck-Bus, DIMM-SPD-Daten kénnen nicht gelesen werden.
Ungtltige DIMMs.

Ungultige DIMMs.

Speichertest fehlgeschlagen.

Fehler beim SPD-Lesen.

PCI-Bus-Initialisierung

SATA-Laufwerk-Initialisierung

Alternativer Startcode:

Booten von OS:

DDR4-Schulung fehlgeschlagen.
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Codieren Zeigt An

ES8 Kein Speicher installiert.
EU Das Installationsskript wurde nicht gefunden.
EP Installation oder Kommunikation mit dem E2800-Controller ist fehlgeschlagen.

Verwandte Informationen

* "NetApp Support"
* "E5700 und E2800 — System Monitoring Guide"

SG100 und SG1000
Die Appliance enthalt Anzeigen, die Ihnen beim Bestimmen des Status des Appliance-Controllers und der

beiden SSDs helfen:
» Geratesteuchten und -Tasten
+ Allgemeine Startcodes
+ SSD-LEDs

Verwenden Sie diese Informationen, um zu helfen "Fehlerbehebung bei der Hardwareinstallation von
SG100 und SG1000".

Geréatesteuchten und -Tasten
Die folgende Abbildung zeigt Statusanzeigen und -Tasten des SG100 und SG1000.

Legende Anzeige Status
1 Ein-/aus-Schalter » Blau: Das Gerat ist eingeschaltet.

* Aus: Das Gerat ist ausgeschaltet.

2 Reset-Taste Mit dieser Taste kdnnen Sie den
Controller auf einen harten Reset
zurucksetzen.
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Legende Anzeige Status

3 Schaltflache ,ldentifizierung* Diese Taste kann auf ,Blinken®, ,ein*
(Festkorper) oder ,aus” eingestellt
werden.

« Blau, blinkend: Identifiziert das Geréat
im Schrank oder Rack.

« Blau, fest: Identifiziert das Gerat im
Schrank oder Rack.

e Aus: Das Gerét ist im Schrank oder
Rack nicht visuell erkennbair.

4 Alarm-LED * Gelb, konstant: Ein Fehler ist
aufgetreten.

Hinweis: um die Boot-up- und
Fehlercodes anzuzeigen, "Rufen Sie
die BMC-Schnittstelle auf".

* Aus: Es sind keine Fehler
vorhanden.

Allgemeine Startcodes
Beim Hochfahren oder nach einem harten Reset des Gerats treten folgende Aktionen auf:

1. Der BMC (Baseboard Management Controller) protokolliert Codes flir die Boot-Sequenz,
einschlieBlich etwaiger Fehler.

2. Der Betriebsschalter leuchtet auf.

3. Wenn wahrend des Startvorgangs Fehler auftreten, leuchtet die Alarm-LED auf.

So zeigen Sie die Starts- und Fehlercodes an: "Rufen Sie die BMC-Schnittstelle auf".

SSD-LEDs
Die folgende Abbildung zeigt die SSD-Anzeigen auf dem SG100 und SG1000.

LED Anzeige Status

1 Laufwerksstatus/-Fehler * Blau (fest): Laufwerk ist online
* Gelb (blinkend): Laufwerksausfall

* Aus: Steckplatz ist leer
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LED Anzeige Status

2 Laufwerk aktiv Blau (blinkend): Auf das Laufwerk wird
zugegriffen

Richten Sie die Hardware ein

Hardware einrichten: Ubersicht

Nachdem Sie die Appliance mit Strom versorgt haben, konfigurieren Sie die
Netzwerkverbindungen, die von StorageGRID verwendet werden.

Konfigurieren Sie die erforderlichen Netzwerkverbindungen

Bei allen Appliances fiihren Sie mehrere Aufgaben zur Konfiguration erforderlicher Netzwerkverbindungen aus,
z.B.:

» Greifen Sie auf den Appliance Installer zu
* Netzwerkverbindungen konfigurieren

+ Uberpriifen Sie Netzwerkverbindungen auf Portebene

Zusatzliche Konfiguration, die moglicherweise erforderlich ist

Je nachdem, welche Geratetypen Sie konfigurieren, ist moglicherweise eine zusatzliche
Hardwarekonfiguration erforderlich.

SANTtricity System Manager

Fir SG6000 und SG5700 konfigurieren Sie SANTtricity System Manager. Die SANtricity-Software wird
verwendet, um die Hardware flr diese Appliances zu Uberwachen.

BMC Schnittstelle

Die folgenden Gerate verflgen Uber eine BMC-Schnittstelle, die konfiguriert werden muss:

* SGF6112
» SG6000
+ SG1000
+ SG100

Optionale Konfiguration
« Storage Appliances
o Konfigurieren Sie SANTtricity System Manager (SG6000 und SG5700) fiir die Hardware-Uberwachung
> Andern Sie den RAID-Modus
 Service-Appliances
> Greifen Sie auf die BMC-Schnittstelle fur den SG100 und SG1000 sowie den SG6000-CN-Controller zu
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Konfigurieren Sie StorageGRID-Verbindungen

Rufen Sie das Installationsprogramm fiir StorageGRID-Appliances auf

Sie mussen auf das Installationsprogramm der StorageGRID Appliance zugreifen, um die
Installationsversion zu Uberprufen und die Verbindungen zwischen der Appliance und den
drei StorageGRID-Netzwerken zu konfigurieren: Das Grid-Netzwerk, das Admin-
Netzwerk (optional) und das Client-Netzwerk (optional).

Bevor Sie beginnen
 Sie verwenden einen beliebigen Management-Client, der eine Verbindung zum StorageGRID-Admin-
Netzwerk herstellen kann, oder Sie haben einen Service-Laptop.
* Der Client- oder Service-Laptop verfligt Uber einen "Unterstitzter Webbrowser".

» Der Service Appliance oder Storage Appliance Controller ist mit allen geplanten StorageGRID-Netzwerken
verbunden.

« Sie kennen die IP-Adresse, das Gateway und das Subnetz fir die Service-Appliance oder den Storage-
Appliance-Controller in diesen Netzwerken.

 Sie haben die geplanten Netzwerk-Switches konfiguriert.

Uber diese Aufgabe

Fir den ersten Zugriff auf das Installationsprogramm der StorageGRID-Appliance kénnen Sie die DHCP-
zugewiesene IP-Adresse fiir den Port des Admin-Netzwerks auf der Services-Appliance oder dem Controller
der Storage-Appliance verwenden (vorausgesetzt, es ist mit dem Admin-Netzwerk verbunden). Alternativ
kénnen Sie einen Service-Laptop direkt an die Service-Appliance oder den Controller der Storage-Appliance
anschlielRen.

Schritte

1. Verwenden Sie, falls moglich, die DHCP-Adresse fiir den Admin-Netzwerk-Port auf der Service-Appliance
oder dem Controller der Storage-Appliance. Der Admin-Netzwerkanschluss ist in der folgenden Abbildung
hervorgehoben. (Verwenden Sie die IP-Adresse im Grid-Netzwerk, wenn das Admin-Netzwerk nicht
verbunden ist.)
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SGF6112

E5700SG
Beim E5700SG haben Sie folgende Mdglichkeiten:

> Sehen Sie sich das Sieben-Segment-Display auf dem E5700SG-Controller an. Wenn
Management-Port 1 und 10/25-GbE-Ports 2 und 4 auf dem E5700SG-Controller mit Netzwerken
mit DHCP-Servern verbunden sind, versucht der Controller, beim Einschalten des Gehauses
dynamisch zugewiesene IP-Adressen zu erhalten. Nachdem der Controller den Einschaltvorgang
abgeschlossen hat, zeigt sein 7-Segment-Display HO an, gefolgt von einer sich wiederholenden
Sequenz von zwei Zahlen.

HO -- IP address for Admin Network —-- IP address for Grid Network
HO

In der Reihenfolge:

= Der erste Zahlensatz ist die DHCP-Adresse fir den Appliance-Speicherknoten im Admin-
Netzwerk, sofern er verbunden ist. Diese |IP-Adresse ist dem Management-Port 1 des
E5700SG-Controllers zugewiesen.

= Der zweite Zahlensatz ist die DHCP-Adresse fiir den Appliance-Speicherknoten im Grid-
Netzwerk. Diese IP-Adresse wird 10/25-GbE-Ports 2 und 4 zugewiesen, wenn Sie das Geréat
zum ersten Mal mit Strom versorgen.

@ Wenn eine IP-Adresse nicht Gber DHCP zugewiesen werden konnte, wird
0.0.0.0 angezeigt.

a. Suchen Sie das MAC-Adressenetikett auf der Vorderseite der Service Appliance oder Speicher-
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Appliance, und bestimmen Sie die MAC-Adresse fir den Admin-Netzwerk-Port.
Auf dem MAC-Adressenetikett wird die MAC-Adresse fir den BMC-Verwaltungsport aufgelistet.

Um die MAC-Adresse fur den Admin-Netzwerk-Port zu ermitteln, figen Sie 2 zur Hexadezimalzahl auf
dem Etikett hinzu. Wenn die MAC-Adresse auf dem Etikett beispielsweise mit 09 endet, endet die
MAC-Adresse flr den Admin-Port in 0B. Wenn die MAC-Adresse auf dem Etikett mit (y)FF endet,
endet die MAC-Adresse fir den Admin-Port in (y+1)01. Sie kdnnen diese Berechnung einfach
durchfihren, indem Sie den Rechner unter Windows 6ffnen, ihn auf den Programmiermodus setzen,
Hex auswahlen, die MAC-Adresse eingeben und dann + 2 = eingeben.

. Geben Sie die MAC-Adresse an lhren Netzwerkadministrator an, damit er die DHCP-Adresse fiir die
Appliance im Admin-Netzwerk nachsuchen kann.

- Geben Sie auf dem Client diese URL fur den StorageGRID-Appliance-Installer ein:
https://Appliance IP:8443

Fir “Appliance_IP"Verwenden Sie die DHCP-Adresse (verwenden Sie die IP-Adresse fiir das Admin-
Netzwerk, wenn Sie diese haben).

. Wenn Sie aufgefordert werden, eine Sicherheitswarnung zu erhalten, zeigen Sie das Zertifikat mithilfe
des Browser-Installationsassistenten an und installieren Sie es.

Die Meldung wird beim nachsten Zugriff auf diese URL nicht angezeigt.
Die Startseite des StorageGRID-Appliance-Installationsprogramms wird angezeigt. Die Informationen
und Meldungen, die beim ersten Zugriff auf diese Seite angezeigt werden, hangen davon ab, wie |hr

Gerat derzeit mit StorageGRID-Netzwerken verbunden ist. Moéglicherweise werden Fehlermeldungen
angezeigt, die in spateren Schritten geldst werden.
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NetApp® StorageGRID® Appliance Installer

Home Configure Networking = Configure Hardware - Monitor Installation Advanced -
Home

€ The installation is ready to be started. Review the settings below, and then click Start Installation.

This Node

MNode type Storage

Mode name MM-2-108-SGA-lab25

Primary Admin Node connection

Enable Admin Node discovery [
Primary Admin MNode [P 172.16.1.178

Connection state Connection to 172.16.1.178 ready

Installation

Current state Ready to start installation of MM-2-108-5GA-1ab25 into grid with
Admin Mede 172.16.1.178 running StorageGRID 11.2.0, using
StorageGRID software downloaded from the Admin Mode.

Start Installation

2. Wenn Sie keine IP-Adresse Uber DHCP erhalten kdnnen, kénnen Sie eine Link-Local-Verbindung
verwenden.
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SGF6112

Schlieen Sie einen Service-Laptop mithilfe eines Ethernet-Kabels direkt an den ganz rechts am RJ-
45-Port der Appliance an.

SG6000-CN

SchlieRen Sie einen Service-Laptop mithilfe eines Ethernet-Kabels direkt an den rechtesten RJ-45-
Anschluss des SG6000-CN Controllers an.

E5700SG

Verbinden Sie den Service-Laptop Uber ein Ethernet-Kabel mit dem Management-Port 2 des
E5700SG Controllers.

SG100

SchlielRen Sie einen Service-Laptop mithilfe eines Ethernet-Kabels direkt an den rechtesten RJ-45-
Port des Services-Gerats an.

SG1000

Schliel3en Sie einen Service-Laptop mithilfe eines Ethernet-Kabels direkt an den rechtesten RJ-45-
Port des Services-Gerats an.

a. Offnen Sie einen Webbrowser auf dem Service-Laptop.

b. Geben Sie diese URL fiir das StorageGRID-Appliance-Installationsprogramm ein:
https://169.254.0.1:8443

Die Startseite des StorageGRID-Appliance-Installationsprogramms wird angezeigt. Die Informationen
und Meldungen, die beim ersten Zugriff auf diese Seite angezeigt werden, hangen davon ab, wie lhr
Gerat derzeit mit StorageGRID-Netzwerken verbunden ist. Méglicherweise werden Fehlermeldungen

131



angezeigt, die in spateren Schritten geldst werden.

Wenn Sie Uber eine Link-Local-Verbindung nicht auf die Startseite zugreifen kénnen,
konfigurieren Sie die Service-Laptop-IP-Adresse als 169.254.0. 2, Und versuchen Sie es
erneut.

Nachdem Sie fertig sind
Nach dem Zugriff auf das Installationsprogramm der StorageGRID-Appliance:
« Uberpriifen Sie, ob die Installationsversion der StorageGRID Appliance auf der Appliance mit der auf dem
StorageGRID-System installierten Softwareversion tUbereinstimmt. Aktualisieren Sie gegebenenfalls das
Installationsprogramm fir StorageGRID-Appliances.

"Uberpriifen und Aktualisieren der Installationsversion der StorageGRID Appliance"

+ Uberpriifen Sie alle Meldungen, die auf der Startseite des StorageGRID-Appliance-Installationsprogramms
angezeigt werden, und konfigurieren Sie die Linkkonfiguration und die IP-Konfiguration nach Bedarf.

NetApp® StorageGRID® Appliance Installer

‘ Home Configure Networking = ‘ Configure Hardware - ‘ Monitor Installstion Advanced -

Home

This Node

Node nype Gateway W

Mode name | xrBe-10

Primary Admin Node connection

Enable Adein Node ]
discovery

Primany Admin Node IP 132.1687.44

Connection state  Connection 1o 152.183.7.44 ready

Gt

Installation

Current state  Ready to start installation of xir§r-10
into grid with Admin Neode 132.185.7.44
running StorageGRID 11.8.0, using
StorageCRID saftware downloaded
from the Admin Node.
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Uberpriifen und Aktualisieren der Installationsversion der StorageGRID Appliance

Die Installationsversion der StorageGRID Appliance auf der Appliance muss mit der auf
dem StorageGRID-System installierten Softwareversion Ubereinstimmen, um
sicherzustellen, dass alle StorageGRID-Funktionen unterstutzt werden.

Bevor Sie beginnen
Sie haben auf das Installationsprogramm fiir StorageGRID-Gerate zugegriffen.

Uber diese Aufgabe

StorageGRID-Appliances werden ab Werk mit dem StorageGRID-Appliance-Installationsprogramm
vorinstalliert. Wenn Sie einem kirzlich aktualisierten StorageGRID-System eine Appliance hinzufiigen, missen
Sie moglicherweise das Installationsprogramm fiir StorageGRID-Appliances manuell aktualisieren, bevor Sie
die Appliance als neuen Node installieren.

Das Installationsprogramm von StorageGRID Appliance wird automatisch aktualisiert, wenn Sie auf eine neue
StorageGRID-Version aktualisieren. Sie missen den StorageGRID-Appliance-Installer nicht auf installierten
Appliance-Knoten aktualisieren. Diese Vorgehensweise ist nur erforderlich, wenn Sie eine Appliance
installieren, die eine friihere Version des Installationsprogramms fiir StorageGRID-Gerate enthalt.

Schritte

1. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Erweitert > Firmware
aktualisieren aus.

2. Vergleichen Sie die aktuelle Firmware-Version mit der auf Inrem StorageGRID System installierten
Softwareversion. (Wahlen Sie oben im Grid Manager das Hilfesymbol aus, und wahlen Sie liber.)

Die zweite Ziffer in den beiden Versionen sollte Ubereinstimmen. Wenn auf lhrem StorageGRID-System
beispielsweise die Version 11.6.x.y ausgefihrt wird, sollte die StorageGRID Appliance Installer-Version 3.6
.Z sein.

3. Wenn die Appliance Uber eine heruntergeebene Version des Installationsprogramms fiir StorageGRID-
Gerate verfiigt, fahren Sie mit fort "NetApp Downloads mit StorageGRID Appliance".

Melden Sie sich mit Ihrem Benutzernamen und Passwort fur Ihr NetApp Konto an.

4. Laden Sie die entsprechende Version der Support-Datei fiir StorageGRID-Gerate und der
entsprechenden Prifsummendatei herunter.

Die Support-Datei fur StorageGRID Appliances ist eine . z1ip Archiv, das die aktuellen und friheren
Firmware-Versionen fur alle StorageGRID Appliance-Modelle enthalt.

Nachdem Sie die Support-Datei fiir StorageGRID Appliances heruntergeladen haben, extrahieren Sie die
. z1ip Archivieren Sie die README-Datei, und lesen Sie sie, um wichtige Informationen zur Installation des
StorageGRID-Appliance-Installationsprogramms zu erhalten.

5. Befolgen Sie die Anweisungen auf der Seite Firmware aktualisieren lhres StorageGRID-Appliance-
Installationsprogramms, um die folgenden Schritte auszuflhren:

a. Laden Sie die entsprechende Support-Datei (Firmware-Image) fur Ihren Controller-Typ hoch. Einige
Firmware-Versionen erfordern auch das Hochladen einer Prifsummendatei. Wenn Sie zur Eingabe
einer Prifsummendatei aufgefordert werden, finden Sie diese auch in der Support-Datei fir
StorageGRID-Appliances.

b. Aktualisieren Sie die inaktive Partition.
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c. Starten Sie neu und tauschen Sie die Partitionen aus.

d. Laden Sie die entsprechende Support-Datei (Firmware-Image) erneut fir Ihren Controller-Typ hoch.
Einige Firmware-Versionen erfordern auch das Hochladen einer Prifsummendatei. Wenn Sie zur
Eingabe einer Prifsummendatei aufgefordert werden, finden Sie diese auch in der Support-Datei fir
StorageGRID-Appliances.

e. Aktualisieren Sie die zweite (inaktive) Partition.

Verwandte Informationen
"Zugriff auf das Installationsprogramm der StorageGRID Appliance"

Netzwerkverbindungen konfigurieren

Sie kdnnen Netzwerkverbindungen fur die Ports konfigurieren, die zum Verbinden der
Appliance mit dem Grid-Netzwerk, dem Client-Netzwerk und dem Admin-Netzwerk
verwendet werden. Sie kdnnen die Verbindungsgeschwindigkeit sowie den Port- und
Netzwerk-Bond-Modus einstellen.

Wenn Sie ConfigBuilder zum Generieren einer JSON-Datei verwenden, kénnen Sie die
Netzwerkverbindungen automatisch konfigurieren. Siehe "Automatisierung der Appliance-
Installation und -Konfiguration”.

Bevor Sie beginnen

 Das ist schon "Zusatzliche Ausrustung erhalten" Erforderlich fur lhren Kabeltyp und die
Verbindungsgeschwindigkeit.

 Sie haben die richtigen Transceiver in den Ports installiert, basierend auf der Verbindungsgeschwindigkeit,
die Sie verwenden mochten.

» Sie haben die Netzwerk-Ports mit Switches verbunden, die lhre gewahlte Geschwindigkeit unterstitzen.

Wenn Sie den aggregierten Port Bond-Modus, den LACP Network Bond-Modus oder VLAN-Tagging
verwenden mochten:

+ Sie haben die Netzwerk-Ports an der Appliance mit Switches verbunden, die VLAN und LACP
unterstitzen.

* Wenn mehrere Switches an der LACP-Verbindung beteiligt sind, unterstitzen die Switches MLAG (Multi-
Chassis Link Aggregation Groups) oder eine vergleichbare Position.

« Sie wissen, wie Sie die Switches fiir die Verwendung von VLAN, LACP und MLAG oder Ahnliches
konfigurieren.

+ Sie kennen das eindeutige VLAN-Tag, das fir jedes Netzwerk verwendet werden soll. Dieses VLAN-Tag
wird zu jedem Netzwerkpaket hinzugefligt, um sicherzustellen, dass der Netzwerkverkehr an das richtige
Netzwerk weitergeleitet wird.

Uber diese Aufgabe
Sie mussen nur die Einstellungen auf der Seite Link Configuration konfigurieren, wenn Sie eine nicht-

Standardeinstellung verwenden maochten.

(i)  Die LACP Ubertragungs-Hash-Richtinie ist layer2+3.

Die Abbildungen und Tabellen fassen die Optionen fiir den Port Bond-Modus und den Network Bond-Modus
fur jede Appliance zusammen. Weitere Informationen finden Sie im Folgenden:
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"Port-Bond-Modi (SGF6112)"
"Port-Bond-Modi (SG6000-CN)"
"Port-Bond-Modi (E5700SG)"
"Port-Bond-Modi (SG1000 und SG100)"

135



SGF6112

Bond-Modus mit festem Port (Standard)
Die Abbildung zeigt, wie die vier Netzwerk-Ports im Bond-Modus mit festen Ports verbunden sind

(Standardkonfiguration).

Legende
C

Welche Ports sind verbunden

Die Ports 1 und 3 sind fiur das Client-Netzwerk verbunden, falls dieses

Netzwerk verwendet wird.

Die Ports 2 und 4 sind fir das Grid-Netzwerk verbunden.

In der Tabelle sind die Optionen fur die Konfiguration der Netzwerkports zusammengefasst. Sie missen
nur die Einstellungen auf der Seite Link Configuration konfigurieren, wenn Sie eine nicht-
Standardeinstellung verwenden mdchten.

Netzwerk-Bond-

Modus

Aktiv/Backup .
(Standard)

LACP (802.3ad) .
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Die Ports 2 und 4 verwenden eine
aktiv-Backup-Verbindung flr das
Grid Network.

Die Ports 1 und 3 werden nicht
verwendet.

Ein VLAN-Tag ist optional.

Die Ports 2 und 4 verwenden eine
LACP-Verbindung fur das Grid-
Netzwerk.

Die Ports 1 und 3 werden nicht
verwendet.

Ein VLAN-Tag ist optional.

Client-Netzwerk deaktiviert (Standard) Client-Netzwerk aktiviert

 Die Ports 2 und 4 verwenden eine
aktiv-Backup-Verbindung fir das
Grid Network.

* Die Ports 1 und 3 verwenden eine
aktiv-Backup-Verbindung fiir das
Client-Netzwerk.

* VLAN-Tags kénnen fir beide
Netzwerke festgelegt werden, damit
der Netzwerkadministrator dies tun
kann.

* Die Ports 2 und 4 verwenden eine
LACP-Verbindung fur das Grid-
Netzwerk.

* Die Ports 1 und 3 verwenden eine
LACP Bond fiir das Client-Netzwerk.

* VLAN-Tags konnen fiir beide
Netzwerke festgelegt werden, damit
der Netzwerkadministrator dies tun
kann.



Bond-Modus fiir aggregierten Ports
Die Abbildung zeigt, wie die vier Netzwerk-Ports im aggregierten Port-Bond-Modus verbunden sind.

Legende Welche Ports sind verbunden

1 Alle vier Ports werden in einer einzelnen LACP Bond gruppiert, sodass alle
Ports flr den Grid-Netzwerk- und Client-Netzwerk-Traffic verwendet werden
koénnen.

In der Tabelle sind die Optionen fir die Konfiguration der Netzwerkports zusammengefasst. Sie missen
nur die Einstellungen auf der Seite Link Configuration konfigurieren, wenn Sie eine nicht-
Standardeinstellung verwenden mdchten.

Netzwerk-Bond-  Client-Netzwerk deaktiviert (Standard) Client-Netzwerk aktiviert
Modus

Nur LACP (802.3ad -« Die Ports 1-4 verwenden einen * Die Ports 1-4 verwenden eine
einzelnen LACP Bond fiir das Grid einzelne LACP-Verbindung fir das
Network. Grid-Netzwerk und das Client-

« Ein einzelnes VLAN-Tag identifiziert Netzwerk.

Grid-Netzwerkpakete. » Zwei VLAN-Tags ermoglichen die
Trennung von Grid-Netzwerkpaketen
von Client-Netzwerkpaketen.

Active-Backup Netzwerk-Bond-Modus fiir Management-Ports

Diese Abbildung zeigt, wie die beiden 1-GbE-Management-Ports auf dem SGF6112 im Active-Backup-
Netzwerk-Bond-Modus flir das Admin-Netzwerk verbunden sind.

S$G6000
Bond-Modus mit festem Port (Standard)

Diese Abbildung zeigt, wie die vier Netzwerk-Ports im Bond-Modus mit festen Ports verbunden sind
(Standardkonfiguration).
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Legende
C

Welche Ports sind verbunden

Die Ports 1 und 3 sind fur das Client-Netzwerk verbunden, falls dieses

Netzwerk verwendet wird.

Die Ports 2 und 4 sind flir das Grid-Netzwerk verbunden.

In der Tabelle sind die Optionen fiir die Konfiguration der Netzwerkports zusammengefasst. Sie missen
nur die Einstellungen auf der Seite Link Configuration konfigurieren, wenn Sie eine nicht-
Standardeinstellung verwenden mochten.

Netzwerk-

Bond-Modus

Aktiv/Backup
(Standard)

LACP
(802.3ad)

Client-Netzwerk deaktiviert (Standard)

Die Ports 2 und 4 verwenden eine aktiv-
Backup-Verbindung fir das Grid
Network.

Die Ports 1 und 3 werden nicht
verwendet.

Ein VLAN-Tag ist optional.

Die Ports 2 und 4 verwenden eine
LACP-Verbindung fiir das Grid-
Netzwerk.

Die Ports 1 und 3 werden nicht
verwendet.

Ein VLAN-Tag ist optional.

Bond-Modus fiir aggregierten Ports

Client-Netzwerk aktiviert

e Die Ports 2 und 4 verwenden eine aktiv-

Backup-Verbindung fir das Grid
Network.

Die Ports 1 und 3 verwenden eine aktiv-
Backup-Verbindung fur das Client-
Netzwerk.

VLAN-Tags konnen fiir beide Netzwerke
festgelegt werden, damit der
Netzwerkadministrator dies tun kann.

Die Ports 2 und 4 verwenden eine
LACP-Verbindung fiir das Grid-
Netzwerk.

Die Ports 1 und 3 verwenden eine
LACP Bond fur das Client-Netzwerk.

VLAN-Tags kdnnen fir beide Netzwerke
festgelegt werden, damit der
Netzwerkadministrator dies tun kann.

Die Abbildung zeigt, wie die vier Netzwerk-Ports im Bond-Modus flir aggregierte Ports verbunden sind.

Legende
1

Welche Ports sind verbunden

Alle vier Ports werden in einer einzelnen LACP Bond gruppiert, sodass alle
Ports fir den Grid-Netzwerk- und Client-Netzwerk-Traffic verwendet werden

kénnen.

In der Tabelle sind die Optionen fir die Konfiguration der Netzwerkports zusammengefasst. Sie missen
nur die Einstellungen auf der Seite Link Configuration konfigurieren, wenn Sie eine nicht-
Standardeinstellung verwenden maochten.
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Netzwerk- Client-Netzwerk deaktiviert (Standard) Client-Netzwerk aktiviert
Bond-Modus

Nur LACP * Die Ports 1-4 verwenden einen  Die Ports 1-4 verwenden eine einzelne
(802.3ad einzelnen LACP Bond fir das Grid LACP-Verbindung fur das Grid-
Network. Netzwerk und das Client-Netzwerk.
* Ein einzelnes VLAN-Tag identifiziert « Zwei VLAN-Tags ermdglichen die
Grid-Netzwerkpakete. Trennung von Grid-Netzwerkpaketen

von Client-Netzwerkpaketen.

Active-Backup Netzwerk-Bond-Modus fiir Management-Ports

Diese Abbildung zeigt, wie die beiden 1-GbE-Management-Ports des SG6000-CN-Controllers im Active-
Backup-Netzwerk-Bond-Modus des Admin-Netzwerks verbunden sind.

SG5700
Bond-Modus mit festem Port (Standard)

Die Abbildung zeigt, wie die vier 10/25-GbE-Ports im Bond-Modus mit festen Ports
(Standardkonfiguration) verbunden sind.

Legende Welche Ports sind verbunden

C Die Ports 1 und 3 sind fiur das Client-Netzwerk verbunden, falls dieses
Netzwerk verwendet wird.

G Die Ports 2 und 4 sind fir das Grid-Netzwerk verbunden.

In der Tabelle sind die Optionen fir die Konfiguration der vier 10/25-GbE-Ports zusammengefasst. Sie
mussen nur die Einstellungen auf der Seite Link Configuration konfigurieren, wenn Sie eine nicht-
Standardeinstellung verwenden mdchten.
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Netzwerk-Bond-
Modus

Aktiv/Backup
(Standard)

LACP (802.3ad)

Die Ports 2 und 4 verwenden eine
aktiv-Backup-Verbindung flr das
Grid Network.

Die Ports 1 und 3 werden nicht
verwendet.

Ein VLAN-Tag ist optional.

Die Ports 2 und 4 verwenden eine
LACP-Verbindung fur das Grid-
Netzwerk.

Die Ports 1 und 3 werden nicht
verwendet.

Ein VLAN-Tag ist optional.

Bond-Modus fiir aggregierten Ports
Diese Abbildung zeigt, wie die vier 10/25-GbE-Ports im Bond-Modus fiir aggregierte Ports verbunden

sind.

Legende
1

Welche Ports sind verbunden

Client-Netzwerk deaktiviert (Standard) Client-Netzwerk aktiviert

» Die Ports 2 und 4 verwenden eine

aktiv-Backup-Verbindung fir das
Grid Network.

Die Ports 1 und 3 verwenden eine
aktiv-Backup-Verbindung fiir das
Client-Netzwerk.

* VLAN-Tags konnen fiir beide

Netzwerke festgelegt werden, damit
der Netzwerkadministrator dies tun
kann.

Die Ports 2 und 4 verwenden eine
LACP-Verbindung fur das Grid-
Netzwerk.

Die Ports 1 und 3 verwenden eine
LACP Bond fiur das Client-Netzwerk.

* VLAN-Tags konnen fiir beide

Netzwerke festgelegt werden, damit
der Netzwerkadministrator dies tun
kann.

Alle vier Ports werden in einer einzelnen LACP Bond gruppiert, sodass alle
Ports fur den Grid-Netzwerk- und Client-Netzwerk-Traffic verwendet werden

konnen.

In der Tabelle sind die Optionen fir die Konfiguration der vier 10/25-GbE-Ports zusammengefasst. Sie
mussen nur die Einstellungen auf der Seite Link Configuration konfigurieren, wenn Sie eine nicht-
Standardeinstellung verwenden maochten.

Netzwerk-Bond-
Modus

Nur LACP (802.3ad
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* Die Ports 1-4 verwenden einen
einzelnen LACP Bond fir das Grid

Network.

 Ein einzelnes VLAN-Tag identifiziert

Grid-Netzwerkpakete.

Client-Netzwerk deaktiviert (Standard) Client-Netzwerk aktiviert

* Die Ports 1-4 verwenden eine

einzelne LACP-Verbindung fir das
Grid-Netzwerk und das Client-
Netzwerk.

« Zwei VLAN-Tags ermoglichen die

Trennung von Grid-Netzwerkpaketen
von Client-Netzwerkpaketen.



Active-Backup Netzwerk-Bond-Modus fiir Management-Ports

Diese Abbildung zeigt, wie die zwei 1-GbE-Management-Ports auf dem E5700SG Controller im Active-
Backup-Netzwerk-Bond-Modus fur das Admin-Netzwerk verbunden sind.

SG100 und SG1000
Bond-Modus mit festem Port (Standard)

Die Abbildungen zeigen, wie die vier Netzwerk-Ports des SG1000 oder SG100 im Fixed Port Bond-
Modus (Standardkonfiguration) verbunden sind.

SG1000:

Legende Welche Ports sind verbunden

C Die Ports 1 und 3 sind fir das Client-Netzwerk verbunden, falls dieses
Netzwerk verwendet wird.

G Die Ports 2 und 4 sind fir das Grid-Netzwerk verbunden.

In der Tabelle sind die Optionen fir die Konfiguration der vier Netzwerkanschlisse zusammengefasst. Sie
mussen nur die Einstellungen auf der Seite Link Configuration konfigurieren, wenn Sie eine nicht-
Standardeinstellung verwenden moéchten.
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Netzwerk-Bond-
Modus

Aktiv/Backup
(Standard)

LACP (802.3ad)

Client-Netzwerk deaktiviert (Standard) Client-Netzwerk aktiviert

* Die Ports 2 und 4 verwenden eine
aktiv-Backup-Verbindung flr das
Grid Network.

* Die Ports 1 und 3 werden nicht
verwendet.

* Ein VLAN-Tag ist optional.

* Die Ports 2 und 4 verwenden eine
LACP-Verbindung fur das Grid-
Netzwerk.

* Die Ports 1 und 3 werden nicht
verwendet.

* Ein VLAN-Tag ist optional.

Bond-Modus fiir aggregierten Ports
Diese Abbildungen zeigen, wie die vier Netzwerk-Ports im aggregierten Port Bond-Modus verbunden

sind.

SG1000:

¢ Die Ports 2 und 4 verwenden eine

aktiv-Backup-Verbindung fir das
Grid Network.

Die Ports 1 und 3 verwenden eine
aktiv-Backup-Verbindung fiir das
Client-Netzwerk.

VLAN-Tags konnen fiir beide
Netzwerke festgelegt werden, damit
der Netzwerkadministrator dies tun
kann.

Die Ports 2 und 4 verwenden eine
LACP-Verbindung fur das Grid-
Netzwerk.

Die Ports 1 und 3 verwenden eine
LACP Bond fiur das Client-Netzwerk.

VLAN-Tags konnen fiir beide
Netzwerke festgelegt werden, damit
der Netzwerkadministrator dies tun
kann.
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Legende Welche Ports sind verbunden

1 Alle vier Ports werden in einer einzelnen LACP Bond gruppiert, sodass alle
Ports fiir den Grid-Netzwerk- und Client-Netzwerk-Traffic verwendet werden
kénnen.

In der Tabelle sind die Optionen fiir die Konfiguration der vier Netzwerkanschliisse zusammengefasst. Sie
mussen nur die Einstellungen auf der Seite Link Configuration konfigurieren, wenn Sie eine nicht-
Standardeinstellung verwenden mochten.

Netzwerk-Bond-  Client-Netzwerk deaktiviert (Standard) Client-Netzwerk aktiviert
Modus

Nur LACP (802.3ad < Die Ports 1-4 verwenden einen * Die Ports 1-4 verwenden eine
einzelnen LACP Bond fiir das Grid einzelne LACP-Verbindung fir das
Network. Grid-Netzwerk und das Client-
Netzwerk.

* Ein einzelnes VLAN-Tag identifiziert
Grid-Netzwerkpakete. » Zwei VLAN-Tags ermdglichen die
Trennung von Grid-Netzwerkpaketen
von Client-Netzwerkpaketen.

Active-Backup Netzwerk-Bond-Modus fiir Management-Ports

Diese Abbildungen zeigen, wie die beiden 1-GbE-Management-Ports auf den Appliances im Active-
Backup-Netzwerk-Bond-Modus fur das Admin-Netzwerk verbunden sind.

SG1000:

Schritte

1. Klicken Sie in der Menlileiste des StorageGRID-Appliance-Installationsprogramms auf Netzwerke
konfigurieren > Link-Konfiguration.

Auf der Seite Network Link Configuration wird ein Diagramm der Appliance angezeigt, in dem die
Netzwerk- und Verwaltungsports nummeriert sind.
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In der Tabelle Verbindungsstatus werden der Verbindungsstatus, die Verbindungsgeschwindigkeit und
andere Statistiken der nummerierten Ports aufgeflhrt.

Das erste Mal, wenn Sie diese Seite aufrufen:

> Verbindungsgeschwindigkeit ist auf Auto eingestellt.

o Port Bond Modus ist auf fest eingestellt.

> Network Bond Mode ist fir das Grid Network auf Active-Backup eingestellt.

o Das Admin-Netzwerk ist aktiviert, und der Netzwerk-Bond-Modus ist auf unabhangig eingestellt.

o Das Client-Netzwerk ist deaktiviert.

2. Wahlen Sie die Verbindungsgeschwindigkeit fir die Netzwerkanschliisse aus der Dropdown-Liste Link

Speed aus.

Die Netzwerk-Switches, die Sie fir das Grid-Netzwerk und das Client-Netzwerk verwenden, missen
ebenfalls fir diese Geschwindigkeit konfiguriert sein. Fur die konfigurierte Verbindungsgeschwindigkeit
mussen Sie die entsprechenden Adapter oder Transceiver verwenden. Verwenden Sie die automatische
Verbindungsgeschwindigkeit, wenn maglich, da diese Option sowohl die Verbindungsgeschwindigkeit als
auch den FEC-Modus (Forward Error Correction) mit dem Link-Partner verhandelt.

Wenn Sie die 25-GbE-Verbindungsgeschwindigkeit fir die SG6000- oder SG5700-Netzwerkports
verwenden mochten:

o Verwenden Sie SFP28 Transceiver und SFP28 Twinax-Kabel oder optische Kabel.

o Wahlen Sie fur den SG6000 aus der Dropdown-Liste Verbindungsgeschwindigkeit die Option Auto
aus.

o Wabhlen Sie flir den SG5700 25GbE aus der Dropdown-Liste Link Speed aus.

. Aktivieren oder deaktivieren Sie die StorageGRID-Netzwerke, die Sie verwenden moéchten.

Das Grid-Netzwerk ist erforderlich. Dieses Netzwerk kann nicht deaktiviert werden.

a. Wenn das Gerat nicht mit dem Admin-Netzwerk verbunden ist, deaktivieren Sie das Kontrollkastchen
Netzwerk aktivieren fiir das Admin-Netzwerk.

b. Wenn das Gerat mit dem Client-Netzwerk verbunden ist, aktivieren Sie das Kontrollkastchen Netzwerk
aktivieren fir das Client-Netzwerk.

Die Client-Netzwerkeinstellungen fiir die Daten-NIC-Ports werden nun angezeigt.

4. In der Tabelle finden Sie Informationen zum Konfigurieren des Port-Bond-Modus und des Netzwerk-Bond-
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Modus.

Dieses Beispiel zeigt:

o Aggregate und LACP ausgewahlt fiir das Grid und die Client Netzwerke. Sie mussen fir jedes
Netzwerk ein eindeutiges VLAN-Tag angeben. Sie kdnnen Werte zwischen 0 und 4095 auswahlen.

> Active-Backup fir das Admin-Netzwerk ausgewahlt.



Link Settings
Link spead

Part bond mode

Grid Network

Enabie network

Netwerk bord mode

Enabiz VLAN (802,13} tagging

VLAN {202 Tq) tag

MAC Addresses

Admin Metwork
Enable network

Network bond mode

WAC Addresses

Client Metwork
Enable network

Network bord mods

Ensbie VLAN {802, Tq} tagging

VLAN (B0Z. 1q) tag

MAC Addresses

OFmad { e |
AL _J\-'- “

Choos= Fooed n"ﬁde|I'3,,-nuwar|tmLrsemnsZamF4lmﬂEGmNem'ﬂrkandpun&‘:aerBEnrme

Client Network (if enabled). Choose Aggregate port bond mode if you want all connected ports to share a single

LAGF bond for both the Grd and Client Netaorks,

e

7
| Active-Backup
If the port bond mode is

{802 3ad)
masst be in LACP (B02. 3ad) mode.

ENBbdb:42:dT:00 5XEb:db:42:d7:01 ElBbodb 424724 BDBb4b:42:d725

I you are using DHCP, it is recommended that you configure a permanent DHCP reservation. Use all of these
MAL addressec in the reservation to assign one |P address fo this network interiace.

&

(yindependent @cﬁve—ﬂaﬁﬂqﬁ

Connect the Admin Metwork to ports & and 8. |f necessany, you can maks a temporzry dirsct Ethernat
connection by disconnecting ports 5 and &, then comnecting to port & and using link-local IP addreses 1692584001

for sooess.

d8:c4:5T7:2a:24:55

If you are using DHCP, it is recommended that you configurs 3 permanent DHCP reservation. Use sl of these
MALC addresses in the reservation to assign one |P address fo this network interfzce.

b1
(T Aptive-Backup t"@_ LACP (802.3ad) )

If the port bond mode is.ﬁwega‘be: all bonds must be in LACP (B02.2ad) mode.

b
R

5D:8b:4b:42:dT:00 ED:6bidb 42:d7:01 BQBb:4b42.d7T:24 5lGb4b:42:d7T:2E

If you are using DHCP, it = recommended that you configure 3 permanent DHCP reservation. Use all of these
MAC sddrecses in the reservation to assign ong |P address to this netwerk interface

5. Wenn Sie mit lhrer Auswahl zufrieden sind, klicken Sie auf Speichern.
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Wenn Sie Anderungen am Netzwerk oder an der Verbindung vorgenommen haben, iiber die
Sie verbunden sind, kdnnen Sie die Verbindung verlieren. Wenn die Verbindung nicht

@ innerhalb von 1 Minute wiederhergestellt wird, geben Sie die URL fir den StorageGRID-
Appliance-Installer erneut ein. Verwenden Sie dazu eine der anderen |IP-Adressen, die der
Appliance zugewiesen sind:
https://appliance IP:8443

Konfigurieren Sie StorageGRID-IP-Adressen

Sie verwenden das Installationsprogramm der StorageGRID-Appliance, um die IP-
Adressen und Routinginformationen zu konfigurieren, die fur die Service-Appliance oder
den Speicher-Node der Appliance im StorageGRID-Grid-, Administrator- und Client-
Netzwerk verwendet werden.

Wenn Sie mit ConfigBuilder eine JSON-Datei erstellen, kdbnnen Sie IP-Adressen automatisch konfigurieren.
Siehe "Automatisierung der Appliance-Installation und -Konfiguration®.

Uber diese Aufgabe

Sie mussen entweder auf jedem verbundenen Netzwerk eine statische IP-Adresse fiir das Gerat zuweisen
oder einen permanenten Leasing fir die Adresse des DHCP-Servers zuweisen.

Informationen zum Andern der Verbindungskonfiguration finden Sie in den folgenden Anweisungen:

« "Andern der Link-Konfiguration der SGF6112-Appliance”

+ "Andern Sie die Verbindungskonfiguration des SG6000-CN Controllers"

+ "Andern Sie die Link-Konfiguration des E5700SG Controllers"

« "Andern der Link-Konfiguration der Service-Appliance SG100 oder SG1000"

Schritte

1. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Netzwerke konfigurieren >
IP-Konfiguration aus.

Die Seite IP-Konfiguration wird angezeigt.
2. Um das Grid-Netzwerk zu konfigurieren, wahlen Sie entweder statisch oder DHCP im Abschnitt Grid

Network der Seite aus.

3. Wenn Sie statisch ausgewahlt haben, fihren Sie die folgenden Schritte aus, um das Grid-Netzwerk zu
konfigurieren:

a. Geben Sie die statische IPv4-Adresse unter Verwendung von CIDR-Notation ein.

b. Geben Sie das Gateway ein.
Wenn lhr Netzwerk kein Gateway aufweist, geben Sie die gleiche statische IPv4-Adresse erneut ein.

c. Wenn Sie Jumbo Frames verwenden mochten, andern Sie das MTU-Feld in einen fur Jumbo Frames
geeigneten Wert, z. B. 9000. Behalten Sie andernfalls den Standardwert 1500 bei.

Der MTU-Wert des Netzwerks muss mit dem Wert Gibereinstimmen, der auf dem Switch-
@ Port konfiguriert ist, mit dem der Node verbunden ist. Andernfalls kénnen Probleme mit
der Netzwerkleistung oder Paketverluste auftreten.
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Fir die beste Netzwerkleistung sollten alle Knoten auf ihnren Grid Network Interfaces mit
ahnlichen MTU-Werten konfiguriert werden. Die Warnung Grid Network MTU

@ mismatch wird ausgeldst, wenn sich die MTU-Einstellungen fir das Grid Network auf
einzelnen Knoten erheblich unterscheiden. Die MTU-Werte missen nicht fur alle
Netzwerktypen gleich sein.

d. Klicken Sie Auf Speichern.
Wenn Sie die IP-Adresse andern, kdnnen sich auch das Gateway und die Liste der Subnetze andern.

Wenn die Verbindung zum Installationsprogramm fir StorageGRID-Gerate unterbrochen wird, geben
Sie die URL mithilfe der neuen statischen IP-Adresse, die Sie gerade zugewiesen haben, erneut ein.
Beispiel:

https://appliance IP:8443

e. Bestatigen Sie, dass die Liste der Grid Network Subnets korrekt ist.

Wenn Sie Grid-Subnetze haben, ist das Grid-Netzwerk-Gateway erforderlich. Alle angegebenen Grid-
Subnetze missen Uber dieses Gateway erreichbar sein. Diese Grid-Netzwerknetze missen beim
Starten der StorageGRID-Installation auch in der Netznetzwerksubnetz-Liste auf dem primaren Admin-
Node definiert werden.

@ Die Standardroute wird nicht aufgefihrt. Wenn das Client-Netzwerk nicht aktiviert ist,
verwendet die Standardroute das Grid-Netzwerk-Gateway.

= Um ein Subnetz hinzuzufligen, klicken Sie auf das Insert-Symbol £= Rechts neben dem letzten
Eintrag.

= Um ein nicht verwendetes Subnetz zu entfernen, klicken Sie auf das Léschsymbol .
f. Klicken Sie Auf Speichern.
4. Wenn Sie DHCP ausgewahlt haben, fihren Sie die folgenden Schritte aus, um das Grid-Netzwerk zu
konfigurieren:

a. Nachdem Sie das Optionsfeld DHCP aktiviert haben, klicken Sie auf Speichern.

Die Felder IPv4 Address, Gateway und Subnets werden automatisch ausgefillt. Wenn der DHCP-
Server so konfiguriert ist, dass er einen MTU-Wert zuweist, wird das Feld MTU mit diesem Wert
ausgefiillt, und das Feld ist schreibgeschiitzt.

Ihr Webbrowser wird automatisch an die neue IP-Adresse fiir das StorageGRID-Appliance-
Installationsprogramm umgeleitet.

b. Bestatigen Sie, dass die Liste der Grid Network Subnets korrekt ist.
Wenn Sie Grid-Subnetze haben, ist das Grid-Netzwerk-Gateway erforderlich. Alle angegebenen Grid-
Subnetze missen Uber dieses Gateway erreichbar sein. Diese Grid-Netzwerknetze miissen beim

Starten der StorageGRID-Installation auch in der Netznetzwerksubnetz-Liste auf dem primaren Admin-
Node definiert werden.

@ Die Standardroute wird nicht aufgefihrt. Wenn das Client-Netzwerk nicht aktiviert ist,
verwendet die Standardroute das Grid-Netzwerk-Gateway.

= Um ein Subnetz hinzuzufiigen, klicken Sie auf das Insert-Symbol 4= Rechts neben dem letzten
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Eintrag.
= Um ein nicht verwendetes Subnetz zu entfernen, klicken Sie auf das Léschsymbol %.

c. Wenn Sie Jumbo Frames verwenden mochten, andern Sie das MTU-Feld in einen fur Jumbo Frames
geeigneten Wert, z. B. 9000. Behalten Sie andernfalls den Standardwert 1500 bei.

Der MTU-Wert des Netzwerks muss mit dem Wert Gbereinstimmen, der auf dem Switch-
@ Port konfiguriert ist, mit dem der Node verbunden ist. Andernfalls kénnen Probleme mit
der Netzwerkleistung oder Paketverluste auftreten.

FUr die beste Netzwerkleistung sollten alle Knoten auf ihren Grid Network Interfaces mit
@ ahnlichen MTU-Werten konfiguriert werden. Die Warnung Grid Network MTU mismatch

wird ausgeldst, wenn sich die MTU-Einstellungen fur das Grid Network auf einzelnen Knoten

erheblich unterscheiden. Die MTU-Werte missen nicht fiir alle Netzwerktypen gleich sein.

a. Klicken Sie Auf Speichern.

5. Um das Admin-Netzwerk zu konfigurieren, wahlen Sie im Abschnitt Admin-Netzwerk der Seite entweder
statisch oder DHCP aus.

@ Um das Admin-Netzwerk zu konfigurieren, aktivieren Sie das Admin-Netzwerk auf der Seite
Verbindungskonfiguration.

Admin Network

The Admin Metwoark is a closed network used for system administration and maintenance. The Admin
Metworl: is typically a private network and does not need to be routable between sites.

IF ® Static (D BHCP
Assignment
IPvd Address 10.224. 3 72/21
(CIDR}
Gateway 1022401
Subnets 0.0.0.0/32 +
(CIDR}
MTL 1500 1

6. Wenn Sie statisch ausgewahlt haben, fihren Sie die folgenden Schritte aus, um das Admin-Netzwerk zu
konfigurieren:

a. Geben Sie die statische IPv4-Adresse mit CIDR-Schreibweise fiir Management-Port 1 auf dem Gerat
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ein.

Management-Port 1 befindet sich links von den beiden 1-GbE-RJ45-Ports am rechten Ende der
Appliance.

b. Geben Sie das Gateway ein.
Wenn lhr Netzwerk kein Gateway aufweist, geben Sie die gleiche statische IPv4-Adresse erneut ein.

c. Wenn Sie Jumbo Frames verwenden mochten, andern Sie das MTU-Feld in einen fir Jumbo Frames
geeigneten Wert, z. B. 9000. Behalten Sie andernfalls den Standardwert 1500 bei.

Der MTU-Wert des Netzwerks muss mit dem Wert Ubereinstimmen, der auf dem Switch-
@ Port konfiguriert ist, mit dem der Node verbunden ist. Andernfalls kénnen Probleme mit
der Netzwerkleistung oder Paketverluste auftreten.

d. Klicken Sie Auf Speichern.
Wenn Sie die IP-Adresse andern, kdnnen sich auch das Gateway und die Liste der Subnetze andern.

Wenn die Verbindung zum Installationsprogramm fiir StorageGRID-Gerate unterbrochen wird, geben
Sie die URL mithilfe der neuen statischen IP-Adresse, die Sie gerade zugewiesen haben, erneut ein.
Beispiel:

https://appliance:8443

e. Bestatigen Sie, dass die Liste der Admin-Netzwerk-Subnetze korrekt ist.

Sie mussen uberprifen, ob alle Subnetze Uber das von lhnen angegebene Gateway erreicht werden
kdnnen.

@ Die Standardroute kann nicht fir die Verwendung des Admin-Netzwerk-Gateways
erstellt werden.

= Um ein Subnetz hinzuzuflgen, klicken Sie auf das Insert-Symbol 4= Rechts neben dem letzten
Eintrag.

= Um ein nicht verwendetes Subnetz zu entfernen, klicken Sie auf das Léschsymbol .
f. Klicken Sie Auf Speichern.

7. Wenn Sie DHCP ausgewabhlt haben, fiihren Sie die folgenden Schritte aus, um das Admin-Netzwerk zu
konfigurieren:

a. Nachdem Sie das Optionsfeld DHCP aktiviert haben, klicken Sie auf Speichern.
Die Felder IPv4 Address, Gateway und Subnets werden automatisch ausgeftillt. Wenn der DHCP-
Server so konfiguriert ist, dass er einen MTU-Wert zuweist, wird das Feld MTU mit diesem Wert

ausgefullt, und das Feld ist schreibgeschitzt.

Ihr Webbrowser wird automatisch an die neue IP-Adresse flr das StorageGRID-Appliance-
Installationsprogramm umgeleitet.

b. Bestatigen Sie, dass die Liste der Admin-Netzwerk-Subnetze korrekt ist.

Sie mussen Uberprifen, ob alle Subnetze lber das von Ihnen angegebene Gateway erreicht werden
kénnen.
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@ Die Standardroute kann nicht fur die Verwendung des Admin-Netzwerk-Gateways
erstellt werden.

= Um ein Subnetz hinzuzuflgen, klicken Sie auf das Insert-Symbol 4= Rechts neben dem letzten
Eintrag.

= Um ein nicht verwendetes Subnetz zu entfernen, klicken Sie auf das Léschsymbol %.

c. Wenn Sie Jumbo Frames verwenden mochten, andern Sie das MTU-Feld in einen fir Jumbo Frames
geeigneten Wert, z. B. 9000. Behalten Sie andernfalls den Standardwert 1500 bei.

Der MTU-Wert des Netzwerks muss mit dem Wert libereinstimmen, der auf dem Switch-
@ Port konfiguriert ist, mit dem der Node verbunden ist. Andernfalls kénnen Probleme mit
der Netzwerkleistung oder Paketverluste auftreten.

d. Klicken Sie Auf Speichern.

8. Um das Client-Netzwerk zu konfigurieren, wahlen Sie entweder statisch oder DHCP im Abschnitt Client-
Netzwerk der Seite aus.

CD Um das Client-Netzwerk zu konfigurieren, aktivieren Sie das Client-Netzwerk auf der Seite
Verbindungskonfiguration.

Client Network

The Client Netwark is an open network used to provide access to client applications. including 53 and Swift.
The Client MNetwork enables grid nodes to communicate with any subnet reachable through the Client Metwiork
gateway. The Client Network does not become operational until you complete the StorageGRID configuration

steps
IF (® Static () DHCP
Assignment
IPvd Address A7 AT T 183/21
(CIDR)
Gateway 47.47.0.1
MTU 1500 &

9. Wenn Sie statisch ausgewahlt haben, fihren Sie die folgenden Schritte aus, um das Client-Netzwerk zu
konfigurieren:

a. Geben Sie die statische IPv4-Adresse unter Verwendung von CIDR-Notation ein.
b. Klicken Sie Auf Speichern.
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c. Vergewissern Sie sich, dass die IP-Adresse fur das Client-Netzwerk-Gateway korrekt ist.

Wenn das Client-Netzwerk aktiviert ist, wird die Standardroute angezeigt. Die
@ Standardroute verwendet das Client-Netzwerk-Gateway und kann nicht auf eine andere
Schnittstelle verschoben werden, wahrend das Client-Netzwerk aktiviert ist.

d. Wenn Sie Jumbo Frames verwenden mochten, andern Sie das MTU-Feld in einen fir Jumbo Frames
geeigneten Wert, z. B. 9000. Behalten Sie andernfalls den Standardwert 1500 bei.

Der MTU-Wert des Netzwerks muss mit dem Wert Ubereinstimmen, der auf dem Switch-
@ Port konfiguriert ist, mit dem der Node verbunden ist. Andernfalls kénnen Probleme mit
der Netzwerkleistung oder Paketverluste auftreten.

e. Klicken Sie Auf Speichern.

10. Wenn Sie DHCP ausgewahlt haben, fiihren Sie die folgenden Schritte aus, um das Client-Netzwerk zu
konfigurieren:

a. Nachdem Sie das Optionsfeld DHCP aktiviert haben, klicken Sie auf Speichern.

Die Felder IPv4 Address und Gateway werden automatisch ausgefiillt. Wenn der DHCP-Server so
konfiguriert ist, dass er einen MTU-Wert zuweist, wird das Feld MTU mit diesem Wert ausgefiillt, und
das Feld ist schreibgeschutzt.

Ihr Webbrowser wird automatisch an die neue IP-Adresse flir das StorageGRID-Appliance-
Installationsprogramm umgeleitet.

a. Vergewissern Sie sich, dass das Gateway korrekt ist.

Wenn das Client-Netzwerk aktiviert ist, wird die Standardroute angezeigt. Die
@ Standardroute verwendet das Client-Netzwerk-Gateway und kann nicht auf eine andere
Schnittstelle verschoben werden, wahrend das Client-Netzwerk aktiviert ist.

b. Wenn Sie Jumbo Frames verwenden mochten, &ndern Sie das MTU-Feld in einen fur Jumbo Frames
geeigneten Wert, z. B. 9000. Behalten Sie andernfalls den Standardwert 1500 bei.

Der MTU-Wert des Netzwerks muss mit dem Wert Gbereinstimmen, der auf dem Switch-
@ Port konfiguriert ist, mit dem der Node verbunden ist. Andernfalls kdnnen Probleme mit
der Netzwerkleistung oder Paketverluste auftreten.

Netzwerkverbindungen priifen

Vergewissern Sie sich, dass Sie Uber die Appliance auf die StorageGRID-Netzwerke
zugreifen kdnnen, die Sie verwenden. Um das Routing Uber Netzwerk-Gateways zu
validieren, sollten Sie die Verbindung zwischen dem StorageGRID Appliance Installer
und den IP-Adressen in verschiedenen Subnetzen testen. Sie kdnnen auch die MTU-
Einstellung Uberprufen.

Schritte

1. Klicken Sie in der Menlleiste des StorageGRID-Appliance-Installationsprogramms auf Netzwerke
konfigurieren > Ping und MTU-Test.
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Die Seite Ping und MTU Test wird angezeigt.

Ping and MTU Test

Use a ping request to check the appliance’s connectivity to a remote host. Select the network you want to check connectivity
through. and enter the IP address of the host you want to reach. To verify the MTU setting for the entire path through the netwark to
the destination, select Test MTU

Ping and MTU Test
Metwork Grid ~

Destination [Pvd
Address or FQDON

Test MTU [

. Wahlen Sie aus dem Dropdown-Feld Netzwerk das Netzwerk aus, das Sie testen mochten: Grid, Admin

oder Client.

. Geben Sie die IPv4-Adresse oder den vollqualifizierten Domanennamen (FQDN) fur einen Host in diesem

Netzwerk ein.

Beispielsweise mochten Sie das Gateway im Netzwerk oder den primaren Admin-Node pingen.

. Aktivieren Sie optional das Kontrollkdstchen MTU testen, um die MTU-Einstellung fiir den gesamten Pfad

durch das Netzwerk zum Ziel zu Gberprifen.

Sie kdnnen beispielsweise den Pfad zwischen dem Appliance-Node und einem Node an einem anderen
Standort testen.

. Klicken Sie Auf Konnektivitat Testen.

Wenn die Netzwerkverbindung gliltig ist, wird die Meldung ,Ping Test bestanden” angezeigt, wobei die
Ausgabe des Ping-Befehls aufgelistet ist.



Ping and MTU Test

lUse a ping request to check the appliance’s connectivity to a remote host. Select the network you want to check connectraty
through, and enter the |P address of the host you want to reach. To verify the MTU setting for the entire path through the network to
the destination, select Test MTU

Ping and MTU Test

Metwiork Grid [

Destination |Pvd 10.96.104 223
Address or FQDOMN

Test MTU

Test Connectivity

Ping test passed

Fing command output

PING 18.96.184,223 (1€.95.184,223) 1472(1588) bytes of data.
1438 bytes from 18.96.164.223: icmp_seq=1 ttl=64 time=8,318 ms

--- 18.96.184.223 ping statistics ---
1 packets transmitted, 1 received, 8% packet loss, time @ms
rtt min/favg/max/mdev = 8.318/8.318/8.318/8.808 ms

Found MTU 1588 for 18.96.164.223 via bre

Verwandte Informationen

* "Netzwerkverbindungen konfigurieren"

* "MTU-Einstellung andern"

Uberpriifen Sie Netzwerkverbindungen auf Portebene

Damit der Zugriff zwischen dem Installationsprogramm der StorageGRID Appliance und
anderen Nodes nicht durch Firewalls beeintrachtigt wird, vergewissern Sie sich, dass der
Installer von StorageGRID eine Verbindung zu einem bestimmten TCP-Port oder einem
Satz von Ports an der angegebenen |IP-Adresse oder dem angegebenen Adressbereich
herstellen kann.

Uber diese Aufgabe

Mithilfe der Liste der im StorageGRID-Appliance-Installationsprogramm bereitgestellten Ports kdnnen Sie die
Verbindung zwischen der Appliance und den anderen Nodes im Grid-Netzwerk testen.

Daruber hinaus kdnnen Sie die Konnektivitat auf den Admin- und Client-Netzwerken sowie auf UDP-Ports
testen, wie sie flr externe NFS- oder DNS-Server verwendet werden. Eine Liste dieser Ports finden Sie im
"Netzwerkportreferenz".
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Die in der Tabelle fir die Portkonnektivitat aufgefiihrten Netznetzwerkports sind nur fiir
StorageGRID Version 11.7 glltig. Um zu Uberprtifen, welche Ports fiir jeden Node-Typ korrekt
sind, sollten Sie immer die Netzwerkrichtlinien fir Ihre Version von StorageGRID lesen.

Schritte

1. Klicken Sie im Installationsprogramm der StorageGRID-Appliance auf Netzwerke konfigurieren > Port
Connectivity Test (nmap).

Die Seite Port Connectivity Test wird angezeigt.
In der Tabelle fir die Portkonnektivitat werden Node-Typen aufgefihrt, fir die im Grid-Netzwerk TCP-
Konnektivitat erforderlich ist. Fir jeden Node-Typ werden in der Tabelle die Grid-Netzwerkanschlisse

aufgefuihrt, auf die Ihre Appliance Zugriff haben sollte.

Sie kdénnen die Verbindung zwischen den in der Tabelle aufgeflihrten Appliance-Ports und den anderen
Nodes im Grid-Netzwerk testen.

2. Wahlen Sie im Dropdown-MenlU Netzwerk das Netzwerk aus, das Sie testen mdéchten: Grid, Admin oder
Client.

3. Geben Sie einen Bereich von IPv4-Adressen fir die Hosts in diesem Netzwerk an.
Beispielsweise mochten Sie das Gateway im Netzwerk oder den primaren Admin-Node aufsuchen.
Geben Sie einen Bereich mit einem Bindestrich an, wie im Beispiel gezeigt.

4. Geben Sie eine TCP-Portnummer, eine Liste von Ports, die durch Kommas getrennt sind, oder eine Reihe
von Ports ein.

Port Connectivity Test

Network Grid y
IPv4 Address 10.224.6.160-161
Ranges
Port Ranges 22,2022
Protocol ® TCP UDP
Test Connectivity

5. Klicken Sie Auf Konnektivitat Testen.
> Wenn die ausgewahlten Netzwerkverbindungen auf Portebene gliltig sind, wird die Meldung

.Verbindungstest bestanden"in einem grinen Banner angezeigt. Die Ausgabe des nmap-
Befehls ist unter dem Banner aufgefiihrt.
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Port connectivity test passed

Nmap command output. Note: Unreachable hosts will not appear in the output

# Nmap 7.70 scan initiated Fri Nov 13 18:32:@3 2020 as: /usr/bin/nmap -n -oN - -e br@ -p 22,2022 10.224.6.160-161
Nmap scan report for 10.224.6.160
Host is up (0.80872s latency).

PORT STATE SERVICE
22/tcp open ssh
2022/tcp open down

Nmap scan report for 10.224.6.161
Host is up (@.00860s latency).

PORT STATE SERVICE
22/tcp open ssh
2022/tcp open down

# Nmap done at Fri Nov 13 18:32:04 2020 -- 2 IP addresses (2 hosts up) scanned in 9.55 seconds

o Wenn eine Netzwerkverbindung auf Portebene zum Remote-Host hergestellt wird, der Host jedoch
nicht auf einem oder mehreren der ausgewahlten Ports hort, wird die Meldung ,verbindungstest
fehlgeschlagen®in einem gelben Banner angezeigt. Die Ausgabe des nmap-Befehls ist unter dem
Banner aufgeflhrt.

Jeder Remote-Port, auf den der Host nicht hort, hat den Status ,Geschlossen®. Beispielsweise sieht
dieses gelbe Banner, wenn der Node, zu dem eine Verbindung hergestellt werden soll, bereits
installiert ist und der StorageGRID-NMS-Service auf diesem Node noch nicht ausgefihrt wird.

© Port connectivity test failed
Connection not established. Services might not be listening on target ports

Nmap command output. Note: Unreachable hosts will not appear in the output.

# Nmap 7.70 scan initiated Sat May 16 17:07:02 2020 as: fusr/bin/nmap -n -oN - -e bre -p 22,80,443,1524,1505,1506,1508,7443,9999
Nmap scan report for 172.16.4.71
Host is up (@.00020s latency).

PORT STATE SERVICE

22/tcp open ssh

80/tcp open http

443/tcp open  https

1504/tcp closed evb-elm
1505/tcp open  funkproxy
1506/tcp open  utcd

1508/tcp open  diagmond
7443/tcp open oracleas-https
9999/tcp open  abyss

MAC Address: 00:50:56:87:39:AE (VMware)

# Nmap done at Sat May 16 17:07:03 2020 -- 1 IP address (1 host up) scanned in @.59 seconds

o Wenn fUr einen oder mehrere ausgewahlte Ports keine Netzwerkverbindung auf Portebene hergestellt
werden kann, wird die Meldung ,Verbindungstest fir Port fehlgeschlagen®in einem roten
Banner angezeigt. Die Ausgabe des nmap-Befehls ist unter dem Banner aufgefihrt.

Das rote Banner zeigt an, dass eine TCP-Verbindung zu einem Port auf dem Remote-Host hergestellt
wurde, aber dem Sender wurde nichts zurtickgegeben. Wenn keine Antwort zuriickgegeben wird, hat
der Port einen Status ,gefiltert und wird wahrscheinlich durch eine Firewall blockiert.

@ Ports mit ,c1losed" werden ebenfalls aufgeflhrt.
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© Port connectivity test failed
Connection failed to one or more ports.

Nmap command output. Note: Unreachable hosts will not appear in the output.

# Nmap 7.70 scan initiated Sat May 16 17:11:01 2020 as: fusr/bin/nmap -n -oN - -e br@ -p 22,79,80,443,1504,1505,1506,1508,7443,9999 172.16.4.71
Nmap scan report for 172.16.4.71
Host is up (@.00029s latency).

PORT STATE SERVICE
22/tcp open ssh
79/tcp  filtered finger
80/tcp  open http
443/tcp open https
15@4/tcp closed evb-elm
1505/tcp open funkproxy
1506/tcp open utcd
1508/tcp open diagmond
7443/tcp open oracleas-https
9999/tcp open abyss

MAC Address: 0@:50:56:87:39:AE (VMware)

# Nmap done at Sat May 16 17:11:02 202@ -- 1 IP address (1 host up) scanned in 1.6@ seconds

Konfiguration von SANtricity System Manager (SG6000 und SG5700)

Mit SANTtricity System Manager Iasst sich der Status von Storage Controllern, Storage-
Festplatten und anderen Hardwarekomponenten im Storage Controller-Shelf
Uberwachen. Sie kdnnen aulRerdem einen Proxy fur AutoSupport der E-Series
konfigurieren, mit dem Sie AutoSupport Meldungen von der Appliance senden konnen,
ohne den Managementport zu verwenden.

Einrichten und Zugreifen auf SANtricity System Manager

Sie missen moglicherweise auf SANtricity System Manager auf dem Storage Controller zugreifen, um die
Hardware im Storage Controller Shelf zu iberwachen oder um E-Series AutoSupport zu konfigurieren.

Bevor Sie beginnen
» Sie verwenden ein "Unterstutzter WWebbrowser".

» FUr den Zugriff auf den SANtricity System Manager Giber den Grid-Manager haben Sie StorageGRID
installiert, und Sie verfligen Uber die Berechtigung zum Administrator der Storage-Appliance oder zum
Root-Zugriff.

* Um Uber das Installationsprogramm fir das StorageGRID-Gerat auf den SANTtricity-System-Manager
zuzugreifen, verfligen Sie Uber den Benutzernamen und das Kennwort des SANTtricity-System-Managers.

 FUr den direkten Zugriff auf SANTtricity System Manager Uber einen Webbrowser verfiigen Sie Gber den
Benutzernamen und das Passwort flir den SANtricity System Manager Administrator.

Sie mussen Uber SANTtricity-Firmware 8.70 oder héher verfligen, um mithilfe des Grid-Managers

@ oder des StorageGRID-Appliance-Installationsprogramms auf SANtricity System Manager
zuzugreifen. Sie kdnnen lhre Firmware-Version mithilfe des StorageGRID-Appliance-
Installationsprogramms Uberprifen und wahlen Hilfe > Info.

156


https://docs.netapp.com/de-de/storagegrid-117/admin/web-browser-requirements.html

Der Zugriff auf den SANtricity System Manager tiber den Grid Manager oder tber den Appliance
Installer beschrénkt sich im Allgemeinen nur auf die Uberwachung der Hardware und die

@ Konfiguration von E-Series AutoSupport. Viele Funktionen und Vorgé!_nge in SANftricity System
Manager, beispielsweise ein Firmware-Upgrade, gelten nicht fir die Uberwachung Ihrer
StorageGRID Appliance. Um Probleme zu vermeiden, befolgen Sie immer die Hardware-
Installations- und Wartungsanweisungen fir Ihr Gerat.

Uber diese Aufgabe

Es gibt drei Moglichkeiten, auf den SANtricity System Manager zuzugreifen, je nachdem, in welcher Phase des
Installations- und Konfigurationsprozesses Sie sich befinden:

» Wenn die Appliance noch nicht als Knoten in Ihrem StorageGRID-System bereitgestellt wurde, sollten Sie
die Registerkarte Erweitert im StorageGRID-Appliance-Installationsprogramm verwenden.

@ Sobald der Knoten bereitgestellt ist, kbnnen Sie den StorageGRID Appliance Installer zum
Zugriff auf den SANTtricity System Manager nicht mehr verwenden.

* Wenn die Appliance als Node in Ihrem StorageGRID-System bereitgestellt wurde, verwenden Sie die
Registerkarte SANtricity System Manager auf der Seite Nodes im Grid Manager.

* Wenn Sie das Installationsprogramm oder den Grid-Manager der StorageGRID Appliance nicht verwenden
koénnen, kénnen Sie Uber einen mit dem Managementport verbundenen Webbrowser direkt auf den
SANTtricity System Manager zugreifen.

Diese Vorgehensweise umfasst Schritte fir den ersten Zugriff auf den SANTtricity System Manager. Wenn Sie
SANtricity System Manager bereits eingerichtet haben, fahren Sie mit fort Schritt fur die Hardware-
Warnmeldungen konfigurieren.

Wenn Sie entweder den Grid-Manager oder den StorageGRID-Appliance-Installer verwenden,
kénnen Sie auf SANTtricity System Manager zugreifen, ohne den Management-Port der
Appliance konfigurieren oder verbinden zu missen.

Mit SANTtricity System Manager Uberwachen Sie Folgendes:
» Performance-Daten wie die Performance auf Storage-Array-Ebene, I/O-Latenz, CPU-Auslastung und
Durchsatz
 Status der Hardwarekomponenten

 Unterstlitzung von Funktionen, einschlief3lich Anzeige von Diagnosedaten
Mit SANTtricity System Manager kénnen Sie die folgenden Einstellungen konfigurieren:

* E-Mail-Warnmeldungen, SNMP-Warnmeldungen oder Syslog-Warnmeldungen fiir die Komponenten im
Storage Controller-Shelf

» AutoSupport-Einstellungen der E-Series fur die Komponenten im Storage Controller Shelf
Weitere Informationen zur E-Series AutoSupport finden Sie im "NetApp E-Series Systems Documentation
Site".

» Laufwerkssicherheitsschlissel, die zum Entsperren gesicherter Laufwerke erforderlich sind (dieser Schritt
ist erforderlich, wenn die Laufwerksicherheitsfunktion aktiviert ist)

» Administratorpasswort fir den Zugriff auf SANTtricity System Manager
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Schritte
1. FUhren Sie einen der folgenden Schritte aus:

> Verwenden Sie das StorageGRID-Appliance-Installationsprogramm, und wahlen Sie Erweitert >
SANtricity-Systemmanager

° Verwenden Sie den Grid-Manager und wahlen Sie NODES > aus appliance Storage Node >
SANtricity System Manager

Wenn diese Optionen nicht verfiigbar sind oder die Anmeldeseite nicht angezeigt wird,
@ verwenden Sie die IP-Adressen flir die Storage Controller. Greifen Sie auf SANtricity
System Manager zu, indem Sie die Storage Controller-IP aufrufen.

2. Legen Sie das Administratorpasswort fest oder geben Sie es ein.

SANTtricity System Manager verwendet ein einziges Administratorkennwort, das von allen Benutzern
verwendet wird.

Set Up SANtricity® System Manager b ¢

Mare (10 total) »

Welcome to the SANtricity® System Manager! With System Manager, you can...
® Configure your storage array and set up alerts.
* Monitor and troubleshoot any problems when they occur.

e Keep track of how your system is performing in real time.

\'\-_ _-J

3. Wahlen Sie Abbrechen, um den Assistenten zu schliel3en.

@ SchlielRen Sie den Einrichtungsassistenten fir eine StorageGRID Appliance nicht ab.
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4. Hardware-Warnmeldungen konfigurieren.
a. Wahlen Sie Hilfe, um die Online-Hilfe fir SANTtricity System Manager zu 6ffnen.

b. Verwenden Sie den Abschnitt Einstellungen > Alarme der Online-Hilfe, um mehr Uber Warnungen zu
erfahren.

C. Folgen Sie den Anweisungen ,How to“, um E-Mail-Warnmeldungen, SNMP-Warnmeldungen oder
Syslog-Warnmeldungen einzurichten.

5. Managen Sie AutoSupport flr die Komponenten im Storage Controller Shelf.
a. Wahlen Sie Hilfe, um die Online-Hilfe fir SANtricity System Manager zu 6ffnen.

b. Im Abschnitt SUPPORT > Support Center der Online-Hilfe erfahren Sie mehr Uiber die AutoSupport-
Funktion.

C. Folgen Sie den Anweisungen ,Anleitung®, um AutoSupport zu managen.
Spezielle Anweisungen zum Konfigurieren eines StorageGRID-Proxys zum Senden von E-Series

AutoSupport-Meldungen ohne Verwendung des Management-Ports finden Sie unter "Anweisungen zur
Konfiguration von Speicher-Proxy-Einstellungen”.

6. Wenn die Laufwerkssicherheitsfunktion fur die Appliance aktiviert ist, erstellen und verwalten Sie den
Sicherheitsschlissel.
a. Wahlen Sie Hilfe, um die Online-Hilfe fur SANtricity System Manager zu 6ffnen.

b. Verwenden Sie den Abschnitt Einstellungen > System > Sicherheitsschliisselverwaltung der
Online-Hilfe, um mehr Gber Drive Security zu erfahren.

C. Befolgen Sie die Anweisungen ,Anleitung®, um den Sicherheitsschlissel zu erstellen und zu
verwalten.

7. Andern Sie optional das Administratorpasswort.
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a. Wahlen Sie Hilfe, um die Online-Hilfe fir SANtricity System Manager zu 6ffnen.

b. Verwenden Sie den Abschnitt Home > Storage Array Administration der Online-Hilfe, um mehr tber
das Administrator-Passwort zu erfahren.

C. Befolgen Sie die Anweisungen ,Anleitung®, um das Passwort zu andern.

Uberpriifen Sie den Hardwarestatus in SANtricity System Manager

Mit SANTtricity System Manager kdnnen Sie die einzelnen Hardwarekomponenten im Storage Controller-Shelf
Uberwachen und verwalten. Darlber hinaus werden Hardware-Diagnose- und Umgebungsinformationen, z. B.
Komponentententententemperaturen oder Problemen mit den Laufwerken, Gberpruft.

Bevor Sie beginnen
» Sie verwenden ein "Unterstutzter Webbrowser".

* Fir den Zugriff auf den SANTtricity System Manager Uber den Grid-Manager verfligen Sie Uber eine
Administratorberechtigung oder Root-Zugriff der Storage-Appliance.

* Um Uber das Installationsprogramm fur das StorageGRID-Gerat auf den SANTtricity-System-Manager
zuzugreifen, verfigen Sie Uber den Benutzernamen und das Kennwort des SANtricity-System-Managers.

* Fir den direkten Zugriff auf SANtricity System Manager Uber einen Webbrowser verfliigen Sie Uiber den
Benutzernamen und das Passwort fir den SANTtricity System Manager Administrator.

Sie mussen Uber SANtricity-Firmware 8.70 oder héher verfligen, um mithilfe des Grid-Managers
@ oder des StorageGRID-Appliance-Installationsprogramms auf SANtricity System Manager
zuzugreifen.

Der Zugriff auf den SANtricity System Manager tiber den Grid Manager oder tber den Appliance
Installer beschrénkt sich im Allgemeinen nur auf die Uberwachung der Hardware und die

@ Konfiguration von E-Series AutoSupport. Viele Funktionen und Vorgé!_nge in SANTtricity System
Manager, beispielsweise ein Firmware-Upgrade, gelten nicht fir die Uberwachung Ihrer
StorageGRID Appliance. Um Probleme zu vermeiden, befolgen Sie immer die Hardware-
Installations- und Wartungsanweisungen fir |hr Gerat.

Schritte
1. Greifen Sie auf SANtricity System Manager zu.
2. Geben Sie bei Bedarf den Benutzernamen und das Kennwort des Administrators ein.
3. Klicken Sie auf Abbrechen, um den Einrichtungsassistenten zu schlieRen und die Startseite des
SANTtricity-System-Managers anzuzeigen.

Die Startseite von SANTtricity System Manager wird angezeigt. In SANTtricity System Manager wird das
Controller Shelf als Storage-Array bezeichnet.
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4. Uberprifen Sie die angezeigten Informationen fiir die Appliance-Hardware und vergewissern Sie sich,
dass alle Hardwarekomponenten den Status ,optimal“ aufweisen.

a. Klicken Sie auf die Registerkarte Hardware.

b. Klicken Sie auf Zuriick von Regal anzeigen.

Home Hardware

HARDWARE

Learn More »

Legend v ™ Show status icon details g
Controller Shetf 99~ £ [ & [ Show front of shelf
Fan Canister 1 Powrer Canister 1 E Fan Canister 2

Controller A

i

Controller B

Powrer Canister 2

&

Von der Riickseite des Shelfs kdnnen Sie sowohl Storage-Controller als auch den Akku in jedem Storage
Controller, die beiden Power Kanister, die beiden Lifter-Kanister und Erweiterungs-Shelfs (falls vorhanden)
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anzeigen. Sie kénnen auch Komponententententemperaturen anzeigen.
a. Um die Einstellungen fir jeden Speicher-Controller anzuzeigen, wahlen Sie den Controller aus, und
wahlen Sie im KontextmenU Einstellungen anzeigen aus.

b. Um die Einstellungen fur andere Komponenten auf der Rickseite des Shelf anzuzeigen, wahlen Sie
die Komponente aus, die Sie anzeigen méchten.

c. Klicken Sie auf Vorderseite des Regals, und wahlen Sie die Komponente aus, die Sie anzeigen
mochten.

Von der Vorderseite des Shelfs kdnnen die Laufwerke und die Laufwerksfacher fir das Storage
Controller-Shelf oder die Erweiterungs-Shelfs (falls vorhanden) angezeigt werden.

Falls der Status einer Komponente Achtung erfordert, fiihren Sie die Schritte im Recovery Guru zur Lésung
des Problems durch oder wenden Sie sich an den technischen Support.

Legen Sie IP-Adressen fiir Storage Controller mithilfe des StorageGRID Appliance Installer fest

Management-Port 1 auf jedem Storage-Controller verbindet die Appliance mit dem Managementnetzwerk flr
SANtricity System Manager. Wenn Sie vom Installationsprogramm der StorageGRID Appliance nicht auf den
SANTtricity System Manager zugreifen kénnen, legen Sie eine statische |IP-Adresse flr jeden Storage Controller
fest, um sicherzustellen, dass lhre Managementverbindung zur Hardware und zur Controller-Firmware im
Controller-Shelf nicht verloren geht.

Bevor Sie beginnen

* Sie verwenden einen beliebigen Management-Client, der eine Verbindung zum StorageGRID-Admin-
Netzwerk herstellen kann, oder Sie haben einen Service-Laptop.

* Der Client- oder Service-Laptop verfligt Uber einen unterstiitzten Webbrowser.

Uber diese Aufgabe

Adressen, die durch DHCP zugewiesen werden, kénnen jederzeit gedndert werden. Weisen Sie den
Controllern statische IP-Adressen zu, um einen konsistenten Zugriff zu gewahrleisten.

Befolgen Sie dieses Verfahren nur, wenn Sie keinen Zugriff auf den SANTtricity-System-Manager
@ vom Installationsprogramm der StorageGRID-Appliance (Erweitert > SANtricity-System-
Manager) oder vom Grid-Manager (KNOTEN > SANtricity-System-Manager) haben.

Schritte

1. Geben Sie auf dem Client die URL fiir den StorageGRID-Appliance-Installer ein:
https://Appliance Controller IP:8443

Flr Appliance Controller IP, Verwenden Sie die IP-Adresse fir die Appliance in einem beliebigen
StorageGRID-Netzwerk.

Die Startseite des StorageGRID-Appliance-Installationsprogramms wird angezeigt.
2. Wahlen Sie Hardware Konfigurieren > Storage Controller-Netzwerkkonfiguration.
Die Seite Speichercontroller-Netzwerkkonfiguration wird angezeigt.

3. Wahlen Sie je nach Netzwerkkonfiguration aktiviert fur IPv4, IPv6 oder beides.

4. Notieren Sie sich die automatisch angezeigte IPv4-Adresse.
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DHCP ist die Standardmethode, um dem Management-Port des Storage Controllers eine IP-Adresse
zuzuweisen.

@ Es kann einige Minuten dauern, bis die DHCP-Werte angezeigt werden.

IPv4 Address Assignment 1 Static = DHCP
IPvd Address (CIDR) 10.224 .5 166121
Cefault Gateway 10.224 01

5. Legen Sie optional eine statische IP-Adresse flir den Management-Port des Storage Controllers fest.

@ Sie sollten entweder eine statische IP fur den Management-Port zuweisen oder einen
permanenten Leasing fur die Adresse auf dem DHCP-Server zuweisen.

a. Wahlen Sie Statisch.
b. Geben Sie die IPv4-Adresse unter Verwendung der CIDR-Schreibweise ein.

c. Geben Sie das Standard-Gateway ein.

IPv4 Address Assignment & Static DHCP
IPv4 Address (CIDR) 10.224.2.200/21
Default Gateway 10.224 0.1

d. Klicken Sie Auf Speichern.
Es kann einige Minuten dauern, bis Ihre Anderungen angewendet werden.

Wenn Sie eine Verbindung zu SANTtricity System Manager herstellen, verwenden Sie die neue statische IP-
Adresse als URL:
https://Storage Controller IP

Konfiguration der BMC-Schnittstelle (SGF6112, SG6000, SG100 und SG1000)

BMC-Schnittstelle: Uberblick (SGF6112, SG6000, SG100 und SG1000)

Die Benutzeroberflache des Baseboard Management Controllers (BMC) auf der
SGF6112-, SG6000- oder Services-Appliance liefert Statusinformationen zur Hardware
und ermdoglicht Thnen die Konfiguration von SNMP-Einstellungen und anderen Optionen
fur die Appliances.

Gehen Sie wie folgt vor, um den BMC bei der Installation des Gerats zu konfigurieren:
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+ "Andern Sie das Admin- oder Root-Passwort fiir die BMC-Schnittstelle”
» "Legen Sie die IP-Adresse fur den BMC-Managementport fest"

* "Greifen Sie auf die BMC-Schnittstelle zu"

+ "Konfigurieren Sie die SNMP-Einstellungen"

+ "E-Mail-Benachrichtigungen fir BMC-Warnungen einrichten"

Wenn die Appliance bereits in einem Grid installiert wurde und StorageGRID-Software
ausgefuhrt wird, gehen Sie wie folgt vor:

» "Stellen Sie das Gerat in den Wartungsmodus" Um auf das Installationsprogramm fir die
CD StorageGRID Appliance zuzugreifen.

» Siehe "Legen Sie die IP-Adresse fur den BMC-Managementport fest" Fir Informationen
Uber den Zugriff auf die BMC-Schnittstelle mithilfe des StorageGRID-Appliance-
Installationsprogramms.

Andern Sie das Admin- oder Root-Passwort fiir die BMC-Schnittstelle

Aus Sicherheitsgrinden mussen Sie das Kennwort fir den Admin- oder Root-Benutzer
des BMC andern.

Bevor Sie beginnen
Der Management-Client verwendet ein "Unterstutzter Webbrowser".

Uber diese Aufgabe

Wenn Sie die Appliance zum ersten Mal installieren, verwendet der BMC ein Standardkennwort fir den Admin-
oder Root-Benutzer. Sie missen das Passwort fiir den Administrator oder Root-Benutzer andern, um lhr
System zu sichern.

Der Standardbenutzer hangt davon ab, wann Sie lhre StorageGRID-Appliance installiert haben. Der
Standardbenutzer ist admin flr neue Installationen und root fir altere Installationen.

Schritte

1. Geben Sie auf dem Client die URL fiir den StorageGRID-Appliance-Installer ein:
https://Appliance IP:8443

Fir Appliance IP, Verwenden Sie die IP-Adresse fir die Appliance in einem beliebigen StorageGRID-
Netzwerk.

Die Startseite des StorageGRID-Appliance-Installationsprogramms wird angezeigt.

2. Wahlen Sie Hardware konfigurieren > BMC-Konfiguration.

NetApp® StorageGRID® Appliance Installer

Home Configure Networking + Configure Hardware « Monitor Installation

BMC Configuration
Home Storage Controller Metwork Configuration
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Die Seite Baseboard Management Controller Configuration wird angezeigt.

3. Geben Sie in den beiden Feldern ein neues Passwort flir das Admin- oder Root-Konto ein.
4. Klicken Sie Auf Speichern.

Legen Sie die IP-Adresse fiir den BMC-Managementport fest

Bevor Sie auf die BMC-Schnittstelle zugreifen konnen, konfigurieren Sie die IP-Adresse
fur den BMC-Verwaltungsport auf den SGF6112-, SG6000-CN-Controllern oder Service-
Appliances.

Wenn Sie mit ConfigBuilder eine JSON-Datei erstellen, konnen Sie IP-Adressen automatisch konfigurieren.
Siehe "Automatisierung der Appliance-Installation und -Konfiguration™.

Bevor Sie beginnen
* Der Management-Client verwendet ein "Unterstitzter Webbrowser".

« Sie verwenden jeden Management-Client, der eine Verbindung zu einem StorageGRID-Netzwerk
herstellen kann.

» Der BMC-Management-Port ist mit dem Managementnetzwerk verbunden, das Sie verwenden mdéchten.

SG6112

Uber diese Aufgabe
Zu Support-Zwecken ermdglicht der BMC-Management-Port einen niedrigen Hardwarezugriff.

Sie sollten diesen Port nur mit einem sicheren, vertrauenswirdigen, internen

@ Managementnetzwerk verbinden. Wenn kein solches Netzwerk verfiigbar ist, lassen Sie den
BMC-Port nicht verbunden oder blockiert, es sei denn, eine BMC-Verbindung wird vom
technischen Support angefordert.
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Schritte

1. Geben Sie auf dem Client die URL fiir den StorageGRID-Appliance-Installer ein:
https://Appliance IP:8443

Fir Appliance IP, Verwenden Sie die IP-Adresse fir die Appliance in einem beliebigen StorageGRID-
Netzwerk.

Die Startseite des StorageGRID-Appliance-Installationsprogramms wird angezeigt.

2. Wahlen Sie Hardware konfigurieren > BMC-Konfiguration.

NetApp® StorageGRID® Appliance Installer

Home Configure Networking + Configure Hardware - Monitor Installation

BMC Configuration
Home Storage Controller Network Configuration

Die Seite Baseboard Management Controller Configuration wird angezeigt.
3. Notieren Sie sich die automatisch angezeigte IPv4-Adresse.

DHCP ist die Standardmethode zum Zuweisen einer |IP-Adresse zu diesem Port.

CD Es kann einige Minuten dauern, bis die DHCP-Werte angezeigt werden.

Baseboard Management Controller Configuration

LAN IP Settings

IP Assignment " Static « DHCP
MAC Address d8c4:97:26:50:62
IPv4 Address (CIDR) 1
Default gateway 10224 0.1

Cancel Save

4. Legen Sie optional eine statische IP-Adresse fir den BMC-Verwaltungsport fest.

@ Sie sollten entweder eine statische IP fir den BMC-Verwaltungsport zuweisen oder einen
permanenten Leasing fur die Adresse auf dem DHCP-Server zuweisen.

a. Wahlen Sie Statisch.
b. Geben Sie die IPv4-Adresse unter Verwendung der CIDR-Schreibweise ein.

c. Geben Sie das Standard-Gateway ein.
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Baseboard Management Controller Configuration

LAN IP Settings

IP Assignment &+ Static " DHCP
MAC Address d8:c4:97:28:50:62
IPv4 Address (CIDR) 10.224.3.225/21
Default gateway 1022401

R

d. Klicken Sie Auf Speichern.

Es kann einige Minuten dauern, bis Ihre Anderungen angewendet werden.

Greifen Sie auf die BMC-Schnittstelle zu

Sie kénnen auf die BMC-Schnittstelle Gber die DHCP- oder statische IP-Adresse flr den
BMC-Verwaltungsport auf den folgenden Appliance-Modellen zugreifen:

+ SGF6112
+ SG6000
» SG1000
* SG100

Bevor Sie beginnen

* Der Management-Client verwendet ein "Unterstitzter Webbrowser".

» Der BMC-Managementport der Appliance ist mit dem zu verwendenden Managementnetzwerk verbunden.
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SGF6112

Schritte

1. Geben Sie die URL fiir die BMC-Schnittstelle ein:
https://BMC_Port IP

Fur BMC Port IP, Verwenden Sie die DHCP- oder statische IP-Adresse fir den BMC-Management-Port.

Die BMC-Anmeldeseite wird angezeigt.

Wenn Sie noch nicht konfiguriert haben BMC Port IP, Folgen Sie den Anweisungen in
"Konfigurieren Sie die BMC-Schnittstelle". Wenn Sie diese Vorgehensweise aufgrund eines
Hardwareproblems nicht ausfihren kénnen und noch keine BMC-IP-Adresse konfiguriert
haben, kdnnen Sie mdglicherweise weiterhin auf den BMC zugreifen. StandardmaRig erhalt
der BMC Uber DHCP eine IP-Adresse. Wenn DHCP im BMC-Netzwerk aktiviert ist, kann Ihr
Netzwerkadministrator die dem BMC-MAC zugewiesene IP-Adresse angeben, die auf dem
Etikett auf der Vorderseite des Gerats aufgedruckt ist. Wenn DHCP im BMC-Netzwerk nicht
aktiviert ist, reagiert der BMC nach einigen Minuten nicht und weist sich selbst die
standardmafige statische IP zu 192.168.0.120. Moglicherweise missen Sie lhren Laptop
direkt mit dem BMC-Port verbinden und die Netzwerkeinstellung andern, um Ihrem Laptop
eine IP-Adresse wie zuzuweisen 192.168.0.200/24, Um zu suchen 192.168.0.120.

2. Geben Sie den Admin- oder Root-Benutzernamen und das Passwort ein. Geben Sie dabei das Passwort
ein, das Sie bei lhrer Einstellung festgelegt haben "Das Standard-Root-Passwort wurde geandert:

Der Standardbenutzer hangt davon ab, wann Sie lhre StorageGRID-Appliance installiert
haben. Der Standardbenutzer ist admin fiir neue Installationen und root fiir altere
Installationen.

3. Wahlen Sie Sign me in aus.
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4. Erstellen Sie optional weitere Benutzer, indem Sie Einstellungen > Benutzerverwaltung wahlen und auf
einen beliebigen Benutzer “disabled” klicken.

@ Wenn sich Benutzer zum ersten Mal anmelden, werden sie mdglicherweise aufgefordert, ihr
Passwort zu andern, um die Sicherheit zu erhdhen.

Konfigurieren Sie die SNMP-Einstellungen fiir BMC

Wenn Sie mit der Konfiguration von SNMP flr Hardware vertraut sind, kdnnen Sie die
SNMP-Einstellungen fur die SGF6112-, SG6000- und Service-Appliances uber die BMC-
Schnittstelle konfigurieren. Sie kdnnen sichere Community-Strings bereitstellen, SNMP-
Trap aktivieren und bis zu funf SNMP-Ziele angeben.

Bevor Sie beginnen
» Wissen Sie, wie Sie auf das BMC-Dashboard zugreifen kénnen.

+ Sie haben Erfahrung in der Konfiguration von SNMP-Einstellungen fir SNMPv1-v2c Gerate.

Die durch diese Vorgehensweise vorgenommenen BMC-Einstellungen bleiben moglicherweise

@ nicht erhalten, wenn das Gerat ausfallt und ersetzt werden muss. Stellen Sie sicher, dass Sie
Uber eine Aufzeichnung aller Einstellungen verfligen, die Sie angewendet haben, so dass sie
nach einem Hardware-Austausch bei Bedarf leicht wieder angewendet werden kénnen.

Schritte
1. Wahlen Sie im BMC-Dashboard Einstellungen > SNMP-Einstellungen aus.

2. Wahlen Sie auf der Seite SNMP-Einstellungen die Option SNMP V1/V2 aktivieren und geben Sie dann
eine schreibgeschutzte Community-Zeichenfolge und eine Read-Write Community-Zeichenfolge an.

Die schreibgeschitzte Community-Zeichenfolge ist wie eine Benutzer-ID oder ein Passwort. Sie sollten
diesen Wert andern, um zu verhindern, dass Eindringlinge Informationen Uber Ihr Netzwerk-Setup erhalten.
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Die Lese-Schreib-Community-Zeichenfolge schiitzt das Gerat vor nicht autorisierten Anderungen.

3. Wahlen Sie optional Trap aktivieren aus, und geben Sie die erforderlichen Informationen ein.

@ Geben Sie die Ziel-IP fur jeden SNMP-Trap unter Verwendung einer IP-Adresse ein.
Vollstandig qualifizierte Domanennamen werden nicht unterstitzt.

Aktivieren Sie Traps, wenn die Appliance sofortige Benachrichtigungen an eine SNMP-Konsole senden
soll, wenn sie sich in einem ungewdhnlichen Zustand befindet. Je nach Gerat kénnen Traps auf
Hardwareausfalle verschiedener Komponenten, auf Verbindungsabstande, Temperaturschwellenwerte
oder hohen Datenverkehr hinweisen.

4. Klicken Sie optional auf Test-Trap senden, um lhre Einstellungen zu testen.

5. Wenn die Einstellungen korrekt sind, klicken Sie auf Speichern.

E-Mail-Benachrichtigungen fiir BMC-Warnungen einrichten

Wenn Sie mdchten, dass E-Mail-Benachrichtigungen bei Auftreten von Warnungen
gesendet werden, verwenden Sie die BMC-Schnittstelle, um SMTP-Einstellungen,
Benutzer, LAN-Ziele, Warnungsrichtlinien und Ereignisfilter zu konfigurieren.

BMC-Einstellungen, die durch dieses Verfahren vorgenommen werden, bleiben mdglicherweise
nicht erhalten, wenn der SG6000-CN-Controller oder die Services-Appliance ausfallt und ersetzt

@ werden muss. Stellen Sie sicher, dass Sie Uber eine Aufzeichnung aller Einstellungen verfligen,
die Sie angewendet haben, so dass sie nach einem Hardware-Austausch bei Bedarf leicht
wieder angewendet werden kdnnen.

Bevor Sie beginnen
Wissen Sie, wie Sie auf das BMC-Dashboard zugreifen kénnen.

Uber diese Aufgabe

In der BMC-Schnittstelle verwenden Sie die Optionen SMTP-Einstellungen, Benutzerverwaltung und
Platform Event Filters auf der Seite Einstellungen, um E-Mail-Benachrichtigungen zu konfigurieren.

Sett‘lﬂgs Configure BMC options

g = &

External User Services KVM Mouse Setting Log Settings Network Settings

L

Y (o) ©
Platform Event Filters RAID Management SAS IT Management SMTP Settings
SSL Settings System Firewall User Management SOL Settings
T
=34
=3

SNMP Settings Cold Redundancy NIC Selection

Schritte
1. "Konfigurieren Sie die SNMP-Einstellungen fur BMC".

a. Wahlen Sie Einstellungen > SMTP-Einstellungen.
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b. Geben Sie fir die Absender-E-Mail-ID eine glltige E-Mail-Adresse ein.
Diese E-Mail-Adresse wird als von-Adresse angegeben, wenn der BMC E-Mail sendet.

2. Richten Sie Benutzer fir den Empfang von Warnungen ein.
a. Wahlen Sie im BMC-Dashboard die Option Einstellungen > Benutzerverwaltung aus.
b. Fligen Sie mindestens einen Benutzer hinzu, um Benachrichtigungen zu erhalten.
Die fur einen Benutzer konfigurierte E-Mail-Adresse ist die Adresse, an die BMC Warnmeldungen
sendet. Sie kdnnen beispielsweise einen generischen Benutzer wie ,notification-user, "
hinzufligen und die E-Mail-Adresse einer E-Mail-Verteilerliste flir das technische Support-Team
verwenden.
3. Konfigurieren Sie das LAN-Ziel fir Meldungen.
a. Wahlen Sie Einstellungen > Plattformereignisfilter > LAN-Ziele.
b. Konfigurieren Sie mindestens ein LAN-Ziel.
= Wahlen Sie als Zieltyp E-Mail aus.
= Wahlen Sie fur BMC-Benutzername einen Benutzernamen aus, den Sie zuvor hinzugefligt haben.

= Wenn Sie mehrere Benutzer hinzugefligt haben und mochten, dass alle von ihnen
Benachrichtigungs-E-Mails erhalten, figen Sie fur jeden Benutzer ein LAN-Ziel hinzu.

c. Eine Testwarnung senden.
4. Konfigurieren von Meldungsrichtlinien, um festzulegen, wann und wo BMC Alarme sendet
a. Wahlen Sie Einstellungen > Plattformereignisfilter > Benachrichtigungsrichtlinien Aus.
b. Konfigurieren Sie mindestens eine Meldungsrichtlinie fir jedes LAN-Ziel.
= Wahlen Sie fur die Policengruppennummer 1 aus.
= Wahlen Sie fur Policy Action * immer Warnung an dieses Ziel senden™ aus.
= Wahlen Sie fur LAN-Kanal 1 aus.
= Wahlen Sie in der Zielauswahl das LAN-Ziel fir die Richtlinie aus.

5. Ereignisfilter konfigurieren, um Warnmeldungen fir verschiedene Ereignistypen an die entsprechenden
Benutzer zu leiten.

a. Wahlen Sie Einstellungen > Plattformereignisfilter > Ereignisfilter.
b. Geben Sie fir die Nummer der Meldungsrichtlinie 1 ein.

c. Erstellen Sie Filter fiir jedes Ereignis, Uber das die Meldungsrichtlinie-Gruppe benachrichtigt werden
soll.

= Sie kénnen Ereignisfilter fir Energieaktionen, bestimmte Sensorereignisse oder alle Ereignisse
erstellen.

= Wenn Sie unsicher sind, welche Ereignisse Uberwacht werden sollen, wahlen Sie Alle Sensoren
fir den Sensortyp und Alle Ereignisse fiir Ereignisoptionen. Wenn Sie unerwiinschte
Benachrichtigungen erhalten, kénnen Sie Ilhre Auswahl spater andern.

Optional: Node-Verschliisselung aktivieren

Wenn Sie die Node-Verschlisselung aktivieren, konnen die Festplatten Ihrer Appliance
durch eine sichere KMS-Verschlisselung (Key Management Server) gegen physischen
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Verlust oder die Entfernung vom Standort geschutzt werden. Wahrend der Appliance-
Installation mussen Sie die Node-Verschlusselung auswahlen und aktivieren. Die
Knotenverschllsselung kann nach dem Start der KMS-Verschlisselung nicht deaktiviert
werden.

Wenn Sie ConfigBuilder zum Generieren einer JSON-Datei verwenden, kdnnen Sie die Node-Verschlisselung
automatisch aktivieren. Siehe "Automatisierung der Appliance-Installation und -Konfiguration".

Bevor Sie beginnen
Uberpriifen Sie die Informationen (iber "Konfigurieren von KMS".

Uber diese Aufgabe

Eine Appliance mit aktivierter Node-Verschlisselung stellt eine Verbindung zum externen
Verschlisselungsmanagement-Server (KMS) her, der fir den StorageGRID-Standort konfiguriert ist. Jeder
KMS (oder KMS-Cluster) verwaltet die Schlissel fur alle Appliance-Nodes am Standort. Diese Schlissel
verschlisseln und entschlisseln die Daten auf jedem Laufwerk in einer Appliance mit aktivierter Node-
Verschlisselung.

Ein KMS kann im Grid Manager vor oder nach der Installation der Appliance in StorageGRID eingerichtet
werden. Weitere Informationen zur KMS- und Appliance-Konfiguration finden Sie in den Anweisungen zur
Administration von StorageGRID.

* Wenn ein KMS vor der Installation der Appliance eingerichtet wird, beginnt die KMS-kontrollierte
Verschlisselung, wenn Sie die Node-Verschlisselung auf der Appliance aktivieren und diese zu einem
StorageGRID Standort hinzufligen, an dem der KMS konfiguriert wird.

* Wenn vor der Installation der Appliance kein KMS eingerichtet wird, wird flr jede Appliance, deren Node-
Verschllsselung aktiviert ist, KMS-gesteuerte Verschllisselung durchgefiihrt, sobald ein KMS konfiguriert
ist und fur den Standort, der den Appliance-Node enthalt, verfigbar ist.

Wenn eine Appliance mit aktivierter Node-Verschllsselung installiert wird, wird ein temporarer
Schlissel zugewiesen. Die Daten auf der Appliance werden erst dann geschitzt, wenn die

@ Appliance mit dem Key Management System (KMS) verbunden und ein KMS-
Sicherheitsschlissel festgelegt ist. Siehe "Ubersicht (iber die KMS-Appliance-Konfiguration”
Finden Sie weitere Informationen.

Ohne den KMS-Schlissel, der zur Entschlisselung der Festplatte bendtigt wird, kdnnen die Daten auf der
Appliance nicht abgerufen werden und gehen effektiv verloren. Dies ist der Fall, wenn der
Entschlusselungsschlissel nicht vom KMS abgerufen werden kann. Der Schlussel ist nicht mehr zuganglich,
wenn ein Kunde die KMS-Konfiguration 16scht, ein KMS-Schlissel ablauft, die Verbindung zum KMS verloren
geht oder die Appliance aus dem StorageGRID System entfernt wird, wo die KMS-Schlissel installiert sind.

Schritte

1. Offnen Sie einen Browser, und geben Sie eine der IP-Adressen fiir den Computing-Controller der
Appliance ein.

https://Controller IP:8443

Controller IP Die|P-Adresse des Compute-Controllers (nicht des Storage-Controllers) in einem der
drei StorageGRID-Netzwerke.

Die Startseite des StorageGRID-Appliance-Installationsprogramms wird angezeigt.
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@ Nachdem die Appliance mit einem KMS-Schlissel verschlisselt wurde, kdnnen die
Geratelaufwerke nicht entschliisselt werden, ohne denselben KMS-Schliissel zu verwenden.

2. Wahlen Sie Hardware Konfigurieren > Node Encryption.

NetApp® StorageGRID® Appliance Installer Help ~

Home Configure Networking « Configure Hardware ~ IMonitor Installation Advanced -

Node Encryption

Mode encryption allows you to use an external key management server (KMS) to encrypt all StorageGRID data on this appliance. If node encryption is enabled for the
appliance and a KMS is configured for the site, you cannot access any data on the appliance unless the appliance can communicate with the KMS.

Encryption Status

A\ You can only enable node encryption for an appliance during installation. You cannot enable or disable the node encryption setting after the appliance is installed.

Enable node encryption |

Kev Manaaement Server Details

3. Wahlen Sie Node-Verschliisselung aktivieren.

Vor der Installation der Appliance kénnen Sie die Option Enable Node Encryption deaktivieren, ohne
dass es zu Datenverlust kommt. Sobald die Installation beginnt, greift der Appliance-Node auf die KMS-
Verschlisselungsschlissel im StorageGRID System zu und beginnt mit der Festplattenverschlisselung.
Sie kénnen die Node-Verschliusselung nicht deaktivieren, nachdem die Appliance installiert wurde.

Nachdem Sie eine Appliance mit aktivierter Knotenverschlisselung zu einem StorageGRID-
Standort mit KMS hinzugefligt haben, kénnen Sie die KMS-Verschlisselung fir den Knoten
nicht mehr verwenden.

4. Wahlen Sie Speichern.

5. Implementieren Sie die Appliance als Node in lhrem StorageGRID System.

DIE KMS-gesteuerte Verschlisselung beginnt, wenn die Appliance auf die fir Ihre StorageGRID Site
konfigurierten KMS-Schlissel zugreift. Das Installationsprogramm zeigt wahrend des KMS-
Verschlisselungsprozesses Fortschrittsmeldungen an. Dies kann je nach Anzahl der Festplatten-Volumes
in der Appliance einige Minuten dauern.

Die Appliances werden anfanglich mit einem zufalligen Verschlisselungsschllissel ohne
KMS konfiguriert, der jedem Festplatten-Volume zugewiesen wird. Die Laufwerke werden

@ mit diesem temporaren Verschllisselungsschlissel verschlisselt, der nicht sicher ist, bis die
Appliance mit aktivierter Node-Verschlisselung auf die KMS-Schliissel zugreift, die fir Ihre
StorageGRID-Site konfiguriert wurden.

Nachdem Sie fertig sind

Wenn sich der Appliance-Node im Wartungsmodus befindet, kdnnen Sie den Verschlisselungsstatus, die
KMS-Details und die verwendeten Zertifikate anzeigen. Siehe "Uberwachung der Node-Verschlisselung im
Wartungsmodus" Zur Information.
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Optional: Andern des RAID-Modus

Bei einigen Appliance-Modellen kdnnen Sie zu einem anderen RAID-Modus auf der
Appliance wechseln, um lhre Speicher- und Recovery-Anforderungen zu erflllen. Sie
konnen den Modus nur andern, bevor Sie den Appliance-Speicherknoten bereitstellen.

Wenn Sie mit ConfigBuilder eine JSON-Datei erstellen, konnen Sie den RAID-Modus automatisch andern.
Siehe "Automatisierung der Appliance-Installation und -Konfiguration".

Uber diese Aufgabe

Wenn die Appliance unterstitzt, kbnnen Sie eine der folgenden Optionen fir die Volume-Konfiguration
auswabhlen:

* Dynamic Disk Pools (DDP): Dieser Modus verwendet zwei Paritatslaufwerke fur je acht Datenlaufwerke.
Dies ist der Standard- und empfohlene Modus fiir alle Appliances. Im Vergleich zu RAID 6 erzielt DDP eine
bessere System-Performance, kirzere Wiederherstellungszeiten nach Laufwerksausfallen und ein
vereinfachtes Management. DDP bietet auch Schutz vor Schubladenverlusten in SG5760 Appliances.

Aufgrund der beiden SSDs bietet DDP in SG6060 Appliances keinen Schubladenschutz.
Der Schutz vor Schubladenverlusten ist in allen Erweiterungs-Shelfs, die zu einem SG6060
hinzugeflgt werden, wirksam.

» DDP16: In diesem Modus werden fir alle 16 Datenlaufwerke zwei Paritatslaufwerke verwendet. Dies fiihrt
im Vergleich zu DDP zu einer héheren Storage-Effizienz. Im Vergleich zu RAID 6 bietet DDP16 eine
bessere Systemperformance, kiirzere Wiederherstellungszeiten nach Laufwerksausfallen,
benutzerfreundliches Management und vergleichbare Storage-Effizienz. Um den DDP16-Modus zu
verwenden, muss lhre Konfiguration mindestens 20 Laufwerke enthalten. DDP16 bietet keinen
Schubladenschutz.

* RAID 6: Dieser Modus verwendet zwei Paritatslaufwerke pro 16 oder mehr Datenlaufwerken. Es handelt
sich um ein Hardware-Sicherungsschema, das Paritatsstreifen auf jeder Festplatte verwendet und zwei
Festplattenausfalle innerhalb des RAID-Satzes zulasst, bevor Daten verloren gehen. Fir die Verwendung
des RAID 6-Modus muss lhre Konfiguration mindestens 20 Laufwerke enthalten. Obwohl RAID 6 die
Storage-Effizienz der Appliance im Vergleich zu DDP steigern kann, wird dies in den meisten StorageGRID
Umgebungen nicht empfohlen.

Wenn bereits Volumes konfiguriert wurden oder bereits StorageGRID installiert war, werden die
@ Volumes durch eine Anderung des RAID-Modus entfernt und ersetzt. Alle Daten auf diesen
Volumes gehen verloren.

174



SG6000
Bevor Sie beginnen

 Sie verwenden jeden Client, der eine Verbindung zu StorageGRID herstellen kann.

* Der Client verfugt Gber eine "Unterstutzter Webbrowser".

Schritte

1. Offnen Sie einen Browser, und geben Sie eine der IP-Adressen fiir den Computing-Controller der
Appliance ein.

https://Controller IP:8443

Controller IPDie|P-Adresse des Compute-Controllers (nicht des Storage-Controllers) in einem
der drei StorageGRID-Netzwerke.

Die Startseite des StorageGRID-Appliance-Installationsprogramms wird angezeigt.

2. Wahlen Sie Erweitert > RAID-Modus.

3. Wahlen Sie auf der Seite RAID-Modus konfigurieren den gewiinschten RAID-Modus aus der
Dropdown-Liste Modus aus.

4. Klicken Sie Auf Speichern.

SG5760
Bevor Sie beginnen

» Sie haben ein SG5760 mit 60 Laufwerken. Wenn SG5712 vorhanden ist, miissen Sie den DDP-
Standardmodus verwenden.

 Sie verwenden jeden Client, der eine Verbindung zu StorageGRID herstellen kann.

* Der Client verflgt Uber eine "Unterstutzter Webbrowser".

Schritte

1. Offnen Sie mithilfe des Service-Laptops einen Webbrowser, und greifen Sie auf das
Installationsprogramm der StorageGRID-Appliance: + zu https://
E5700SG_Controller IP:8443

Wo E5700SG _Controller IP Gibteine der IP-Adressen fur den E5700SG-Controller an.

2. Wahlen Sie Erweitert > RAID-Modus.

3. Wahlen Sie auf der Seite RAID-Modus konfigurieren den gewiinschten RAID-Modus aus der
Dropdown-Liste Modus aus.

4. Klicken Sie Auf Speichern.

Verwandte Informationen

"NetApp E-Series Systems Documentation Site"

Optional: Netzwerkports fur Appliance neu zuordnen

Optional kdnnen Sie die internen Ports auf einem Appliance-Node verschiedenen
externen Ports neu zuordnen. Aufgrund eines Firewall-Problems missen Sie
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moglicherweise Ports neu zuordnen.

Bevor Sie beginnen
+ Sie haben zuvor auf das Installationsprogramm fiir StorageGRID-Gerate zugegriffen.

Uber diese Aufgabe

Fir Load Balancer-Endpunkte kdnnen keine neu zugeordneten Ports verwendet werden. Wenn Sie einen neu

zugeordneten Port entfernen missen, fiihren Sie die Schritte unter aus "Entfernen Sie die Port-Remaps".

Schritte

1. Wahlen Sie im Installationsprogramm des StorageGRID-Gerats die Option Netzwerk konfigurieren >
Ports neu zusammenfassen.

Die Seite Remap Port wird angezeigt.

2. Wahlen Sie aus dem Dropdown-Feld Netzwerk das Netzwerk fir den Port aus, den Sie neu zuordnen
mochten: Grid, Administrator oder Client.

3. Wahlen Sie aus dem Dropdown-Feld Protokoll das IP-Protokoll TCP oder UDP aus.

4. Wahlen Sie aus dem Dropdown-Feld Remap Direction aus, welche Verkehrsrichtung Sie fir diesen Port
neu zuordnen mochten: Inbound, Outbound oder Bi-direktional.

5. Geben Sie fur Original Port die Nummer des Ports ein, den Sie neu zuordnen méchten.

6. Geben Sie fliir den * Port zugeordnet* die Nummer des Ports ein, den Sie stattdessen verwenden mdchten.

7. Wahlen Sie Regel Hinzufligen.
Die neue Port-Zuordnung wird der Tabelle hinzugefiigt, und die erneute Zuordnung wird sofort wirksam.

8. Um eine Port-Zuordnung zu entfernen, aktivieren Sie das Optionsfeld fir die Regel, die Sie entfernen
mdchten, und wahlen Sie Ausgewahlte Regel entfernen aus.

Implementieren des Appliance-Node

Appliance-Storage-Node implementieren

Nach der Installation und Konfiguration der Storage Appliance konnen Sie sie als Storage

Node in einem StorageGRID System bereitstellen. Wenn Sie eine Appliance als
Speicherknoten bereitstellen, verwenden Sie das StorageGRID-Appliance-
Installationsprogramm, das in der Appliance enthalten ist.

Bevor Sie beginnen
* Wenn Sie einen Appliance-Node klonen, fahren Sie mit fort "Klonen von Appliance-Nodes" Prozess.

» Das Gerat wurde in einem Rack oder Schrank installiert, mit Ihren Netzwerken verbunden und
eingeschaltet.

+ Mithilfe des Installationsprogramms der StorageGRID Appliance wurden Netzwerkverbindungen, 1P-
Adressen und (falls erforderlich) die Port-Neuzuordnung fiir die Appliance konfiguriert.

 Sie kennen eine der IP-Adressen, die dem Computing-Controller der Appliance zugewiesen sind. Sie
kénnen die IP-Adresse flr jedes angeschlossene StorageGRID-Netzwerk verwenden.

* Der primare Admin-Node flir das StorageGRID System wurde bereitgestellt.
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* Alle Grid-Subnetze, die auf der Seite IP-Konfiguration des Installationsprogramms fir StorageGRID-Gerate
aufgefiihrt sind, wurden in der Netznetzwerksubnetz-Liste auf dem primaren Admin-Node definiert.

« Sie verfligen Uber einen Service-Laptop mit einem unterstiitzten Webbrowser.

Uber diese Aufgabe

Jede Storage Appliance arbeitet als einzelner Storage-Node. Jede Appliance kann eine Verbindung zum Grid-
Netzwerk, dem Admin-Netzwerk und dem Client-Netzwerk herstellen

Um einen Appliance-Speicherknoten in einem StorageGRID-System bereitzustellen, greifen Sie auf das
Installationsprogramm der StorageGRID-Appliance zu und fiihren Sie die folgenden Schritte aus:

+ Sie geben die IP-Adresse des primaren Admin-Knotens und den Namen des Speicherknoten an oder
bestatigen sie.

« Sie starten die Implementierung und warten, bis die Volumes konfiguriert und die Software installiert ist.

» Wenn die Installation die Installationsaufgaben der Appliance gemeinsam durchlaufen hat, setzen Sie die
Installation fort, indem Sie sich beim Grid Manager anmelden, alle Grid-Nodes genehmigen und den
Installations- und Implementierungsprozess von StorageGRID abschlief3en.

Wenn Sie mehrere Appliance-Nodes gleichzeitig implementieren missen, konnen Sie den
Installationsprozess mithilfe des automatisieren configure-sga.py Installationsskript fur
Gerate.

* Wenn Sie eine Erweiterung oder Wiederherstellung durchfiihren, befolgen Sie die entsprechenden
Anweisungen:

o Informationen zum Hinzufligen eines Appliance-Storage-Knotens zu einem vorhandenen
StorageGRID-System finden Sie in den Anweisungen flr "Grid-Nodes werden hinzugefugt".

> Informationen zum Bereitstellen eines Appliance Storage Node als Teil eines
Wiederherstellungsvorgangs finden Sie in den Anweisungen "Wiederherstellen eines Appliance
Storage Node".

Schritte

1. Offnen Sie einen Browser, und geben Sie eine der IP-Adressen fiir den Computing-Controller der
Appliance ein.
https://Controller IP:8443

Die Startseite des StorageGRID-Appliance-Installationsprogramms wird angezeigt.
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NetApp® StorageGRID" Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advanced «

Home
© The installation is ready o be started. Review the seftings below, and then click Start Instaliation.

Primary Admin Node connection

Enable Admin Node =
discovery

Primary Admin Node [P 172.16.4.210

Connection state Connection to 172.16.4.210 ready

Mode name

MNode name MetApp-SGA

Installation

Current state Ready to start installation of NetApp-3GA into grid with Admin Node
172.16.4 210

Start Instaliation

2. Legen Sie im Abschnitt * Primary Admin Node Connection* fest, ob Sie die IP-Adresse fiir den primaren
Admin Node angeben missen.

Wenn Sie zuvor andere Knoten in diesem Rechenzentrum installiert haben, kann der StorageGRID-
Appliance-Installer diese IP-Adresse automatisch erkennen, vorausgesetzt, dass der primare Admin-

Knoten oder mindestens ein anderer Grid-Node mit ADMIN_IP konfiguriert ist, im selben Subnetz
vorhanden ist.

3. Wenn diese IP-Adresse nicht angezeigt wird oder Sie sie andern missen, geben Sie die Adresse an:
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Option Beschreibung

Manuelle IP-Eingabe a. Deaktivieren Sie das Kontrollkastchen Admin-Node-Erkennung
aktivieren.

b. Geben Sie die IP-Adresse manuell ein.
c. Klicken Sie Auf Speichern.

d. Warten Sie, bis der Verbindungsstatus bereit ist, bis die neue IP-
Adresse einsatzbereit ist.

Automatische Erkennung aller a. Aktivieren Sie das Kontrollkastchen Admin-Node-Erkennung
verbundenen primaren Admin- aktivieren.
Nodes

b. Warten Sie, bis die Liste der erkannten IP-Adressen angezeigt
wird.

c. Wahlen Sie den primaren Admin-Node fiir das Grid aus, in dem
dieser Appliance-Speicher-Node bereitgestellt werden soll.

d. Klicken Sie Auf Speichern.

e. Warten Sie, bis der Verbindungsstatus bereit ist, bis die neue IP-
Adresse einsatzbereit ist.

. Geben Sie im Feld Node Name den Systemnamen ein, den Sie fiir diesen Appliance-Knoten verwenden
mochten, und klicken Sie auf Save.

Der Name, der hier angezeigt wird, ist der Systemname des Appliance-Node. Systemnamen sind fur
interne StorageGRID-Vorgange erforderlich und kdnnen nicht gedndert werden.

. Bestatigen Sie im Abschnitt Installation, dass der aktuelle Status ,bereit zum Starten der Installation von
ist node name In das Grid mit primarem Admin-Node admin ip" Und dass die Schaltflache Installation
starten aktiviert ist.

Wenn die Schaltflache Installation starten nicht aktiviert ist, miissen Sie moglicherweise die
Netzwerkkonfiguration oder die Porteinstellungen andern. Anweisungen hierzu finden Sie in der
Wartungsanleitung lhres Gerats.

@ Wenn Sie die Storage Node-Appliance als Ziel fir das Klonen von Nodes bereitstellen,
beenden Sie den Bereitstellungsprozess hier, und fahren Sie mit fort"Node-Klonen".

. Klicken Sie auf der Startseite des StorageGRID-Appliance-Installationsprogramms auf Installation
starten.

Der aktuelle Status andert sichin ,Installation is in progress,“ und die Seite Monitor Installation
wird angezeigt.

@ Wenn Sie manuell auf die Seite Monitor Installation zugreifen missen, klicken Sie auf
Monitor Installation.

. Wenn in Ihrem Grid mehrere Speicherknoten fur Gerate enthalten sind, wiederholen Sie diese Schritte fur
jede Appliance.
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Wenn Sie mehrere Appliance Storage Nodes gleichzeitig bereitstellen missen, kénnen Sie
@ den Installationsprozess mithilfe des automatisieren configure-sga.py Installationsskript
fur Gerate.

Implementieren des Services-Appliance-Nodes

Sie kénnen eine Services-Appliance als primaren Admin-Node, als nicht-primarer Admin-
Node oder als Gateway-Node bereitstellen. Sowohl die SG100- als auch die SG1000-
Appliances konnen gleichzeitig als Gateway-Nodes und Admin-Nodes (primar oder nicht
primar) betrieben werden.

Services-Appliance als primarer Admin-Node bereitstellen

Wenn Sie eine Services-Appliance als primaren Administratorknoten bereitstellen, verwenden Sie das auf der
Appliance enthaltene StorageGRID-Appliance-Installationsprogramm, um die StorageGRID-Software zu
installieren, oder Sie laden die gewiinschte Softwareversion hoch. Sie missen den primaren Admin-Node
installieren und konfigurieren, bevor Sie andere Node-Typen installieren. Ein primarer Admin-Node kann eine
Verbindung mit dem Grid-Netzwerk und dem optionalen Admin-Netzwerk und dem Client-Netzwerk herstellen,
wenn ein oder beide konfiguriert sind.

Bevor Sie beginnen

» Das Gerat wurde in einem Rack oder Schrank installiert, mit Ihren Netzwerken verbunden und
eingeschaltet.

+ Mithilfe des Installationsprogramms der StorageGRID Appliance wurden Netzwerkverbindungen, 1P-
Adressen und (falls erforderlich) die Port-Neuzuordnung fiir die Appliance konfiguriert.

+ Sie haben einen Service-Laptop mit einem "Unterstutzter Webbrowser".

+ Sie kennen eine der IP-Adressen, die der Appliance zugewiesen sind. Sie kdnnen die IP-Adresse fiir jedes
angeschlossene StorageGRID-Netzwerk verwenden.

Uber diese Aufgabe
So installieren Sie StorageGRID auf einem primaren Administrator-Node einer Appliance:

« Sie verwenden das Installationsprogramm fiir StorageGRID-Appliances, um die StorageGRID-Software zu
installieren. Wenn Sie eine andere Version der Software installieren mochten, laden Sie sie zuerst mithilfe
des StorageGRID-Appliance-Installationsprogramms hoch.

» Sie warten, bis die Software installiert ist.

* Nach der Installation der Software wird die Appliance automatisch neu gestartet.

Schritte

1. Offnen Sie einen Browser, und geben Sie die IP-Adresse fiir das Geréat ein.
https://services_appliance IP:8443

Die Startseite des StorageGRID-Appliance-Installationsprogramms wird angezeigt.

2. Wahlen Sie im Abschnitt dieser Knoten die Option Hauptadministrator aus.

3. Geben Sie im Feld Knotenname den Namen ein, den Sie fir diesen Appliance-Knoten verwenden
mdchten, und klicken Sie auf Speichern.

Der Node-Name wird diesem Appliance-Node im StorageGRID-System zugewiesen. Sie wird auf der Seite
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Grid Nodes im Grid Manager angezeigt.

4. Fuhren Sie optional folgende Schritte aus, um eine andere Version der StorageGRID-Software zu
installieren:

a.

Laden Sie das Installationsarchiv herunter:

"NetApp Downloads mit StorageGRID Appliance"

. Extrahieren Sie das Archiv.

Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Erweitert >
StorageGRID-Software hochladen.

Klicken Sie auf Entfernen, um das aktuelle Softwarepaket zu entfernen.

NetApp® StorageGRID® Appliance Installer

Home Configure Networking + ‘ Configure Hardware ~ Monitor Installation Advanced

Upload StorageGRID Software

If this node is the primary Admin Node of a new deployment, you must use this page to upload the StorageGRID software installation package, unless the version of the
software you want to install has already been uploaded. If you are adding this node to an existing deployment, you can avoid network traffic by uploading the installation
package that matches the software version running on the existing grid. If you do not upload the correct package, the node obtains the software from the grid's primary
Admin Node during installation.

Current StorageGRID Installation Software

Version 11.3.0

Package Name storagegrid-webscale-images-11-3-0_11.3.0-20190806.1731.4064510_amd64. deb

Klicken Sie auf Durchsuchen fiir das Softwarepaket, das Sie heruntergeladen und extrahiert haben,
und klicken Sie dann auf Durchsuchen fir die Prifsummendatei.

NetApp® StorageGRID® Appliance Installer

Home Configure Networking = Configure Hardware - Monitor Installation Advanced ~
|

Upload StorageGRID Software

Ifthis node is the primary Admin Node of a new deployment, you must use this page to upload the StorageGRID software installation package, unless the version of the
software you want to install has already been uploaded. If you are adding this node to an existing deployment, you can avoid network traffic by uploading the installation
package that matches the software version running on the existing grid. If you do not upload the correct package, the node obtains the software from the grid's primary
Admin Node during installation.

Current StorageGRID Installation Software

Version None

Package Name Naone

Upload StorageGRID Installation Software

Checksum File Browse ‘
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f. Wahlen Sie Home, um zur Startseite zurtickzukehren.

5. Vergewissern Sie sich, dass der aktuelle Status ,bereit ist, die Installation des primdren
Admin Node-Namens mit der Softwareversion x.y zu starten und dass die Schaltflache
Installation starten aktiviert ist.

@ Wenn Sie die Admin-Node-Appliance als Ziel fir das Klonen von Nodes bereitstellen,
beenden Sie den Bereitstellungsprozess hier, und fahren Sie mit fort "Node-Klonen".

6. Klicken Sie auf der Startseite des StorageGRID-Appliance-Installationsprogramms auf Installation
starten.

Home
0 The insiallation is ready to be stadled. Review the settings below, and then click Start Installation
This Node
Hode type Frimany Admin (with Load Balancer bt
MNode name wrgr-8

Installation

Currant siate Ready o start installation of xir8r-§ as pnmary Admen Node of 3

raw gnd runming StorageGRID 11 6.0

Der aktuelle Status andert sich in ,Installation is in progress, “ und die Seite Monitor Installation
wird angezeigt.

@ Wenn Sie manuell auf die Seite Monitor-Installation zugreifen muissen, klicken Sie in der
Menlileiste auf Monitor-Installation.

Services-Appliance als Gateway oder nicht-primarer Admin-Node implementieren

Wenn Sie eine Services-Appliance als Gateway-Node oder als nicht-primarer Admin-Node bereitstellen,
verwenden Sie das Installationsprogramm fiir StorageGRID-Appliances, das in der Appliance enthalten ist.

Bevor Sie beginnen

» Das Gerat wurde in einem Rack oder Schrank installiert, mit Inren Netzwerken verbunden und
eingeschaltet.

 Mithilfe des Installationsprogramms der StorageGRID Appliance wurden Netzwerkverbindungen, IP-
Adressen und (falls erforderlich) die Port-Neuzuordnung fir die Appliance konfiguriert.

 Der primare Admin-Node fiir das StorageGRID System wurde bereitgestellit.
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* Alle Grid-Subnetze, die auf der Seite IP-Konfiguration des Installationsprogramms fir StorageGRID-Gerate
aufgefiihrt sind, wurden in der Netznetzwerksubnetz-Liste auf dem primaren Admin-Node definiert.

+ Sie haben einen Service-Laptop mit einem "Unterstutzter Webbrowser".

« Sie kennen die IP-Adresse, die der Appliance zugewiesen ist. Sie kdnnen die IP-Adresse flr jedes
angeschlossene StorageGRID-Netzwerk verwenden.

Uber diese Aufgabe
So installieren Sie StorageGRID auf einem Services Appliance-Node:

 Sie geben die IP-Adresse des primaren Admin-Knotens und den Namen des Appliance-Nodes an oder
bestatigen sie.

» Sie starten die Installation und warten, bis die Software installiert ist.

Die Installation wird durch die Installationsaufgaben fur den Gateway Node der Appliance partway
angehalten. Um die Installation fortzusetzen, melden Sie sich beim Grid Manager an, genehmigen alle
Grid-Nodes und schlieflen den StorageGRID-Installationsprozess ab. Fiir die Installation eines nicht
primaren Admin-Knotens ist keine Genehmigung erforderlich.

@ Implementieren Sie die SG100 und SG1000 Service Appliances nicht am selben Standort. Das
kann zu einer unvorhersehbaren Performance flihren.

Wenn Sie mehrere Appliance-Nodes gleichzeitig implementieren miissen, kdnnen Sie den
@ Installationsprozess automatisieren. Siehe "Automatisierung der Appliance-Installation und
-Konfiguration".

Schritte
1. Offnen Sie einen Browser, und geben Sie die IP-Adresse flr das Gerét ein.

https://Controller IP:8443
Die Startseite des StorageGRID-Appliance-Installationsprogramms wird angezeigt.

2. Legen Sie im Abschnitt primare Administratorknoten-Verbindung fest, ob Sie die IP-Adresse fiir den
primaren Admin-Node angeben mussen.

Wenn Sie zuvor andere Knoten in diesem Rechenzentrum installiert haben, kann der StorageGRID-
Appliance-Installer diese IP-Adresse automatisch erkennen, vorausgesetzt, dass der primare Admin-
Knoten oder mindestens ein anderer Grid-Node mit ADMIN_IP konfiguriert ist, im selben Subnetz

vorhanden ist.

3. Wenn diese IP-Adresse nicht angezeigt wird oder Sie sie andern missen, geben Sie die Adresse an:
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Option
Manuelle IP-Eingabe

Automatische Erkennung aller
verbundenen primaren Admin-
Nodes

Beschreibung

a.

Deaktivieren Sie das Kontrollkastchen Admin-Node-Erkennung
aktivieren.

Geben Sie die IP-Adresse manuell ein.
Klicken Sie Auf Speichern.

Warten Sie, bis der Verbindungsstatus bereit ist, bis die neue IP-
Adresse einsatzbereit ist.

Aktivieren Sie das Kontrollkastchen Admin-Node-Erkennung
aktivieren.

Warten Sie, bis die Liste der erkannten IP-Adressen angezeigt
wird.

Wahlen Sie den primaren Admin-Node fir das Grid aus, in dem
dieser Appliance-Speicher-Node bereitgestellt werden soll.

Klicken Sie Auf Speichern.

Warten Sie, bis der Verbindungsstatus bereit ist, bis die neue IP-
Adresse einsatzbereit ist.

4. Geben Sie im Feld Node Name den Systemnamen ein, den Sie flr diesen Appliance-Knoten verwenden
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mochten, und klicken Sie auf Save.

Der Name, der hier angezeigt wird, ist der Systemname des Appliance-Node. Systemnamen sind fur
interne StorageGRID-Vorgange erforderlich und kdnnen nicht gedndert werden.

Fihren Sie optional folgende Schritte aus, um eine andere Version der StorageGRID-Software zu

installieren:

a. Laden Sie das Installationsarchiv herunter:

"NetApp Downloads mit StorageGRID Appliance"

b. Extrahieren Sie das Archiv.

c. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Erweitert >
StorageGRID-Software hochladen.

d. Klicken Sie auf Entfernen, um das aktuelle Softwarepaket zu entfernen.
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NetApp® StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware ~ Monitor Installation Advanced =

Upload StorageGRID Software

If this node is the primary Admin Node of a new deployment, you must use this page to upload the StorageGRID software installation package, unless the version of the
software you want to install has already been uploaded. If you are adding this node to an existing deployment, you can avoid network traffic by uploading the installation
package that matches the software version running on the existing grid. If you do not upload the correct package, the node obtains the software from the grid's primary
Admin Node during installation.

Current StorageGRID Installation Software
Version 11.3.0

Package Name storagegrid-webscale-images-11-3-0_11.3.0-20190806.1731.4064510_amdG4.deb

e. Klicken Sie auf Durchsuchen fiir das Softwarepaket, das Sie heruntergeladen und extrahiert haben,
und klicken Sie dann auf Durchsuchen fir die Prifsummendatei.

NetApp® StorageGRID® Appliance Installer

Home Configure Networking + Configure Hardware ~ Monitor Installation Advanced =
|

Upload StorageGRID Software

Ifthis node is the primary Admin Node of a new deployment, you must use this page to upload the StorageGRID software installation package, unless the version of the
software you want to install has already been uploaded. If you are adding this node to an existing deployment, you can avoid network traffic by uploading the installation
package that matches the software version running on the existing grid. If you do not upload the correct package, the node obtains the software from the grid's primary
Admin Node during installation.

Current StorageGRID Installation Software
Version None

Package Name None

Upload StorageGRID Installation Software

Checksum File Browse ‘

f. Wahlen Sie Home, um zur Startseite zurtickzukehren.

6. Uberpriifen Sie im Abschnitt Installation, ob der aktuelle Status ,bereit zum Starten der Installation von ist
node name In das Grid mit primérem Admin-Node admin ip" Und dass die Schaltflache Installation
starten aktiviert ist.

Wenn die Schaltflache Installation starten nicht aktiviert ist, miissen Sie moglicherweise die
Netzwerkkonfiguration oder die Porteinstellungen andern. Anweisungen hierzu finden Sie in der
Wartungsanleitung lhres Gerats.

7. Klicken Sie auf der Startseite des StorageGRID-Appliance-Installationsprogramms auf Installation
starten.
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Home
© The installation is ready to be started. Review the settings below. and then click Start Installation,

This Node
Node type Non-primary Admin (with Load Balancer)

Node name GW-5G1000-003-074

Primary Admin Node connection

Enable Admin Node discovery O
Primary Admin Node IP 172.16.6.32

Connection state Connection to 172.16.6.32 ready

Installation

Current state Ready to start instaliation of GW-SG1000-003-074
into grid with Admin Node 172.16.6.32 running
StorageGRID 11.6.0, using StorageGRID software
downloaded from the Admin Node.

Der aktuelle Status andert sich in ,Installation is in progress, “ und die Seite Monitor Installation
wird angezeigt.

@ Wenn Sie manuell auf die Seite Monitor-Installation zugreifen muissen, klicken Sie in der
Menuleiste auf Monitor-Installation.

8. Wenn lhr Grid mehrere Appliance-Nodes enthalt, wiederholen Sie die vorherigen Schritte fur jede
Appliance.
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Uberwachen Sie die Appliance-Installation

Das Installationsprogramm der StorageGRID Appliance stellt den Status bereit, bis die
Installation abgeschlossen ist. Nach Abschluss der Softwareinstallation wird die
Appliance neu gestartet.
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Beispiel 1. Schritte

Storage Appliance
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1. Um den Installationsfortschritt zu Gberwachen, klicken Sie auf Installation liberwachen.

Auf der Seite Monitor-Installation wird der Installationsfortschritt angezeigt.

Manitor Installation

1. Configure slorage Runining
Step Prograss Status

Connect to storage controller _ Complete

Configure velumes LTT}_ ,_T__"_-_____"‘T Creating volume StorageGR ID-ob-00

Configure host settings Pending

2. Install OS Pending
3. Install StorageGRID Pending
4 Finalize installation Pending

Die blaue Statusleiste zeigt an, welche Aufgabe zurzeit ausgefihrt wird. Griine Statusleisten zeigen
Aufgaben an, die erfolgreich abgeschlossen wurden.

Das Installationsprogramm stellt sicher, dass Aufgaben, die in einer friiheren
Installation ausgefuhrt wurden, nicht erneut ausgefihrt werden. Wenn Sie eine

@ Installation erneut ausflihren, werden alle Aufgaben, die nicht erneut ausgefihrt
werden mussen, mit einer griinen Statusleiste und dem Status ,iibersprungen”
angezeigt.

. Uberprifen Sie den Fortschritt der ersten beiden Installationsphasen.

1. Speicher konfigurieren

Wahrend dieser Phase stellt das Installationsprogramm eine Verbindung zum Speicher-Controller her,
I6scht alle vorhandenen Konfigurationen, erstellt Raids gemaR dem konfigurierten RAID-Modus, weist
Volumes fir die StorageGRID-Software und den Objektdatenspeicher zu und konfiguriert
Hosteinstellungen.

2. Installieren Sie das Betriebssystem

In dieser Phase kopiert das Installationsprogramm das Betriebssystem-Image flir StorageGRID auf
die Appliance.

. Uberwachen Sie den Installationsfortschritt weiter, bis die Phase StorageGRID installieren

angehalten wird. Auf der eingebetteten Konsole wird eine Meldung angezeigt, in der Sie aufgefordert
werden, diesen Knoten auf dem Admin-Knoten mithilfe des Grid-Managers zu genehmigen. Fahren
Sie mit dem nachsten Schritt fort.



Home Configure Networking ~ Configure Hardware « Monitor Installation Advanced «

Moanitor Installation

1. Configure storage Complete
2. Install 05 Complete
3. Install StorageGRID Running
4. Finalize installation Pending

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy

[2017-07-31T2Z2:09:12 .3625661 INFO —- [INSG] NOTICE: seeding ~varrslocal with c
ontainer data

[2017-07-31T22:09:12.3662051 INFO [INSG] Fixing permissions
[2017-07-31T22:09:12.3696331 INFO [INSG] Enabling syslog
[2017-07-31T22:09:12.5115331 INFO [INSG] Stopping system logging: syslog-n

1201?—97—31T22: 112 .5700961 INFO [INSG] Starting system logging: syslog-n

[2017-07-31T22:09:12.5763601 INFO [IN5G] Beginning negotiation for downloa
of node configuration

[ZO17-07-31T2Z2:09:12.5813631 INFO [INSG]

[2017-07-31T22:09:12 5850661 INFD [IN3G]

[Z2017-07-31TZ2Z:09:12.5883141 INFO [INSG]

[ZO17-07-31T2Z2:09:12.5918511 INFO [INSG]

[ZO17-07-31T2Z2:09:12 .5948861] INFO [INSG]

[2017-07-31T22:09:12.5983601 INFD [IN3G]

[Z2017-07-31TZ2Z:09:12 6013241 INFO [INSG]

[ZO17-07-31T2Z2:09:12 .6047591] INFO [INSG]

[Z2O17-07-31T2Z2:09:12 .607800] INFO [INSG]

[2017-07-31T22:09:12 .6109851 INFO [IN3G]

[Z2017-07-31T2Z:09:12.6145971 INFO [INSG]

[Z2017-07-31T22:09:12.6182821 INFO [INSG] Please approve this node on the A
min Mode GMI to proceed...

4. Wechseln Sie zum Grid-Manager des Knotens ,primarer Administrator”, genehmigen Sie den
ausstehenden Speicherknoten und fiihren Sie den StorageGRID-Installationsprozess durch.

Wenn Sie im Grid Manager auf Installieren klicken, wird Stufe 3 abgeschlossen und Stufe 4,
Installation abschlieBen, beginnt. Wenn Phase 4 abgeschlossen ist, wird der Controller neu
gestartet.

Service-Appliance

1. Um den Installationsfortschritt zu Gberwachen, klicken Sie in der Menlleiste auf Installation
tiberwachen.

Auf der Seite Monitor-Installation wird der Installationsfortschritt angezeigt.
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Monitor Installation

1. Configure storage Complete
2. Install OS Running
Step Progress Status

Obtain installer binaries I comoete
Configure nstaler I Corict
instal 03 N 'vstller M running

3. Install StorageGRID Pending

4. Finalize installation Pending

Die blaue Statusleiste zeigt an, welche Aufgabe zurzeit ausgefihrt wird. Griine Statusleisten zeigen
Aufgaben an, die erfolgreich abgeschlossen wurden.

Das Installationsprogramm stellt sicher, dass Aufgaben, die in einer friiheren
Installation ausgeflihrt wurden, nicht erneut ausgefiihrt werden. Wenn Sie eine

@ Installation erneut ausfihren, werden alle Aufgaben, die nicht erneut ausgefihrt
werden mussen, mit einer griinen Statusleiste und dem Status ,iibersprungen”
angezeigt.

2. Uberpriifen Sie den Fortschritt der ersten beiden Installationsphasen.

> 1. Speicher konfigurieren

In dieser Phase I8scht das Installationsprogramm alle vorhandenen Konfigurationen von den
Laufwerken in der Appliance und konfiguriert die Hosteinstellungen.

o 2. Installieren Sie das Betriebssystem

In dieser Phase kopiert das Installationsprogramm das Betriebssystem-Image fiir StorageGRID
auf die Appliance.

3. Fahren Sie mit der Uberwachung des Installationsfortschritts fort, bis einer der folgenden Prozesse
erfolgt ist:

o Fur alle Appliance-Knoten auf3er dem primaren Admin-Node wird die Install StorageGRID-Phase
angehalten, und eine Meldung wird in der eingebetteten Konsole angezeigt. Sie werden
aufgefordert, diesen Knoten Uber den Grid-Manager genehmigen zu lassen. Fahren Sie mit dem
nachsten Schritt fort.

o Fur die Installation des primaren Admin-Knotens der Appliance missen Sie den Knoten nicht
genehmigen. Das Gerat wird neu gestartet. Sie kbnnen den nachsten Schritt Uiberspringen.
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Wahrend der Installation eines primaren Administrator-Knotens der Appliance wird

@ eine flinfte Phase angezeigt (siehe Beispielbildschirm mit vier Phasen). Wenn die
funfte Phase langer als 10 Minuten in Bearbeitung ist, aktualisieren Sie die
Webseite manuell.

Home Configure Networking - Configure Hardware Monitor Installation Advanced «

Monitor Installation

1. Configure storage Complete
2. Install OS5 Complete
3. Install StorageGRID Running
4. Finalize installation Pending

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy

[2017-07-31T22:09:12.3625661 INFO [INSG] NOTICE: seeding ~var-local with c
ontainer data

[2017-07-31T22:09:12.3662051 INFO [INSG] Fixing permissions
[Z2017-07-31TZ2Z:09:12.3696331 INFO [INSG] Enabling syslog
[2017-07-31T22:09:12.5115331 INFO [INSG] Stopping system logging: syslog-n

EZBl?—B?—BlTZZ: 12 .5700961 INFO [INSG] Starting system logging: syslog-n

[Z2017-07-31T22:09:12.5763601 INFO [INSG] Beginning negotiation for downloa
of node configuration

[Z2017-07-31T2Z:09:12 .5813631 INFO [INSG]

[Z2017-07-31T2Z:09:12 .5850661 INFO [INSG]

[2017-07-31T22:09:12.5883141 INFO [INSG]

[2017-07-31T22:09:12.5918511 INFO [INSG]

[Z017-07-31T2Z2:09:12 .5948861 INFO [INSG]

[2017-07-31T22:09:12.5983601] INFO [INSG]

[2017-07-31T22:09:12 .6013241 INFO [INSG]

[2017-07-31T2Z2:09:12 .6047591 INFO [IN3G]

[ZO17-07-31TZ2Z2:09:12 .6078001 INFO [INSG]

[2017-07-31T22:09:12 .6109851 INFO [INSG]

[2017-07-31T22:09:12.6145971 INFO [INSG]

[2017-07-31T22:09:12.6182821 INFO [INSG] Please approve this node on the A
min Node GMI to proceed...

4. Wechseln Sie zum Grid-Manager des Knotens ,primarer Administrator”, genehmigen Sie den
ausstehenden Grid-Node und schlief3en Sie den StorageGRID-Installationsprozess ab.

Wenn Sie im Grid Manager auf Installieren klicken, wird Stufe 3 abgeschlossen und Stufe 4,

Installation abschlieRBen, beginnt. Wenn Phase 4 abgeschlossen ist, wird das Gerat neu gestartet.
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Starten Sie die Appliance neu, wahrend das Installationsprogramm der
StorageGRID Appliance ausgefuhrt wird

Maoglicherweise mussen Sie die Appliance neu starten, wahrend das
Installationsprogramm der Storage GRID-Appliance ausgefihrt wird. Sie mussen die
Appliance beispielsweise neu starten, wenn die Installation fehlschlagt.

Uber diese Aufgabe

Dieses Verfahren gilt nur, wenn die Appliance das Installationsprogramm fir die StorageGRID-Appliance
ausfuihrt. Nach Abschluss der Installation funktioniert dieser Schritt nicht mehr, da das Installationsprogramm
fur StorageGRID-Gerate nicht mehr verflgbar ist.

Schritte

1. Klicken Sie im Installationsprogramm der StorageGRID-Appliance auf Erweitert > Controller neu starten,
und wahlen Sie dann eine der folgenden Optionen aus:

o Wahlen Sie Neustart in StorageGRID aus, um den Controller neu zu starten, wobei der Knoten wieder
in das Raster integriert wird. Wahlen Sie diese Option, wenn Sie im Wartungsmodus ausgefuhrt
werden und den Node in den normalen Betrieb zuriickkehren mochten.

o Wahlen Sie Neustart im Wartungsmodus aus, um den Controller neu zu starten, wobei der Knoten
noch im Wartungsmodus bleibt. (Diese Option ist nur verfugbar, wenn sich der Controller im
Wartungsmodus befindet.) Wahlen Sie diese Option aus, wenn weitere Wartungsmalnahmen
erforderlich sind, die Sie auf dem Node durchfiihren missen, bevor Sie das Raster neu beitreten.

NetApp” StorageGRID® Appliance Installer

Home Configure Networking = Configure Hardware - Monitor Instaliation Advancad -

RAID Mode
Reboot Controller Upgrade Firmware
Feqguest a controller reboot. ' Reboot Controller .

Das Gerat wird neu gestartet.

Fehlerbehebung bei Hardwareinstallation (SGF6112)

Wenn wahrend der Installation Probleme auftreten, konnen Sie die
Fehlerbehebungsinformationen zu Hardware-Setup- und Konnektivitatsproblemen
Uberprufen.

Startcodes anzeigen (SGF6112)

Wenn Sie das Gerat mit Strom versorgen, protokolliert der BMC eine Reihe von
Startcodes. Sie kdnnen diese Codes auf einer grafischen Konsole anzeigen, die mit dem
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BMC-Management-Port verbunden ist.

Bevor Sie beginnen
» Wissen Sie, wie Sie auf das BMC-Dashboard zugreifen kénnen.

* Wenn Sie Seriell-Uber-LAN (SOL) verwenden méchten, haben Sie Erfahrung mit IPMI SOL-
Konsolenanwendungen.

Schritte

1. Wahlen Sie eine der folgenden Methoden, um die Startcodes fiir den Geratesteuerung anzuzeigen, und
sammeln Sie die erforderlichen Gerate.

Methode Erforderliche Ausriistung
VGA-Konsole » VGA-fahiger Monitor
* VGA-Kabel
KVM + RJ-45-Kabel
Serieller Port » SERIELLES DB-9-Kabel

 Serielles virtuelles Terminal

SOL  Serielles virtuelles Terminal

2. Wenn Sie eine VGA-Konsole verwenden, flihren Sie die folgenden Schritte aus:
a. Schliel3en Sie einen VGA-fahigen Monitor an den VGA-Anschluss auf der Riickseite des Gerats an.
b. Zeigen Sie die Codes an, die auf dem Monitor angezeigt werden.

3. Wenn Sie BMC KVM verwenden, flihren Sie die folgenden Schritte aus:

a. Stellen Sie eine Verbindung zum BMC-Verwaltungsanschluss her, und melden Sie sich bei der BMC-
Webschnittstelle an.

b. Wahlen Sie Fernbedienung.
c. Starten Sie KVM.
d. Zeigen Sie die Codes auf dem virtuellen Monitor an.
4. Wenn Sie einen seriellen Port und ein Terminal verwenden, flihren Sie die folgenden Schritte aus:
a. SchlielRen Sie den seriellen USB-Anschluss an der Rickseite des Gerats an.
b. Einstellungen verwenden 115200 8-N-1.
c. Zeigen Sie die Codes an, die Uber der seriellen Klemme gedruckt wurden.
5. Wenn Sie SOL verwenden, fiihren Sie die folgenden Schritte aus:

a. Stellen Sie mithilfe der BMC-IP-Adresse und der Anmeldedaten eine Verbindung zum IPMI SOL her.
ipmitool -I lanplus -H BMC Port IP -U admin -P Password sol activate

b. Die Codes auf dem virtuellen seriellen Terminal anzeigen.

6. Verwenden Sie die Tabelle, um die Codes fiir |hr Gerat zu suchen.
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Codieren Zeigt An
HI Das Master-Boot-Skript wurde gestartet.

HP Das System prift, ob die NIC-Firmware (Network Interface Card) aktualisiert
werden muss.

RB Das System wird nach dem Anwenden von Firmware-Updates neu gebootet.

FP Die Update-Prifungen der Hardware-Subsystem-Firmware wurden
abgeschlossen. Die Kommunikationsdienste zwischen den Controllern werden
gestartet.

HZ Das System priift gerade auf vorhandene StorageGRID Installationsdaten.

HO Die StorageGRID Appliance wird ausgefihrt.

HOCHVERFUGBARKEI StorageGRID wird ausgefihrt.
-

Verwandte Informationen
"Greifen Sie auf die BMC-Schnittstelle zu"

Fehlercodes anzeigen (SGF6112)

Wenn beim Starten der Appliance ein Hardwarefehler auftritt, meldet der BMC einen
Fehlercode. Bei Bedarf kdnnen Sie diese Fehlercodes Uber die BMC-Schnittstelle
anzeigen und dann mit dem technischen Support zusammenarbeiten, um das Problem
zu l6sen.

Bevor Sie beginnen
» Wissen Sie, wie Sie auf das BMC-Dashboard zugreifen kénnen.

Schritte
1. Wahlen Sie im BMC-Dashboard BIOS POST Code aus.

2. Uberpriifen Sie die angezeigten Informationen fiir den aktuellen Code und den vorherigen Code.

Wenn einer der folgenden Fehlercodes angezeigt wird, wenden Sie sich an den technischen Support, um
das Problem zu beheben.

Codieren Zeigt An
0x0E Der Mikrocode wurde nicht gefunden
OxOF Mikrocode nicht geladen
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Codieren

0x50

0x51

0x52

0x53

0x54

0x55

0x56

0x57

0x58

0x59

Ox5A

0x5B

0x5C

0xDO0

0xD1

0xD2

0xD3

0xD4

0xD5

0xD6

Zeigt An

Speicherinitialisierungsfehler. Ungultiger Speichertyp oder inkompatible
Speichergeschwindigkeit.

Speicherinitialisierungsfehler. Der SPD-Lesewert ist fehlgeschlagen.

Speicherinitialisierungsfehler. Ungultige Speichergréflie oder Speichermodule
stimmen nicht Gberein.

Speicherinitialisierungsfehler. Kein verwendbarer Speicher erkannt.
Nicht angegebener Speicherinitialisierungsfehler

Speicher nicht installiert

Ungultiger CPU-Typ oder unglltige Geschwindigkeit
CPU-Diskrepanz

CPU-Selbsttest fehlgeschlagen oder maglicher CPU-Cache-Fehler

Der CPU-Mikrocode wurde nicht gefunden oder das Microcode-Update ist
fehlgeschlagen

Interner CPU-Fehler

PPI zurlicksetzen ist nicht verfligbar

PEI-Phase BMC Selbsttest fehlgeschlagen

CPU-Initialisierungsfehler

Initialisierungsfehler der Nordbriicke

Initialisierungsfehler Stidbriicke

Einige Architekturprotokolle sind nicht verfigbar

Fehler bei der PCI-Ressourcenzuweisung. Nicht mehr zur Verfligung.
Kein Speicherplatz fir Legacy Option ROM

Es wurden keine Ausgabegerate fir die Konsole gefunden
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Codieren Zeigt An

0xD7 Es wurden keine Gerate fiir den Konsoleneingang gefunden
0xD8 Ungultiges Passwort

0xD9 Fehler beim Laden der Boot-Option (Loadlmage hat Fehler zurlickgegeben)
O0xDA Boot-Option fehlgeschlagen (Startimage-Fehler zuriickgegeben)
0xDB Flash-Update fehlgeschlagen

0xDC Das Rucksetzprotokoll ist nicht verfligbar

0xDD DXE-Phase BMC-Selbsttestfehler

OxES8 MRC: ERR_NO_MEMORY

OxE9 MRC: ERR_LT_LOCK

OxEA MRC: ERR_DDR_INIT

OxEB MRC: ERR_MEM_TEST

OxEC MRC: ERR_VENDOR_SPECIFIC

OxED MRC: ERR_DIMM_COMPAT

OxEE MRC: ERR_MRC_COMPATIBILITY

OxEF MRC: ERR_MRC_STRUCT

0xFO MRC: ERR_SET_VDD

OxF1 MRC: ERR_IOT_MEM_BUFFER

OxF2 MRC: ERR_RC_INTERN

OxF3 MRC: ERR_INVALID_REG_ACCESS

OxF4 MRC: ERR_SET_MC_FREQ

OxF5 MRC: ERR_READ_MC_FREQ

0x70 MRC: ERR_DIMM_CHANNEL
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Codieren Zeigt An

0x74 MRC: ERR_BIST_CHECK

OxF6 MRC: ERR_SMBUS

OxF7 MRC: ERR_PCU

O0xF8 MRC: ERR_NGN

0xF9 MRC: ERR_INTERLEAVE_FAILURE

Hardware-Setup scheint zu hangen (SGF6112)

Das Installationsprogramm von StorageGRID Appliance ist moglicherweise nicht
verfugbar, wenn Hardwarefehler oder Verkabelungsfehler eine Ausfuhrung der Appliance
verhindern.

Schritte
1. Uberpriifen Sie die LEDs am Gerét sowie die im BMC angezeigten Boot- und Fehlercodes.

2. Wenn Sie Hilfe bei der Behebung eines Problems bendtigen, wenden Sie sich an den technischen
Support.

Verwandte Informationen
« "Startcodes anzeigen (SGF6112)"

* "Fehlercodes anzeigen (SGF6112)"

Verbindungsprobleme beheben (SGF6112)

Wenn wahrend der Installation der StorageGRID-Appliance Verbindungsprobleme
auftreten, fuhren Sie die hier aufgeflihrten KorrekturmalRnahmen durch.

Verbindung zum Gerat nicht méglich

Wenn Sie keine Verbindung zur Services-Appliance herstellen kdnnen, liegt moglicherweise ein
Netzwerkproblem vor, oder die Hardwareinstallation wurde moglicherweise nicht erfolgreich abgeschlossen.

Schritte

1. Versuchen Sie, das Gerat mit der IP-Adresse des Geréts zu pingen :
ping appliance IP

2. Wenn Sie keine Antwort vom Ping erhalten, bestatigen Sie, dass Sie die richtige IP-Adresse verwenden.

Sie kdnnen die IP-Adresse der Appliance im Grid-Netzwerk, im Admin-Netzwerk oder im Client-Netzwerk
verwenden.

3. Wenn die IP-Adresse korrekt ist, Uberprifen Sie die Gerateverkabelung, QSFP- oder SFP-Transceiver und
die Netzwerkeinrichtung.
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4. Wenn ein physischer Zugang zur Appliance verfugbar ist, kbnnen Sie eine direkte Verbindung zur
permanenten Link-lokalen IP verwenden 169.254.0.1 Um die Controller-Netzwerkkonfiguration zu
Uberprifen und bei Bedarf zu aktualisieren. Detaillierte Anweisungen finden Sie in Schritt 2 unter "Rufen
Sie das Installationsprogramm flr StorageGRID-Appliances auf".

Falls das Problem dadurch nicht behoben werden kann, wenden Sie sich an den technischen Support.

5. Wenn der Ping erfolgreich war, 6ffnen Sie einen Webbrowser.

6. Geben Sie die URL flir das StorageGRID-Appliance-Installationsprogramm ein:
https://appliances controller IP:8443

Die Startseite wird angezeigt.

Fehlerbehebung bei der Hardwareinstallation (SG6000 oder SG5700)

Wenn wahrend der Installation Probleme auftreten, konnen Sie die
Fehlerbehebungsinformationen zu Hardware-Setup- und Konnektivitatsproblemen
Uberprufen.

Anzeigen von Boot-up-Codes (SG6000-CN-Controller)

Wenn Sie das Gerat mit Strom versorgen, protokolliert der BMC eine Reihe von
Startcodes fur den SG6000-CN-Controller. Sie konnen diese Codes auf verschiedene
Arten anzeigen.

Bevor Sie beginnen
» Wissen Sie, wie Sie auf das BMC-Dashboard zugreifen kénnen.

* Wenn Sie Seriell-Uber-LAN (SOL) verwenden mdchten, haben Sie Erfahrung mit IPMI SOL-
Konsolenanwendungen.

Schritte

1. Wahlen Sie eine der folgenden Methoden, um die Startcodes fur den Geratesteuerung anzuzeigen, und
sammeln Sie die erforderlichen Gerate.

Methode Erforderliche Ausriistung
VGA-Konsole » VGA-fahiger Monitor
* VGA-Kabel
KVM * RJ-45-Kabel
Serieller Port * SERIELLES DB-9-Kabel

 Serielles virtuelles Terminal

SOL  Serielles virtuelles Terminal

2. Wenn Sie eine VGA-Konsole verwenden, fiihren Sie die folgenden Schritte aus:
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a. Schliel3en Sie einen VGA-fahigen Monitor an den VGA-Anschluss auf der Rickseite des Gerats an.
b. Zeigen Sie die Codes an, die auf dem Monitor angezeigt werden.
3. Wenn Sie BMC KVM verwenden, fihren Sie die folgenden Schritte aus:

a. Stellen Sie eine Verbindung zum BMC-Verwaltungsanschluss her, und melden Sie sich bei der BMC-
Webschnittstelle an.

b. Wahlen Sie Fernbedienung.
c. Starten Sie KVM.
d. Zeigen Sie die Codes auf dem virtuellen Monitor an.
4. Wenn Sie einen seriellen Port und ein Terminal verwenden, fiihren Sie die folgenden Schritte aus:
a. SchlielRen Sie den seriellen Anschluss DB-9 an der Riickseite des Geréats an.
b. Einstellungen verwenden 115200 8-N-1.
c. Zeigen Sie die Codes an, die Uber der seriellen Klemme gedruckt wurden.

5. Wenn Sie SOL verwenden, fihren Sie die folgenden Schritte aus:

a. Stellen Sie mithilfe der BMC-IP-Adresse und der Anmeldedaten eine Verbindung zum IPMI SOL her.

ipmitool -I lanplus -H BMC Port IP -U admin -P Password sol activate
@ In einigen Fallen kann der Standardbenutzername sein root Statt admin.

a. Die Codes auf dem virtuellen seriellen Terminal anzeigen.

6. Verwenden Sie die Tabelle, um die Codes fiir Ihr Gerat zu suchen.

Codieren Zeigt An
HI Das Master-Boot-Skript wurde gestartet.
HP Das System prift, ob die NIC-Firmware (Network Interface Card) aktualisiert

werden muss.

RB Das System wird nach dem Anwenden von Firmware-Updates neu gebootet.

FP Die Update-Prifungen der Hardware-Subsystem-Firmware wurden
abgeschlossen. Die Kommunikationsdienste zwischen den Controllern werden
gestartet.
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Codieren Zeigt An
ER Nur fur Appliance-Storage-Node:

Das System wartet auf die Konnektivitat mit den Storage Controllern und die
Synchronisierung mit dem Betriebssystem SANtricity.

Hinweis: Wenn der Start-up-Vorgang nicht Gber diese Phase lauft, fihren Sie
folgende Schritte aus:

a. Vergewissern Sie sich, dass die vier Verbindungskabel zwischen dem
SG6000-CN Controller und den beiden Speichercontrollern sicher
angeschlossen sind.

b. Ersetzen Sie bei Bedarf ein oder mehrere Kabel, und versuchen Sie es
erneut.

c. Falls das Problem dadurch nicht behoben werden kann, wenden Sie sich
an den technischen Support.

HZ Das System priift gerade auf vorhandene StorageGRID Installationsdaten.
HO Das Installationsprogramm flr StorageGRID-Appliance wird ausgefihrt.

HOCHVERFUGBARKEI StorageGRID wird ausgefihrt.
-

Fehlercodes anzeigen (SG6000-CN-Controller)

Wenn beim Starten des SG6000-CN Controllers ein Hardwarefehler auftritt, meldet der
BMC einen Fehlercode. Bei Bedarf kdnnen Sie diese Fehlercodes Uber die BMC-
Schnittstelle anzeigen und dann mit dem technischen Support zusammenarbeiten, um
das Problem zu l6sen.

Bevor Sie beginnen

* Wissen Sie, wie Sie auf das BMC-Dashboard zugreifen kénnen.

Schritte
1. Wahlen Sie im BMC-Dashboard BIOS POST Code aus.

2. Uberpriifen Sie die angezeigten Informationen fiir den aktuellen Code und den vorherigen Code.

Wenn einer der folgenden Fehlercodes angezeigt wird, wenden Sie sich an den technischen Support, um
das Problem zu beheben.

Codieren Zeigt An
0x0E Der Mikrocode wurde nicht gefunden
OxOF Mikrocode nicht geladen

200



Codieren

0x50

0x51

0x52

0x53

0x54

0x55

0x56

0x57

0x58

0x59

Ox5A

0x5B

0x5C

0xDO0

0xD1

0xD2

0xD3

0xD4

0xD5

0xD6

Zeigt An

Speicherinitialisierungsfehler. Ungultiger Speichertyp oder inkompatible
Speichergeschwindigkeit.

Speicherinitialisierungsfehler. Der SPD-Lesewert ist fehlgeschlagen.

Speicherinitialisierungsfehler. Ungultige Speichergréflie oder Speichermodule
stimmen nicht Gberein.

Speicherinitialisierungsfehler. Kein verwendbarer Speicher erkannt.
Nicht angegebener Speicherinitialisierungsfehler

Speicher nicht installiert

Ungultiger CPU-Typ oder unglltige Geschwindigkeit
CPU-Diskrepanz

CPU-Selbsttest fehlgeschlagen oder maglicher CPU-Cache-Fehler

Der CPU-Mikrocode wurde nicht gefunden oder das Microcode-Update ist
fehlgeschlagen

Interner CPU-Fehler

PPI zurlicksetzen ist nicht verfligbar

PEI-Phase BMC Selbsttest fehlgeschlagen

CPU-Initialisierungsfehler

Initialisierungsfehler der Nordbriicke

Initialisierungsfehler Stidbriicke

Einige Architekturprotokolle sind nicht verfigbar

Fehler bei der PCI-Ressourcenzuweisung. Nicht mehr zur Verfligung.
Kein Speicherplatz fir Legacy Option ROM

Es wurden keine Ausgabegerate fir die Konsole gefunden
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Codieren Zeigt An

0xD7 Es wurden keine Gerate fiir den Konsoleneingang gefunden
0xD8 Ungultiges Passwort

0xD9 Fehler beim Laden der Boot-Option (Loadlmage hat Fehler zurlickgegeben)
O0xDA Boot-Option fehlgeschlagen (Startimage-Fehler zuriickgegeben)
0xDB Flash-Update fehlgeschlagen

0xDC Das Rucksetzprotokoll ist nicht verfligbar

0xDD DXE-Phase BMC-Selbsttestfehler

OxES8 MRC: ERR_NO_MEMORY

OxE9 MRC: ERR_LT_LOCK

OxEA MRC: ERR_DDR_INIT

OxEB MRC: ERR_MEM_TEST

OxEC MRC: ERR_VENDOR_SPECIFIC

OxED MRC: ERR_DIMM_COMPAT

OxEE MRC: ERR_MRC_COMPATIBILITY

OxEF MRC: ERR_MRC_STRUCT

0xFO MRC: ERR_SET_VDD

OxF1 MRC: ERR_IOT_MEM_BUFFER

OxF2 MRC: ERR_RC_INTERN

OxF3 MRC: ERR_INVALID_REG_ACCESS

OxF4 MRC: ERR_SET_MC_FREQ

OxF5 MRC: ERR_READ_MC_FREQ

0x70 MRC: ERR_DIMM_CHANNEL

202



Codieren Zeigt An

0x74 MRC: ERR_BIST_CHECK

OxF6 MRC: ERR_SMBUS

OxF7 MRC: ERR_PCU

O0xF8 MRC: ERR_NGN

0xF9 MRC: ERR_INTERLEAVE_FAILURE

Hardware-Setup scheint zu hangen (SG6000 oder SG5700)

Der StorageGRID-Appliance-Installer ist moglicherweise nicht verfugbar, wenn
Hardwarefehler oder Verkabelungsfehler die Speicher-Controller oder den Appliance-
Controller daran hindern, ihre Boot-Verarbeitung abzuschliel3en.
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Beispiel 2. Schritte

SG6000
1. Sehen Sie sich fir die Speichercontroller die Codes in den sieben-Segment-Anzeigen an.

Wahrend die Hardware beim Einschalten initialisiert wird, zeigen die beiden sieben Segmente eine
Reihe von Codes an. Wenn die Hardware erfolgreich gebootet wurde, werden beide sieben
Segmente angezeigt 99.

2. Uberpriifen Sie die LEDs am SG6000-CN-Controller sowie die im BMC angezeigten Boot- und
Fehlercodes.

3. Wenn Sie Hilfe bei der Behebung eines Problems bendtigen, wenden Sie sich an den technischen
Support.

SG5700
1. Sehen Sie sich die Codes auf den sieben Segmenten an.

Wahrend die Hardware beim Einschalten initialisiert wird, zeigen die beiden sieben Segmente eine
Reihe von Codes an. Wenn die Hardware erfolgreich gebootet wurde, werden in den sieben
Segmenten verschiedene Codes flr jeden Controller angezeigt.

2. Uberprifen Sie die Codes auf der Anzeige der sieben Segmente fiir den E5700SG-Controller.

Installation und Bereitstellung nehmen Zeit in Anspruch. Einige Installationsphasen
melden dem StorageGRID-Appliance-Installationsprogramm keine Aktualisierungen fir
mehrere Minuten.

Wenn ein Fehler auftritt, blinkt die Sieben-Segment-Anzeige eine Sequenz, z. B. ER.

3. Um zu verstehen, was diese Codes bedeuten, lesen Sie die folgenden Ressourcen:

Controller Referenz
E5700SG Controller * ,status-Indikatoren am E5700SG-Controller”

* ,HE error: Fehler beim Synchronisieren mit
SANtricity OS Software"

E2800 Controller E5700 and E2800 System Monitoring Guide

Hinweis: die fir den E5700 Controller der E-Series
beschriebenen Codes gelten nicht fiir den E5700SG Controller in
der Appliance.

4. Falls das Problem dadurch nicht behoben werden kann, wenden Sie sich an den technischen
Support.

Verwandte Informationen

+ "Statusanzeigen anzeigen anzeigen anzeigen"

* "NetApp E-Series Systems Documentation Site"
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http://mysupport.netapp.com/info/web/ECMP1658252.html

* "HE-Fehler: Fehler beim Synchronisieren mit SANtricity OS Software"
* "E5700 und E2800 — System Monitoring Guide"

* "Anzeigen von Boot-up-Codes (SG6000-CN-Controller)"

* "Fehlercodes anzeigen (SG6000-CN-Controller)"

Fehlerbehebung bei Verbindungsproblemen (SG6000 oder SG5700)

Wenn wahrend der Installation der StorageGRID-Appliance Verbindungsprobleme
auftreten, fuhren Sie die hier aufgefluihrten KorrekturmalRnahmen durch.

Es konnte keine Verbindung zur SG6000 Appliance hergestellt werden

Wenn Sie keine Verbindung zur Appliance herstellen kdnnen, liegt moglicherweise ein Netzwerkproblem vor,
oder die Hardwareinstallation wurde moglicherweise nicht erfolgreich abgeschlossen.

Schritte
1. Wenn Sie keine Verbindung zum SANtricity-System-Manager herstellen kénnen:

a.

Versuchen Sie, die Appliance mit der IP-Adresse flr entweder Storage Controller im
Managementnetzwerk fur SANtricity System Manager zu pingen:
ping Storage Controller IP

. Wenn Sie keine Antwort vom Ping erhalten, bestatigen Sie, dass Sie die richtige IP-Adresse

verwenden.

Verwenden Sie die IP-Adresse fur Management-Port 1 auf einem Storage Controller.

. Wenn die IP-Adresse korrekt ist, Uberprifen Sie die Gerateverkabelung und das Netzwerk-Setup.

Falls das Problem dadurch nicht behoben werden kann, wenden Sie sich an den technischen Support.

Wenn der Ping erfolgreich war, 6ffnen Sie einen Webbrowser.

Geben Sie die URL fur SANTtricity System Manager ein:
https://Storage Controller IP

Die Login-Seite flir SANTtricity System Manager wird angezeigt.

2. Wenn Sie keine Verbindung zum SG6000-CN Controller herstellen kénnen:

a.

Versuchen Sie, das Gerat mit der IP-Adresse flr den SG6000-CN-Controller zu pingen:
ping SG6000-CN _Controller IP

Wenn Sie keine Antwort vom Ping erhalten, bestatigen Sie, dass Sie die richtige IP-Adresse
verwenden.

Sie kdnnen die IP-Adresse der Appliance im Grid-Netzwerk, im Admin-Netzwerk oder im Client-
Netzwerk verwenden.

Wenn die IP-Adresse korrekt ist, Gberpriifen Sie die Gerateverkabelung, SFP-Transceiver und das
Netzwerk-Setup.

Wenn physischer Zugriff auf das SG6000-CN verfiigbar ist, kbnnen Sie eine direkte Verbindung zur
permanenten Link-lokalen IP verwenden 169.254.0.1 Um die Controller-Netzwerkkonfiguration zu
Uberprifen und bei Bedarf zu aktualisieren. Detaillierte Anweisungen finden Sie in Schritt 2 unter
"Zugriff auf das Installationsprogramm der StorageGRID Appliance”.
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Falls das Problem dadurch nicht behoben werden kann, wenden Sie sich an den technischen Support.

e. Wenn der Ping erfolgreich war, 6ffnen Sie einen Webbrowser.

f. Geben Sie die URL fiir das StorageGRID-Appliance-Installationsprogramm ein:
https://SG6000-CN _Controller IP:8443

Die Startseite wird angezeigt.

SG6060 Erweiterungs-Shelfs werden im Appliance Installer nicht angezeigt

Wenn Sie Erweiterungseinschibe fir das SG6060 installiert haben und diese nicht im Installationsprogramm
der StorageGRID Appliance angezeigt werden, sollten Sie Uberprifen, ob die Shelfs vollstandig installiert und
eingeschaltet wurden.

Uber diese Aufgabe

Sie kdnnen Uberpriifen, ob die Erweiterungs-Shelfs mit der Appliance verbunden sind, indem Sie die folgenden
Informationen im Installationsprogramm der StorageGRID Appliance anzeigen:

* Die Home Seite enthalt eine Nachricht Uber Erweiterungsregale.

€ The storage system contains 2 expansion shelves.

* Die Seite Erweitert > RAID-Modus zeigt anhand der Anzahl der Laufwerke an, ob das Gerat
Erweiterungseinschube enthalt oder nicht. Im folgenden Screenshot werden beispielsweise zwei SSDs und
178 HDDs angezeigt. Ein SG6060 mit zwei Erweiterungs-Shelfs enthalt insgesamt 180 Laufwerke.

Configure RAID Mode

This appliance contains the following drives.

Type Size Number of drives
55D 800 GB 2
HDD 11.8 TB 178

Wenn die Seiten des Installationsprogramms fiir StorageGRID-Gerate nicht angeben, dass Erweiterungs-
Shelfs vorhanden sind, gehen Sie wie folgt vor.

Schritte

1. Vergewissern Sie sich, dass alle erforderlichen Kabel fest angeschlossen sind. Siehe "Kabelgerat
(SG6000)".

2. Stellen Sie sicher, dass Sie die Erweiterungs-Shelfs eingeschaltet haben. Siehe "Anschlielten des Netzes
und Anwenden der Stromversorgung (SG6000)".

3. Wenn Sie Hilfe bei der Behebung eines Problems benétigen, wenden Sie sich an den technischen
Support.

Es konnte keine Verbindung zur SG5700 Appliance hergestellt werden

Wenn Sie keine Verbindung zur Appliance herstellen kénnen, liegt moglicherweise ein Netzwerkproblem vor,
oder die Hardwareinstallation wurde mdglicherweise nicht erfolgreich abgeschlossen.
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Schritte
1. Wenn Sie keine Verbindung zum SANTtricity-System-Manager herstellen kdnnen:

a. Versuchen Sie, die Appliance mithilfe der IP-Adresse fiir den E2800 Controller im
Managementnetzwerk fir SANtricity System Manager zu pingen:
ping E2800 Controller IP

b. Wenn Sie keine Antwort vom Ping erhalten, bestatigen Sie, dass Sie die richtige IP-Adresse
verwenden.

Verwenden Sie die IP-Adresse fir den Management-Port 1 auf dem E2800-Controller.

c. Wenn die IP-Adresse korrekt ist, Uberprifen Sie die Gerateverkabelung und das Netzwerk-Setup.

Falls das Problem dadurch nicht behoben werden kann, wenden Sie sich an den technischen Support.

d. Wenn der Ping erfolgreich war, 6ffnen Sie einen Webbrowser.
€. Geben Sie die URL fir SANtricity System Manager ein:
https://E2800 Controller IP
Die Login-Seite fur SANtricity System Manager wird angezeigt.

2. Wenn keine Verbindung zum E5700SG Controller hergestellt werden kann:

a. Versuchen Sie, die Appliance mithilfe der IP-Adresse flir den E5700SG-Controller zu pingen:
ping E5700SG Controller IP

b. Wenn Sie keine Antwort vom Ping erhalten, bestatigen Sie, dass Sie die richtige IP-Adresse
verwenden.

Sie kdnnen die IP-Adresse der Appliance im Grid-Netzwerk, im Admin-Netzwerk oder im Client-

Netzwerk verwenden.

c. Wenn die IP-Adresse korrekt ist, Uberprifen Sie die Gerateverkabelung, SFP-Transceiver und das

Netzwerk-Setup.

Falls das Problem dadurch nicht behoben werden kann, wenden Sie sich an den technischen Support.

d. Wenn der Ping erfolgreich war, 6ffnen Sie einen Webbrowser.

€. Geben Sie die URL fur das StorageGRID-Appliance-Installationsprogramm ein:
https://E5700SG_Controller IP:8443

Die Startseite wird angezeigt.

Verwandte Informationen

"Statusanzeigen anzeigen anzeigen anzeigen"

HE-Fehler: Fehler beim Synchronisieren mit SANtricity OS Software (SG5700)

Auf der 7-Segment-Anzeige auf dem Compute-Controller wird ein HE-Fehlercode
angezeigt, wenn der StorageGRID-Appliance-Installer nicht mit der SANtricity OS-
Software synchronisiert werden kann.

Uber diese Aufgabe
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Wenn ein HE-Fehlercode angezeigt wird, fiihren Sie diese Korrekturmafnahme durch.

Schritte

1. Uberprifen Sie die Integritat der beiden SAS Interconnect-Kabel und vergewissern Sie sich, dass sie
sicher angeschlossen sind.

2. Ersetzen Sie je nach Bedarf ein oder beide Kabel, und versuchen Sie es erneut.

3. Falls das Problem dadurch nicht behoben werden kann, wenden Sie sich an den technischen Support.

Fehlerbehebung bei der Hardwareinstallation (SG100 und SG1000)

Wenn wahrend der Installation Probleme auftreten, konnen Sie die
Fehlerbehebungsinformationen zu Hardware-Setup- und Konnektivitatsproblemen
uberprufen.

Boot-up-Codes anzeigen (SG100 und SG1000)

Wenn Sie das Gerat mit Strom versorgen, protokolliert der BMC eine Reihe von
Startcodes. Sie konnen diese Codes auf einer grafischen Konsole anzeigen, die mit dem
BMC-Management-Port verbunden ist.

Bevor Sie beginnen
* Wissen Sie, wie Sie auf das BMC-Dashboard zugreifen kénnen.

* Wenn Sie Seriell-uber-LAN (SOL) verwenden méchten, haben Sie Erfahrung mit IPMI SOL-
Konsolenanwendungen.

Schritte

1. Wahlen Sie eine der folgenden Methoden, um die Startcodes fir den Geratesteuerung anzuzeigen, und
sammeln Sie die erforderlichen Geréate.

Methode Erforderliche Ausriistung
VGA-Konsole » VGA-fahiger Monitor

* VGA-Kabel
KVM * RJ-45-Kabel

Serieller Port SERIELLES DB-9-Kabel

Serielles virtuelles Terminal

SOL

Serielles virtuelles Terminal

2. Wenn Sie eine VGA-Konsole verwenden, fihren Sie die folgenden Schritte aus:
a. Schlief3en Sie einen VGA-fahigen Monitor an den VGA-Anschluss auf der Riickseite des Gerats an.
b. Zeigen Sie die Codes an, die auf dem Monitor angezeigt werden.

3. Wenn Sie BMC KVM verwenden, fihren Sie die folgenden Schritte aus:

a. Stellen Sie eine Verbindung zum BMC-Verwaltungsanschluss her, und melden Sie sich bei der BMC-
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Webschnittstelle an.
b. Wahlen Sie Fernbedienung.
c. Starten Sie KVM.
d. Zeigen Sie die Codes auf dem virtuellen Monitor an.
4. Wenn Sie einen seriellen Port und ein Terminal verwenden, flihren Sie die folgenden Schritte aus:
a. SchlielRen Sie den seriellen Anschluss DB-9 an der Riickseite des Geréats an.
b. Einstellungen verwenden 115200 8-N-1.
c. Zeigen Sie die Codes an, die Uber der seriellen Klemme gedruckt wurden.

5. Wenn Sie SOL verwenden, fiihren Sie die folgenden Schritte aus:
a. Stellen Sie mithilfe der BMC-IP-Adresse und der Anmeldedaten eine Verbindung zum IPMI SOL her.
ipmitool -I lanplus -H BMC Port IP -U admin -P Password sol activate

@ In einigen Fallen kann der Standardbenutzername sein root Statt admin.

a. Die Codes auf dem virtuellen seriellen Terminal anzeigen.

6. Verwenden Sie die Tabelle, um die Codes fiir Ihr Gerat zu suchen.

Codieren Zeigt An
HI Das Master-Boot-Skript wurde gestartet.
HP Das System prift, ob die NIC-Firmware (Network Interface Card) aktualisiert

werden muss.

RB Das System wird nach dem Anwenden von Firmware-Updates neu gebootet.

FP Die Update-Priifungen der Hardware-Subsystem-Firmware wurden
abgeschlossen. Die Kommunikationsdienste zwischen den Controllern werden
gestartet.

HZ Das System prift gerade auf vorhandene StorageGRID Installationsdaten.

HO Die StorageGRID Appliance wird ausgefihrt.

HOCHVERFUGBARKEI StorageGRID wird ausgefiihrt.
-

Verwandte Informationen
"Greifen Sie auf die BMC-Schnittstelle zu"

Fehlercodes anzeigen (SG100 und SG1000)

Wenn beim Starten der Appliance ein Hardwarefehler auftritt, meldet der BMC einen
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Fehlercode. Bei Bedarf konnen Sie diese Fehlercodes Uber die BMC-Schnittstelle
anzeigen und dann mit dem technischen Support zusammenarbeiten, um das Problem
Zu losen.

Bevor Sie beginnen
» Wissen Sie, wie Sie auf das BMC-Dashboard zugreifen kénnen.

Schritte
1. Wahlen Sie im BMC-Dashboard BIOS POST Code aus.

2. Uberpriifen Sie die angezeigten Informationen fiir den aktuellen Code und den vorherigen Code.

Wenn einer der folgenden Fehlercodes angezeigt wird, wenden Sie sich an den technischen Support, um
das Problem zu beheben.

Codieren Zeigt An

0x0E Der Mikrocode wurde nicht gefunden

OxOF Mikrocode nicht geladen

0x50 Speicherinitialisierungsfehler. Ungultiger Speichertyp oder inkompatible
Speichergeschwindigkeit.

0x51 Speicherinitialisierungsfehler. Der SPD-Lesewert ist fehlgeschlagen.

0x52 Speicherinitialisierungsfehler. Ungultige Speichergréflie oder Speichermodule

stimmen nicht Uberein.

0x53 Speicherinitialisierungsfehler. Kein verwendbarer Speicher erkannt.

0x54 Nicht angegebener Speicherinitialisierungsfehler

0x55 Speicher nicht installiert

0x56 Ungtltiger CPU-Typ oder ungiiltige Geschwindigkeit

0x57 CPU-Diskrepanz

0x58 CPU-Selbsttest fehlgeschlagen oder méglicher CPU-Cache-Fehler

0x59 Der CPU-Mikrocode wurde nicht gefunden oder das Microcode-Update ist

fehlgeschlagen

Ox5A Interner CPU-Fehler

0x5B PPI zurlicksetzen ist nicht verfliigbar
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Codieren

0x5C

0xDO0

0xD1

0xD2

0xD3

0xD4

0xD5

0xD6

0xD7

0xD8

0xD9

OxDA

0xDB

0xDC

0xDD

OxE8

OxE9

OxEA

OxEB

OxEC

OxED

OxEE

Zeigt An
PEI-Phase BMC Selbsttest fehlgeschlagen

CPU-Initialisierungsfehler

Initialisierungsfehler der Nordbriicke

Initialisierungsfehler Stdbriicke

Einige Architekturprotokolle sind nicht verfigbar

Fehler bei der PCI-Ressourcenzuweisung. Nicht mehr zur Verfuigung.
Kein Speicherplatz fir Legacy Option ROM

Es wurden keine Ausgabegerate fir die Konsole gefunden

Es wurden keine Gerate fir den Konsoleneingang gefunden
Ungliltiges Passwort

Fehler beim Laden der Boot-Option (Loadlmage hat Fehler zurlickgegeben)
Boot-Option fehigeschlagen (Startimage-Fehler zuriickgegeben)
Flash-Update fehlgeschlagen

Das Riicksetzprotokoll ist nicht verfligbar

DXE-Phase BMC-Selbsttestfehler

MRC: ERR_NO_MEMORY

MRC: ERR_LT_LOCK

MRC: ERR_DDR_INIT

MRC: ERR_MEM_TEST

MRC: ERR_VENDOR_SPECIFIC

MRC: ERR_DIMM_COMPAT

MRC: ERR_MRC_COMPATIBILITY
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Codieren Zeigt An

OXEF MRC: ERR_MRC_STRUCT

OXFO MRC: ERR_SET_VDD

OXF1 MRC: ERR_IOT_MEM_BUFFER
OXF2 MRC: ERR_RC_INTERN

OXF3 MRC: ERR_INVALID_REG_ACCESS
OxF4 MRC: ERR_SET_MC_FREQ

OXF5 MRC: ERR_READ_MC_FREQ

0x70 MRC: ERR_DIMM_CHANNEL

0x74 MRC: ERR_BIST_CHECK

OXF6 MRC: ERR_SMBUS

OXF7 MRC: ERR_PCU

OXF8 MRC: ERR_NGN

OXF9 MRC: ERR_INTERLEAVE_FAILURE

Hardware-Setup scheint zu hangen (SG100 und SG1000)

Das Installationsprogramm von StorageGRID Appliance ist moglicherweise nicht
verfugbar, wenn Hardwarefehler oder Verkabelungsfehler eine Ausfuhrung der Appliance
verhindern.

Schritte
1. Uberprifen Sie die LEDs am Gerét sowie die im BMC angezeigten Boot- und Fehlercodes.

2. Wenn Sie Hilfe bei der Behebung eines Problems bendtigen, wenden Sie sich an den technischen
Support.

Verwandte Informationen
* "Boot-up-Codes anzeigen (SG100 und SG1000)"

* "Fehlercodes anzeigen (SG100 und SG1000)"

Fehlerbehebung bei Verbindungsproblemen (SG100 und SG1000)

Wenn wahrend der Installation der StorageGRID-Appliance Verbindungsprobleme
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auftreten, fuhren Sie die hier aufgefuhrten Korrekturmal3nahmen durch.

Verbindung zum Gerat nicht moglich

Wenn Sie keine Verbindung zur Services-Appliance herstellen kénnen, liegt moglicherweise ein
Netzwerkproblem vor, oder die Hardwareinstallation wurde mdglicherweise nicht erfolgreich abgeschlossen.

Schritte

1.

Versuchen Sie, das Gerat mit der IP-Adresse des Gerats zu pingen :
ping services appliance IP

. Wenn Sie keine Antwort vom Ping erhalten, bestatigen Sie, dass Sie die richtige IP-Adresse verwenden.

Sie kénnen die IP-Adresse der Appliance im Grid-Netzwerk, im Admin-Netzwerk oder im Client-Netzwerk
verwenden.

. Wenn die IP-Adresse korrekt ist, Uberprifen Sie die Gerateverkabelung, QSFP- oder SFP-Transceiver und

die Netzwerkeinrichtung.

. Wenn ein physischer Zugang zur Appliance verfugbar ist, kdnnen Sie eine direkte Verbindung zur

permanenten Link-lokalen IP verwenden 169.254.0.1 Um die Controller-Netzwerkkonfiguration zu
Uberprifen und bei Bedarf zu aktualisieren. Detaillierte Anweisungen finden Sie in Schritt 2 unter "Rufen
Sie das Installationsprogramm fir StorageGRID-Appliances auf".

Falls das Problem dadurch nicht behoben werden kann, wenden Sie sich an den technischen Support.

Wenn der Ping erfolgreich war, 6ffnen Sie einen Webbrowser.

Geben Sie die URL fir das StorageGRID-Appliance-Installationsprogramm ein:
https://appliances controller IP:8443

Die Startseite wird angezeigt.
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