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Hardware-Ubersichten

SGF6112 Appliance: Uberblick

Die StorageGRID SGF6112 Appliance wird als Storage-Node in einem StorageGRID
System ausgefuhrt. Die Appliance kann in einer hybriden Grid-Umgebung verwendet
werden, die Appliance Storage Nodes und virtuelle (softwarebasierte) Storage-Nodes
kombiniert.

Die Appliance SGF6112 bietet folgende Funktionen:
* 12 NVMe-SSD-Laufwerke (Nonvolatile Memory Express) mit integrierten Computing- und Storage-
Controllern.

* Integriert die Storage- und Computing-Elemente fir einen StorageGRID Storage Node.

» Umfasst das Installationsprogramm von StorageGRID Appliance zur Vereinfachung der Bereitstellung und
Konfiguration von Storage-Nodes.

+ Umfasst einen Baseboard Management Controller (BMC) zur Uberwachung und Diagnose der Hardware
im Compute Controller.

 Unterstitzt bis zu vier 10-GbE- oder 25-GbE-Verbindungen mit dem StorageGRID-Grid-Netzwerk und dem
Client-Netzwerk.

Hardwarebeschreibung der SGF6112

Bei der StorageGRID SGF6112 handelt es sich um eine rein Flash-basierte Appliance mit einem kompakten
Design und einem Computing-Controller und einem Storage-Controller, der in ein 1-HE-Chassis integriert ist.
Die Appliance unterstitzt 12 SSD-NVMe-Laufwerke mit einer Speicherkapazitat von bis zu 15.3 TB pro
Laufwerk.

Ausfallsicherer Objekt-Storage

Das SGF6112 wurde mit SSDs in einem RAID konzipiert, das folgende Datensicherungsfunktionen bietet:

* Funktionsfahigkeit nach Ausfall einer einzelnen SSD ohne Beeintrachtigung der Objektverfligbarkeit.

* Funktionsfahigkeit nach Ausfallen mehrerer SSDs mit einer minimalen erforderlichen Reduzierung der
Objektverfugbarkeit (basierend auf dem Design des zugrunde liegenden RAID-Schemas).

* Wahrend der Wartung ist die vollstandige Recovery bei SSD-Ausfallen mdglich, die keine extremen
Schaden am RAID-Gehause des Root-Volumes des Nodes (des StorageGRID-Betriebssystems) zur Folge
haben.

Hardwarekomponenten der SGF6112

Die Appliance SGF6112 umfasst die folgenden Komponenten:



Komponente

Beschreibung

Computing- und Storage-Plattform  Ein Server mit einer Héheneinheit (1 HE), der Folgendes umfasst:

SGF6112-Diagramme

SGF6112 — Vorderansicht

Redundante Netzteile und Lufter

» Zwei 165-W-Prozessoren mit 2.1/2.6 GHz und 48 Kernen

» 256 GB RAM

* 2 x 1/10 GBase-T-Ports

* 4 x 10/25-GbE-Ethernet-Ports

* 1 x 256 GB internes Startlaufwerk (einschliellich StorageGRID-

Baseboard Management Controller (BMC) der das Hardware-
Management vereinfacht

Diese Abbildung zeigt die Vorderseite des SGF6112 ohne Blende. Die Appliance verflgt tber eine 1-HE-

Computing- und Storage-Plattform mit 12 SSD-Laufwerken.

SGF6112 — Riickansicht

Diese Abbildung zeigt die Ruckseite des SGF6112, einschliel3lich der Ports, Lifter und Netzteile.

Legende Port

1 Netzwerkanschlusse 1-4

2 BMC-Management-Port

3 Diagnose- und Supportports

10/25-GbE, basierend auf
Kabel- oder SFP-Transceiver-
Typ (SFP28- und SFP+-
Module werden unterstitzt),
Switch-Geschwindigkeit und
konfigurierter Link-
Geschwindigkeit.

1 GbE (RJ-45)

* Micro-USB-Konsolenport

* Micro-SD-
Steckplatzmodul

Nutzung

Stellen Sie eine Verbindung
zum Grid-Netzwerk und dem
Client-Netzwerk fur
StorageGRID her.

Stellen Sie eine Verbindung
mit dem Management
Controller der Hauptplatine
des Gerats her.

Nur zur Verwendung durch
technischen Support
reserviert.



Legende Port Typ Nutzung

4 Admin-Netzwerkport 1 1/10-GbE (RJ-45) SchlieRen Sie die Appliance
an das Admin-Netzwerk fur
StorageGRID an.

5 Admin — Netzwerkanschluss 2 1/10-GbE (RJ-45) Optionen:

SG6060 und SG6060X Appliances: Uberblick

* Verbindung mit Admin-

Netzwerk-Port 1 fir eine
redundante Verbindung
zum Admin-Netzwerk flr
StorageGRID.

Lassen Sie die
Verbindung getrennt und
fur den voriibergehenden
lokalen Zugriff verfligbar
(IP 169.254.0.1).

Verwenden Sie wahrend
der Installation Port 2 fur
die IP-Konfiguration, wenn
DHCP-zugewiesene IP-
Adressen nicht verfligbar
sind.

Die StorageGRID SG6060 und SG6060X Appliances umfassen jeweils einen Computing-
Controller und ein Storage-Controller-Shelf, das zwei Storage Controller und 60

Laufwerke enthalt.

Optional kénnen beide Appliances mit Erweiterungs-Shelfs flir 60 Laufwerke erganzt werden. Es gibt keine
Spezifikationen oder funktionalen Unterschiede zwischen dem SG6060 und SG6060X, aul3er der Position der

Interconnect-Ports am Storage Controller.

Komponenten SG6060 und SG6060X

Die SG6060 und SG6060X Appliances umfassen die folgenden Komponenten:



Komponente

Computing-Controller

Storage Controller Shelf

Optional: Storage-Erweiterungs-
Shelfs

Hinweis: Erweiterungseinschibe
kdnnen bei der ersten
Implementierung installiert oder
spater hinzugefligt werden.

Beschreibung
SG6000-CN-Controller, ein 1U-Server (1 Rack-Einheit) mit folgenden
Komponenten:

* 40 Cores (80 Threads)

* 192 GB RAM

* Bis zu 4 x 25 Gbit/s aggregierte Ethernet-Bandbreite

* FC-Interconnect mit 4 x 16 GBit/s

» Baseboard Management Controller (BMC) der das Hardware-
Management vereinfacht

* Redundante Netzteile

E-Series E2860 Controller-Shelf (Storage-Array), ein 4-HE-Shelf mit
folgenden Komponenten:

« Zwei Controller der E2800 Serie (Duplexkonfiguration) fiir die
Unterstutzung von Storage Controller Failover
o Das SG6060 enthalt E2800A Storage Controller
o Das SG6060X enthalt E2800B Storage Controller

» Shelf mit funf Einschiben fir Festplatten mit 60 3.5-Zoll-Laufwerken
(2 Solid State-Laufwerke bzw. SSDs und 58 NL-SAS-Laufwerke)

« Redundante Netzteile und Lufter

E-Series DE460C Gehause, ein 4-HE-Shelf mit folgenden
Komponenten:
» Zwei Eingangs-/Ausgangsmodule (IOMs)

» Funf Schubladen mit jeweils 12 NL-SAS-Laufwerken flr insgesamt
60 Laufwerke

* Redundante Netzteile und LlUfter
Jede SG6060 und SG6060X Appliance kann Gber ein oder zwei

Erweiterungs-Shelfs fur insgesamt 180 Laufwerke verfiigen (zwei dieser
Laufwerke sind fur den E-Series Lese-Cache reserviert).

Diagramme SG6060 und SG6060X

Die Fronten des SG6060 und des SG6060X sind identisch.

Vorderansicht des SG6060 oder SG6060X

Diese Abbildung zeigt die Vorderseite des SG6060 oder SG6060X, der einen 1-HE-Computing-Controller und
ein 4-HE-Shelf mit zwei Storage-Controllern und 60 Laufwerken in finf Laufwerkseinschiben umfasst.
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Beschreibung

SG6000-CN Computing Controller mit Frontblende

E2860 Controller-Shelf mit Frontblende (optionales Erweiterungs-Shelf
erscheint identisch)

SG6000-CN Computing Controller mit abnehmbarer Frontblende

E2860 Controller-Shelf mit entfernter Frontblende (optionales
Erweiterungs-Shelf erscheint identisch)




SG6060 — Riickansicht

Diese Abbildung zeigt die Riickseite des SG6060, einschlieRlich der Computing- und Storage-Controller, Lifter
und Netzteile.

Legende Beschreibung

1 Netzteil (1 von 2) fir SG6000-CN Compute Controller

2 Anschlisse fur SG6000-CN Compute Controller

3 Lafter (1 von 2) fir E2860 Controller-Shelf

4 E-Series E2800A Storage-Controller (1 von 2) und Anschlisse
5 Netzteil (1 von 2) fir E2860 Controller-Shelf

SG6060X — Riickansicht
Diese Abbildung zeigt die Riickseite des SG6060X.



Legende Beschreibung

1 Netzteil (1 von 2) fir SG6000-CN Compute Controller

2 Anschlisse flir SG6000-CN Compute Controller

3 Lufter (1 von 2) fir E2860 Controller-Shelf

4 E-Series E2800B Storage-Controller (1 von 2) und Anschliisse
5 Netzteil (1 von 2) fir E2860 Controller-Shelf

Erweiterungs-Shelf

Diese Abbildung zeigt die Rickseite des optionalen Erweiterungs-Shelfs fir SG6060 und SG6060X,
einschlieBlich der ein-/Ausgabemodule (IOMs), Lifter und Netzteile. Jeder SG6060 kann mit einem oder zwei
Erweiterungs-Shelfs installiert werden. Dies kann bei der Erstinstallation oder einem spateren Zeitpunkt
hinzugefugt werden.



Legende Beschreibung

1 Lafter (1 von 2) fur Erweiterungs-Shelf
2 IOM (1 von 2) fur Erweiterungs-Shelf

3 Netzteil (1 von 2) fur Erweiterungs-Shelf

SG6000 Controller

Jedes Modell der StorageGRID SG6000 Appliance umfasst je nach Modell einen
SG6000-CN Computing Controller in einem 1-HE-Gehause und E-Series Duplex
Storage-Controller in einem 2-HE- oder 4-HE-Gehause. In den Diagrammen erfahren Sie
mehr Uber die einzelnen Controller-Typen.

SG6000-CN Computing-Controller

« Stellt fir die Appliance Computing-Ressourcen bereit

» Schliel3t das Installationsprogramm fiir StorageGRID-Appliance ein.

@ Die StorageGRID-Software ist auf der Appliance nicht vorinstalliert. Diese Software wird
beim Bereitstellen der Appliance vom Admin-Node abgerufen.

* Es kann eine Verbindung zu allen drei StorageGRID-Netzwerken hergestellt werden, einschliel3lich dem
Grid-Netzwerk, dem Admin-Netzwerk und dem Client-Netzwerk.

« Stellt eine Verbindung zu den E-Series Storage Controllern her und arbeitet als Initiator.

SG6000-CN-Anschliisse



Legende
1

Port

Interconnect-Ports 1-4

Netzwerkanschlisse 1-4

BMC-Management-Port

Diagnose- und
Supportports

Admin-Netzwerkport 1

Admin —
Netzwerkanschluss 2

Typ

16 Gbit/s Fibre Channel

(FC) mit integrierter Optik

10-GbE oder 25-GbE auf
Basis von Kabel- oder
SFP-Transceiver, Switch-
Geschwindigkeit und
konfigurierter
Verbindungsgeschwindigk
eit

1 GbE (RJ-45)

* VGA
» Seriell, 115200 8-N-1
+ USB

1 GbE (RJ-45)

1 GbE (RJ-45)

Nutzung

Verbinden Sie den SG6000-CN
Controller mit den E2800 Controllern
(zwei Verbindungen zu jedem E2800).

Stellen Sie eine Verbindung zum Grid-
Netzwerk und dem Client-Netzwerk ftr
StorageGRID her.

Stellen Sie eine Verbindung mit dem
SG6000-CN Baseboard Management
Controller her.

Nur zur Verwendung durch technischen
Support reserviert.

Verbinden Sie das SG6000-CN mit dem
Admin-Netzwerk flir StorageGRID.

Optionen:

* Verbindung mit Management-Port 1
fur eine redundante Verbindung
zum Admin-Netzwerk fir
StorageGRID.

» Lassen Sie nicht verdrahtet und fur
den voribergehenden lokalen
Zugang verfugbar (IP 169.254.0.1).

* Verwenden Sie wahrend der
Installation Port 2 flir die IP-
Konfiguration, wenn DHCP-
zugewiesene IP-Adressen nicht
verfligbar sind.



SGF6024 — EF570 Storage-Controller

« Zwei Controller fiir Failover-Support.

» Verwalten Sie den Speicher der Daten auf den Laufwerken.

» Funktion als standardmaRige E-Series Controller in einer Duplexkonfiguration.

» Schliel3en Sie die SANTtricity OS Software (Controller-Firmware) an.

+ Enthalten ist SANtricity System Manager fiir die Uberwachung der Storage-Hardware und fiir das
Warnmanagement, die AutoSupport Funktion und die Laufwerksicherheitsfunktion.

« Stellen Sie eine Verbindung zum SG6000-CN-Controller her und ermdglichen Sie den Zugriff auf den
Flash-Speicher.

EF570 Connector

Legende
1

10

Port Typ
Interconnect-Ports 1 und  Optischer 16-Gbit/s-FC-
2 SFP
Diagnose- und * Serieller RJ-45-
Supportports Anschluss
« Serieller Micro-USB-
Anschluss

» USB-Anschluss

Ports zur 12 GB/s SAS
Laufwerkserweiterung

Management-Ports 1 und 1-GB-Ethernet (RJ-45
2

Nutzung

Verbinden Sie jeden EF570 Controller
mit dem SG6000-CN Controller.

Es sind vier Verbindungen zum
SG6000-CN Controller vorhanden (zwei
von jedem EF570).

Nur zur Verwendung durch technischen
Support reserviert.

Nicht verwendet. Die SGF6024
Appliance unterstitzt keine Festplatten-
Shelfs zur Erweiterung.

» Port 1 stellt eine Verbindung zum
Netzwerk her, in dem Sie in einem
Browser auf SANTtricity System
Manager zugreifen.

» Port 2 ist fur den technischen
Support reserviert.



SG6060 und SG6060X: E2800 Storage-Controller

« Zwei Controller fiir Failover-Support.

» Verwalten Sie den Speicher der Daten auf den Laufwerken.

» Funktion als standardmaRige E-Series Controller in einer Duplexkonfiguration.
» Schliel3en Sie die SANTtricity OS Software (Controller-Firmware) an.

+ Enthalten ist SANtricity System Manager fiir die Uberwachung der Storage-Hardware und fiir das
Warnmanagement, die AutoSupport Funktion und die Laufwerksicherheitsfunktion.

« Stellen Sie eine Verbindung zum SG6000-CN-Controller her und ermdglichen Sie den Zugriff auf den
Speicher.

Die SG6060 und SG6060X verwenden E2800 Storage-Controller.

Appliance Controller Controller-HIC
SG6060 Zwei E2800A Storage Controller Keine
SG6060X Zwei E2800B Storage Controller HIC mit vier Ports

Die E2800A und E2800B Storage Controller sind in den Spezifikationen und Funktionen identisch, auer an
der Position der Interconnect-Ports.

@ Verwenden Sie kein E2800A und kein E2800B im selben Gerat.

E2800A-Anschliisse

Legende Port Typ Nutzung
1 Interconnect-Ports 1 und  Optischer 16-Gbit/s-FC-  Schliel3en Sie alle E2800A-Controller
2 SFP an den SG6000-CN-Controller an.

Es gibt vier Verbindungen zum SG6000-
CN Controller (zwei von jedem
E2800A).

11



Legende Port

2 Management-Ports 1 und
2

3 Diagnose- und
Supportports

4 Festplattenerweiterungs-
Ports 1 und 2

E2800B-Anschliisse

12

Typ
1-GB-Ethernet (RJ-45

» Serieller RJ-45-
Anschluss

» Serieller Micro-USB-
Anschluss

» USB-Anschluss

12 GB/s SAS

Nutzung
* Port 1-Optionen:

o Stellen Sie eine Verbindung zu
einem Managementnetzwerk
her, um direkten TCP/IP-Zugriff
auf SANtricity System Manager
zu ermoglichen

o Lassen Sie die Kabel, um einen
Switch-Port und eine IP-
Adresse zu speichern. Greifen
Sie Uber die Grid Manager- oder
Speicher Grid Appliance
Installer-Uls auf den SANtricity
System Manager zu.

Hinweis: Einige optionale SANTtricity-
Funktionen, wie z.B. NTP Sync flr
genaue Log-Zeitstempel, sind nicht
verfiigbar, wenn Sie Port 1 unverdrahtet
lassen.

Hinweis: StorageGRID 11.5 oder héher
und SANTtricity 11.70 oder hdher sind
erforderlich, wenn Sie Port 1
unverdrahtet verlassen.

 Port 2 ist fur den technischen
Support reserviert.

Nur zur Verwendung durch technischen
Support reserviert.

Verbinden Sie die Ports mit den
Laufwerkserweiterungsports der IOMs
im Erweiterungs-Shelf.



Legende Port Typ Nutzung

1 Interconnect-Ports 1 und  Optischer 16-Gbit/s-FC-  Schliel3en Sie alle E2800B-Controller
2 SFP an den SG6000-CN-Controller an.

Es gibt vier Verbindungen zum SG6000-
CN Controller (zwei von jedem
E2800B).

2 Management-Ports 1 und  1-GB-Ethernet (RJ-45 » Port 1-Optionen:

2 o Stellen Sie eine Verbindung zu

einem Managementnetzwerk
her, um direkten TCP/IP-Zugriff
auf SANTtricity System Manager
zu ermaoglichen

o Lassen Sie die Kabel, um einen
Switch-Port und eine IP-
Adresse zu speichern. Greifen
Sie Uber die Grid Manager- oder
Speicher Grid Appliance
Installer-Uls auf den SANTtricity
System Manager zu.

Hinweis: Einige optionale SANTtricity-
Funktionen, wie z.B. NTP Sync flir
genaue Log-Zeitstempel, sind nicht
verfigbar, wenn Sie Port 1 unverdrahtet
lassen.

Hinweis: StorageGRID 11.5 oder héher
und SANTtricity 11.70 oder hdher sind
erforderlich, wenn Sie Port 1
unverdrahtet verlassen.

» Port 2 ist fur den technischen
Support reserviert.

13



Legende Port Typ Nutzung

3 Diagnose- und * Serieller RJ-45- Nur zur Verwendung durch technischen
Supportports Anschluss Support reserviert.
« Serieller Micro-USB-
Anschluss

* USB-Anschluss

4 Festplattenerweiterungs- 12 GB/s SAS Verbinden Sie die Ports mit den
Ports 1 und 2 Laufwerkserweiterungsports der IOMs
im Erweiterungs-Shelf.

SG6060 und SG6060X: IOMs fur optionale Erweiterungs-Shelfs

Das Erweiterungs-Shelf enthalt zwei I1/0-Module (IOMs), die mit den Storage-Controllern oder anderen
Erweiterungs-Shelfs verbunden sind.

IOM-Anschliisse

®

Legende Port Typ Nutzung
1 Ports zur 12 GB/s SAS Verbinden Sie die einzelnen Ports mit
Laufwerkserweiterung 1-4 den Storage-Controllern oder mit einem
zusatzlichen Erweiterungs-Shelf (falls
vorhanden).

SG5700 Appliance: Uberblick

Die SG5700 StorageGRID Appliance ist eine integrierte Storage- und Computing-
Plattform, die als Storage-Node in einem StorageGRID Grid ausgefuhrt wird. Die
Appliance kann in einer hybriden Grid-Umgebung verwendet werden, die Appliance
Storage Nodes und virtuelle (softwarebasierte) Storage-Nodes kombiniert.

Die Appliance der StorageGRID SG5700 Serie bietet folgende Funktionen:

* Integrieren Sie die Storage- und Computing-Elemente fiir einen StorageGRID Storage Node.

» Schliel3en Sie das Installationsprogramm flir StorageGRID Appliance an, um die Implementierung und
Konfiguration von Storage-Nodes zu vereinfachen.

14



* Umfasst E-Series SANtricity System Manager fur Hardware-Management und Monitoring.

 Unterstutzung fur bis zu vier 10-GbE- oder 25-GbE-Verbindungen mit dem StorageGRID-Grid-Netzwerk
und dem Client-Netzwerk.

* Unterstltzung fur Full Disk Encryption (FDE)-Laufwerke oder FIPS-Laufwerke Wenn diese Laufwerke mit
der Laufwerksicherheitsfunktion in SANTtricity System Manager verwendet werden, wird ein nicht
autorisierter Zugriff auf die Daten verhindert.

Das SG5700-Appliance ist in vier Modellen verfiigbar: SG5712 und SG5712X sowie SG5760 und SG5760. Es
gibt keine Spezifikations- oder Funktionsunterschiede zwischen dem SG5712 und SG5712X aufder der Lage
der Interconnect-Ports auf dem Storage Controller. Ebenso gibt es keine Spezifikations- oder
Funktionsunterschiede zwischen dem SG5760 und dem SG5760X, aul3er dem Standort der Interconnect Ports

am Storage Controller.

SG5700 Komponenten

Die SG5700 Modelle umfassen die folgenden Komponenten:

Komponente
Computing-
Controller

Storage Controller

Chassis

Laufwerke

Redundante
Netzteile und Lufter

SG5712
E5700SG Controller

E2800A-Controller

E-Series DE212C-
Gehause, ein 2-HE-
Gehause (Rack-
Unit)

12 NL-SAS-
Laufwerke (3.5 Zoll)

Zwei Power-Fan-
Kanister

SG5712X
E5700SG Controller

E2800B-Controller

E-Series DE212C-
Gehause, ein 2-HE-
Gehause (Rack-
Unit)

12 NL-SAS-
Laufwerke (3.5 Zoll)

Zwei Power-Fan-
Kanister

SG5760
E5700SG Controller

E2800A-Controller

E-Series DE460C
Gehause, ein 4-HE-
Gehause (Rack-Unit

60 NL-SAS-
Laufwerke (3.5 Zoll)

Zwei
Leistungskanister
und zwei
Lufterkanister

SG5760
E5700SG Controller

E2800B-Controller

E-Series DE460C
Gehause, ein 4-HE-
Gehause (Rack-Unit

60 NL-SAS-
Laufwerke (3.5 Zoll)

Zwei
Leistungskanister
und zwei
Lafterkanister

Der maximale Rohkapazitat, der in der StorageGRID-Appliance verflgbar ist, richtet sich nach der Anzahl der
Laufwerke in jedem Gehause. Sie kénnen den verfugbaren Speicher nicht erweitern, indem Sie ein Shelf mit
zusatzlichen Laufwerken hinzuflgen.

SG5700-Diagramme

SG5712 Vorder- und Riickansicht

Die Abbildungen zeigen die Vorder- und Rickseite des SG5712, einem 2-HE-Gehause fiir 12 Laufwerke.

15



SG5712 Komponenten

Die SG5712 umfasst zwei Controller und zwei Power-Fan-Kanister.

Lk
M
I_’__-: L L L]
Legende Beschreibung
1 E2800A-Controller (Storage-Controller)
2 E5700SG Controller (Compute-Controller)
3 Power-Fan-Behalter

SG5712X Vorder- und Riickansicht

Die Abbildungen zeigen die Vorder- und Rickseite des SG5712X, einem 2U-Gehause fir 12 Laufwerke.

16



SG5712X Komponenten

Das SG5712X besteht aus zwei Controllern und zwei Power-Fan-Kanistern.

Legende Beschreibung

1 E2800B-Controller (Storage-Controller)

2 E5700SG Controller (Compute-Controller)
3 Power-Fan-Behalter

Vorder- und Riickansicht des SG5760

Die Abbildungen zeigen die Vorder- und Rickseite des SG5760-Modells, ein 4-HE-Gehause flir 60 Laufwerke
in 5 Laufwerkseinschuben.

17



SG5760 Komponenten

Die SG5760 verfugt GUber zwei Controller, zwei Lifterbehalter und zwei Strombehalter.

Legende Beschreibung

1 E2800A-Controller (Storage-Controller)

2 E5700SG Controller (Compute-Controller)
3 Geblasebehalter (1 von 2)

4 Leistungsbehalter (1 von 2)

SG5760X Vorder- und Riickansicht

Die Abbildungen zeigen die Vorder- und Rickseite des Modells SG5760X, einem 4U-Gehause, das 60
Laufwerke in 5 Laufwerkseinschiben aufnehmen kann.

18



SG5760X Komponenten

Die SG5760X enthalt zwei Controller, zwei Lifterzangen und zwei Leistungszangen.

Legende Beschreibung

1 E2800B-Controller (Storage-Controller)

2 E5700SG Controller (Compute-Controller)
3 Geblasebehalter (1 von 2)

4 Leistungsbehalter (1 von 2)

Verwandte Informationen

"NetApp E-Series Systems Documentation Site"

SG5700 Controller

Sowohl die SG5712 und SG5712X mit 12 Laufwerken als auch die SG5760 und
SG5760X Modelle mit 60 Laufwerken der StorageGRID Appliance umfassen einen
E5700SG Computing-Controller und einen E-Series E2800 Storage-Controller.

* Das SG5712 und SG5760 verwenden einen E2800A-Controller.
e Das SG5712X und das SG5760 verwenden einen E2800B-Controller.

Die E2800A- und E2800B-Controller sind in der Spezifikation und Funktion identisch, mit Ausnahme des
Standorts der Interconnect-Ports.

19
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E5700SG Compute-Controller

* Arbeitet als Computing-Server fiir die Appliance.

» Schliel3t das Installationsprogramm fiir StorageGRID-Appliance ein.

®

Die StorageGRID-Software ist auf der Appliance nicht vorinstalliert. Auf diese Software wird
Uber den Admin-Node zugegriffen, wenn Sie die Appliance bereitstellen.

» Es kann eine Verbindung zu allen drei StorageGRID-Netzwerken hergestellt werden, einschlieRlich dem
Grid-Netzwerk, dem Admin-Netzwerk und dem Client-Netzwerk.

« Stellt eine Verbindung zum E2800 Controller her und arbeitet als Initiator.

E5700SG-Steckverbinder

Legende
1
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Port

Interconnect-Ports 1 und 2

Diagnose- und Supportports

Ports zur
Laufwerkserweiterung

Netzwerkanschlisse 1-4

Typ

16 Gbit/s Fibre Channel (FC),

optischer SFP

e Serieller RJ-45-Anschluss
e Serieller Micro-USB-

Anschluss
» USB-Anschluss

12 GB/s SAS

10-GbE oder 25-GbE,
basierend auf SFP-
Transceiver, Switch-
Geschwindigkeit und
konfigurierter Link-
Geschwindigkeit

Nutzung

Verbinden Sie den E5700SG
Controller mit dem E2800
Controller.

Reserviert fir technischen
Support.

Nicht verwendet.
StorageGRID Appliances
unterstitzen keine
Erweiterungs-Festplatten-
Shelfs.

Stellen Sie eine Verbindung
zum Grid-Netzwerk und dem
Client-Netzwerk fiir
StorageGRID her.



Legende Port Typ Nutzung

5 Management-Port 1 1-GB-Ethernet (RJ-45 Stellen Sie eine Verbindung
zum Admin-Netzwerk fir
StorageGRID her.

6 Management-Port 2 1-GB-Ethernet (RJ-45 Optionen:

* Verbindung mit
Management-Port 1 fur
eine redundante
Verbindung zum Admin-
Netzwerk flr
StorageGRID.

 Lassen Sie nicht
verdrahtet und fir den
voribergehenden lokalen
Zugang verfugbar (IP
169.254.0.1).

* VVerwenden Sie wahrend
der Installation Port 2 fir
die IP-Konfiguration, wenn
DHCP-zugewiesene |IP-
Adressen nicht verfligbar
sind.

E2800 Storage-Controller

Der E2800 Storage-Controller wurde in den SG5700 Appliances in zwei Versionen verwendet: E2800A und
E2800B. Das E2800A hat keine HIC und das E2800B hat eine HIC mit vier Ports. Die beiden Controller-
Versionen haben die gleichen Spezifikationen und Funktionen, mit Ausnahme der Lage der Interconnect-Ports.

Der Storage Controller der E2800 Serie verfugt Uber folgende Spezifikationen:

* Fungiert als Storage Controller fur die Appliance.

* Verwaltet den Storage der Daten auf den Laufwerken.

* Funktioniert als Standard-E-Series-Controller im Simplexmodus.
» Beinhaltet SANtricity OS Software (Controller-Firmware)

+ Enthalt SANtricity System Manager fiir die Uberwachung der Appliance-Hardware und fiir das Verwalten
von Warnmeldungen, die AutoSupport Funktion und die Laufwerksicherheitsfunktion.

« Stellt eine Verbindung zum E5700SG-Controller her und arbeitet als Ziel.

E2800A-Anschliisse
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E2800B-Anschliisse

=

Legende Port Typ Nutzung

1 Interconnect-Ports 1 und 2 Optischer 16 Gbit/s FC SFP ~ Verbinden Sie den E2800
Controller mit dem E5700SG
Controller.
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Legende Port Typ Nutzung
2 Management-Ports 1 und 2 1-GB-Ethernet (RJ-45 » Port 1-Optionen:

o Stellen Sie eine
Verbindung zu einem
Managementnetzwerk
her, um direkten
TCP/IP-Zugriff auf
SANtricity System
Manager zu
ermoglichen

o Lassen Sie die Kabel,
um einen Switch-Port
und eine IP-Adresse
zu speichern. Greifen
Sie Uber die Grid
Manager- oder
Speicher Grid
Appliance Installer-Uls
auf den SANTfricity
System Manager zu.

Hinweis: Einige optionale

SANtricity-Funktionen, wie
z.B. NTP Sync flir genaue

Log-Zeitstempel, sind nicht
verfugbar, wenn Sie Port 1

unverdrahtet lassen.

Hinweis: StorageGRID 11.5
oder hoher und SANTtricity
11.70 oder hoher sind
erforderlich, wenn Sie Port 1
unverdrahtet verlassen.

* Port 2 ist fur den
technischen Support

reserviert.
3 Diagnose- und Supportports * Serieller RJ-45-Anschluss Nur zur Verwendung durch
. Serieller Micro-USB-  technischen Support
reserviert.
Anschluss
» USB-Anschluss
4 Ports zur 12 GB/s SAS Nicht verwendet.

Laufwerkserweiterung:

SG100- und SG1000-Gerite: Uberblick
Die StorageGRID SG100 Services Appliance und die SG1000 Services Appliance
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konnen als Gateway-Node und als Admin-Node ausgefuhrt werden, um hochverfugbare
Load-Balancing-Services in einem StorageGRID System bereitzustellen. Beide
Appliances kdnnen gleichzeitig als Gateway-Nodes und Admin-Nodes (primar oder nicht
primar) betrieben werden.

Funktionen der Appliance

Beide Modelle der Service Appliance bieten die folgenden Funktionen:

» Gateway-Knoten oder Admin-Knoten Funktionen fir ein StorageGRID-System.
« StorageGRID Appliance Installer zur Vereinfachung der Implementierung und Konfiguration von Nodes.

 Bei der Bereitstellung kann tber einen vorhandenen Admin-Node oder Gber auf ein lokales Laufwerk
heruntergeladene Software auf die StorageGRID-Software zugegriffen werden. Um den
Implementierungsprozess weiter zu vereinfachen, wird wahrend der Fertigung eine aktuelle Version der
Software vorinstalliert.

» Ein Baseboard Management Controller (BMC) fiir das Monitoring und die Diagnose einiger Hardware des
Gerats.

» Die Mdglichkeit, eine Verbindung zu allen drei StorageGRID-Netzwerken herzustellen, einschlieRlich Grid-
Netzwerk, Admin-Netzwerk und Client-Netzwerk:

o Das SG100 unterstiitzt bis zu vier 10- oder 25-GbE-Verbindungen mit dem Grid-Netzwerk und dem
Client-Netzwerk.

o Das SG1000 unterstitzt bis zu vier 10-, 25-, 40- oder 100-GbE-Verbindungen zum Grid-Netzwerk und
dem Client-Netzwerk.

SG100- und SG1000-Diagramme

Diese Abbildung zeigt die Vorderseite des SG100 und des SG1000 mit entfernter Blende. Von der Vorderseite
sind die beiden Geréate identisch, mit Ausnahme des Produktnamens auf der Blende.

Die beiden durch die orangefarbene Umrandung gekennzeichneten Solid State-Laufwerke (SSDs) werden zur
Speicherung des StorageGRID-Betriebssystems verwendet und aus Redundanzgriinden mit RAID 1
gespiegelt. Wenn die SG100- oder SG1000-Services-Appliance als Admin-Node konfiguriert ist, werden diese
Laufwerke zum Speichern von Audit-Protokollen, Kennzahlen und Datenbanktabellen verwendet.

Die Ubrigen Laufwerksschachte sind leer.

SG100-Anschlusse

Diese Abbildung zeigt die Anschlisse auf der Rickseite des SG100.

24



Legende
1

Port

Netzwerkanschllisse 1-4

BMC-Management-Port

Diagnose- und Supportports

Admin-Netzwerkport 1

Typ

10/25-GbE, basierend auf
Kabel- oder SFP-Transceiver-
Typ (SFP28 und SFP+
Module werden untersttitzt),
Switch-Geschwindigkeit und
konfigurierter Link-
Geschwindigkeit

1 GbE (RJ-45)

* VGA
* Seriell, 115200 8-N-1
+ USB

1 GbE (RJ-45)

Nutzung

Stellen Sie eine Verbindung
zum Grid-Netzwerk und dem
Client-Netzwerk fur
StorageGRID her.

Stellen Sie eine Verbindung
mit dem Management
Controller der Hauptplatine
des Gerats her.

Nur zur Verwendung durch
technischen Support
reserviert.

SchlieRen Sie die Appliance
an das Admin-Netzwerk flr
StorageGRID an.
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Legende Port

Typ

5 Admin — Netzwerkanschluss 2 1 GbE (RJ-45)

SG1000-Anschliisse

Diese Abbildung zeigt die Anschliisse auf der Riickseite des SG1000.

Nutzung

Optionen:

* Verbindung mit
Management-Port 1 fir
eine redundante
Verbindung zum Admin-
Netzwerk fur
StorageGRID.

» Lassen Sie die
Verbindung getrennt und
fur den voribergehenden
lokalen Zugriff verfligbar
(IP 169.254.0.1).

* Verwenden Sie wahrend
der Installation Port 2 flr
die IP-Konfiguration, wenn
DHCP-zugewiesene IP-
Adressen nicht verfligbar
sind.

Legende Port

1 Netzwerkanschllisse 1-4
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Typ

10/25/40/100-GbE, basierend

auf Kabel- oder Transceiver-
Typ, Switch-Geschwindigkeit
und konfigurierter

Verbindungsgeschwindigkeit.

QSFP28 und QSFP+
(40/100GbE) werden nativ
unterstitzt und SFP28/SFP+

Transceiver konnen mit einem

QSA (separat erhaltlich) fiir
10/25-GbE-

Geschwindigkeiten verwendet

werden.

Nutzung

Stellen Sie eine Verbindung
zum Grid-Netzwerk und dem
Client-Netzwerk fur
StorageGRID her.



Legende
2

SG100- und SG1000-Applikationen

Port
BMC-Management-Port

Diagnose- und Supportports

Admin-Netzwerkport 1

Typ
1 GbE (RJ-45)

* VGA
* Seriell, 115200 8-N-1
+ USB

1 GbE (RJ-45)

Admin — Netzwerkanschluss 2 1 GbE (RJ-45)

Nutzung

Stellen Sie eine Verbindung
mit dem Management
Controller der Hauptplatine
des Geréts her.

Nur zur Verwendung durch
technischen Support
reserviert.

Schlie®en Sie die Appliance
an das Admin-Netzwerk flr
StorageGRID an.

Optionen:

* Verbindung mit
Management-Port 1 fur
eine redundante
Verbindung zum Admin-
Netzwerk fur
StorageGRID.

» Lassen Sie die
Verbindung getrennt und
fur den vorubergehenden
lokalen Zugriff verfigbar
(IP 169.254.0.1).

* Verwenden Sie wahrend
der Installation Port 2 flr
die IP-Konfiguration, wenn
DHCP-zugewiesene IP-
Adressen nicht verflgbar
sind.

Die StorageGRID Services Appliances kdnnen auf unterschiedliche Weise konfiguriert werden, um Gateway

Services oder Redundanz einiger Grid-Administrations-Services bereitzustellen.
Appliances kénnen wie folgt eingesetzt werden:

* Zu einem neuen oder vorhandenen Grid als Gateway-Node hinzufliigen

* Flgen Sie zu einem neuen Grid als primaren oder nicht-primaren Admin-Node oder zu einem
vorhandenen Grid als nicht-primarer Admin-Node hinzu

* Arbeiten Sie gleichzeitig als Gateway Node und Admin Node (primar oder nicht primar)

Die Appliance erleichtert die Nutzung von Hochverfligbarkeitsgruppen (HA) und intelligentem Lastausgleich fiir
S3- oder Swift-Datenpfadverbindungen.
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In den folgenden Beispielen wird beschrieben, wie Sie die Funktionen der Appliance maximieren kdnnen:

» Verwenden Sie zwei SG100- oder zwei SG1000-Appliances, um Gateway-Services bereitzustellen, indem
Sie sie als Gateway-Nodes konfigurieren.

@ Implementieren Sie die SG100 und SG1000 Service Appliances nicht am selben Standort.
Das kann zu einer unvorhersehbaren Performance fihren.

* Verwenden Sie zwei SG100- oder zwei SG1000-Appliances, um die Redundanz einiger Grid-
Verwaltungsdienste zu gewahrleisten. Konfigurieren Sie dazu jedes Gerat als Admin-Nodes.

* Verwenden Sie zwei SG100- oder zwei SG1000-Appliances, um hochverfigbare Lastausgleichs- und
Traffic Shaping-Services bereitzustellen, auf die Uber eine oder mehrere virtuelle IP-Adressen zugegriffen
wird. Konfigurieren Sie die Appliances als beliebige Kombination aus Admin-Nodes oder Gateway-Nodes
und fligen Sie beide Nodes derselben HA-Gruppe hinzu.

Wenn Sie Admin-Nodes und Gateway-Nodes in derselben HA-Gruppe verwenden, erfolgt
kein Failover fir den nur-Admin-Node-Port. Siehe Anweisungen fur "Konfigurieren von HA-
Gruppen".

Bei der Verwendung mit StorageGRID Storage Appliances ermoglichen sowohl die SG100- als auch die
SG1000-Service-Appliances die Implementierung von geratebasierten Grids ohne Abhangigkeiten von
externen Hypervisoren oder Computing-Hardware.
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