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Implementieren des Appliance-Node

Appliance-Storage-Node implementieren

Nach der Installation und Konfiguration der Storage Appliance konnen Sie sie als Storage
Node in einem StorageGRID System bereitstellen. Wenn Sie eine Appliance als
Speicherknoten bereitstellen, verwenden Sie das StorageGRID-Appliance-
Installationsprogramm, das in der Appliance enthalten ist.

Bevor Sie beginnen
* Wenn Sie einen Appliance-Node klonen, fahren Sie mit fort "Klonen von Appliance-Nodes" Prozess.

» Das Gerat wurde in einem Rack oder Schrank installiert, mit Ihren Netzwerken verbunden und
eingeschaltet.

+ Mithilfe des Installationsprogramms der StorageGRID Appliance wurden Netzwerkverbindungen, 1P-
Adressen und (falls erforderlich) die Port-Neuzuordnung fiir die Appliance konfiguriert.

+ Sie kennen eine der IP-Adressen, die dem Computing-Controller der Appliance zugewiesen sind. Sie
kénnen die IP-Adresse flr jedes angeschlossene StorageGRID-Netzwerk verwenden.

* Der primare Admin-Node fir das StorageGRID System wurde bereitgestellt.

* Alle Grid-Subnetze, die auf der Seite IP-Konfiguration des Installationsprogramms flr StorageGRID-Gerate
aufgefiihrt sind, wurden in der Netznetzwerksubnetz-Liste auf dem primaren Admin-Node definiert.

« Sie verfligen Uber einen Service-Laptop mit einem unterstiitzten Webbrowser.

Uber diese Aufgabe

Jede Storage Appliance arbeitet als einzelner Storage-Node. Jede Appliance kann eine Verbindung zum Grid-
Netzwerk, dem Admin-Netzwerk und dem Client-Netzwerk herstellen

Um einen Appliance-Speicherknoten in einem StorageGRID-System bereitzustellen, greifen Sie auf das
Installationsprogramm der StorageGRID-Appliance zu und fiihren Sie die folgenden Schritte aus:

 Sie geben die IP-Adresse des primaren Admin-Knotens und den Namen des Speicherknoten an oder
bestatigen sie.

« Sie starten die Implementierung und warten, bis die Volumes konfiguriert und die Software installiert ist.

* Wenn die Installation die Installationsaufgaben der Appliance gemeinsam durchlaufen hat, setzen Sie die
Installation fort, indem Sie sich beim Grid Manager anmelden, alle Grid-Nodes genehmigen und den
Installations- und Implementierungsprozess von StorageGRID abschliefl3en.

Wenn Sie mehrere Appliance-Nodes gleichzeitig implementieren miissen, kdnnen Sie den
@ Installationsprozess mithilfe des automatisieren configure-sga.py Installationsskript flr
Gerate.

» Wenn Sie eine Erweiterung oder Wiederherstellung durchfihren, befolgen Sie die entsprechenden
Anweisungen:

o Informationen zum Hinzufligen eines Appliance-Storage-Knotens zu einem vorhandenen
StorageGRID-System finden Sie in den Anweisungen fur "Grid-Nodes werden hinzugefugt".

> Informationen zum Bereitstellen eines Appliance Storage Node als Teil eines
Wiederherstellungsvorgangs finden Sie in den Anweisungen "Wiederherstellen eines Appliance
Storage Node".


https://docs.netapp.com/de-de/storagegrid-117/commonhardware/appliance-node-cloning-procedure.html
https://docs.netapp.com/de-de/storagegrid-117/expand/adding-grid-nodes-to-existing-site-or-adding-new-site.html
https://docs.netapp.com/de-de/storagegrid-117/maintain/recovering-storagegrid-appliance-storage-node.html
https://docs.netapp.com/de-de/storagegrid-117/maintain/recovering-storagegrid-appliance-storage-node.html

Schritte

1. Offnen Sie einen Browser, und geben Sie eine der IP-Adressen fiir den Computing-Controller der
Appliance ein.
https://Controller IP:8443

Die Startseite des StorageGRID-Appliance-Installationsprogramms wird angezeigt.

NetApp® StorageGRID® Appliance Installer

Home Configure Networking Configure Hardware « Monitor Installation Advanced ~

Home
© The installation is ready o be started. Review the seftings below, and then click Start Instaliation.

Primary Admin Node connection

Enable Admin Node =
discovery

Primary Admin Node [P 172.16.4.210

Connection state Connection to 172.16.4.210 ready

Mode name

MNode name MNetApp-SGA

Installation

Current state Ready to start installation of NetApp-3GA into grid with Admin Node
172.16.4 210

Start Instaliation

2. Legen Sie im Abschnitt * Primary Admin Node Connection* fest, ob Sie die IP-Adresse fiir den primaren
Admin Node angeben missen.

Wenn Sie zuvor andere Knoten in diesem Rechenzentrum installiert haben, kann der StorageGRID-
Appliance-Installer diese IP-Adresse automatisch erkennen, vorausgesetzt, dass der primare Admin-
Knoten oder mindestens ein anderer Grid-Node mit ADMIN_IP konfiguriert ist, im selben Subnetz



vorhanden ist.

3. Wenn diese IP-Adresse nicht angezeigt wird oder Sie sie andern missen, geben Sie die Adresse an:

Option Beschreibung
Manuelle IP-Eingabe a. Deaktivieren Sie das Kontrollkastchen Admin-Node-Erkennung
aktivieren.

b. Geben Sie die IP-Adresse manuell ein.
c. Klicken Sie Auf Speichern.

d. Warten Sie, bis der Verbindungsstatus bereit ist, bis die neue IP-
Adresse einsatzbereit ist.

Automatische Erkennung aller a. Aktivieren Sie das Kontrollkastchen Admin-Node-Erkennung
verbundenen primaren Admin- aktivieren.
Nodes

b. Warten Sie, bis die Liste der erkannten |IP-Adressen angezeigt
wird.

c. Wahlen Sie den primaren Admin-Node fiir das Grid aus, in dem
dieser Appliance-Speicher-Node bereitgestellt werden soll.

d. Klicken Sie Auf Speichern.

e. Warten Sie, bis der Verbindungsstatus bereit ist, bis die neue IP-
Adresse einsatzbereit ist.

4. Geben Sie im Feld Node Name den Systemnamen ein, den Sie flr diesen Appliance-Knoten verwenden
mochten, und klicken Sie auf Save.

Der Name, der hier angezeigt wird, ist der Systemname des Appliance-Node. Systemnamen sind fur
interne StorageGRID-Vorgange erforderlich und kdnnen nicht gedndert werden.

5. Bestatigen Sie im Abschnitt Installation, dass der aktuelle Status ,bereit zum Starten der Installation von
ist node name In das Grid mit primarem Admin-Node admin ip " Und dass die Schaltflache Installation
starten aktiviert ist.

Wenn die Schaltflache Installation starten nicht aktiviert ist, miissen Sie moglicherweise die
Netzwerkkonfiguration oder die Porteinstellungen andern. Anweisungen hierzu finden Sie in der
Wartungsanleitung lhres Gerats.

@ Wenn Sie die Storage Node-Appliance als Ziel fir das Klonen von Nodes bereitstellen,
beenden Sie den Bereitstellungsprozess hier, und fahren Sie mit fort"Node-Klonen".

6. Klicken Sie auf der Startseite des StorageGRID-Appliance-Installationsprogramms auf Installation
starten.

Der aktuelle Status andert sichin ,Installation is in progress,“ und die Seite Monitor Installation
wird angezeigt.

@ Wenn Sie manuell auf die Seite Monitor Installation zugreifen missen, klicken Sie auf
Monitor Installation.


../commonhardware/appliance-node-cloning-procedure.html

7. Wenn in Ihrem Grid mehrere Speicherknoten flr Gerate enthalten sind, wiederholen Sie diese Schritte fur
jede Appliance.

Wenn Sie mehrere Appliance Storage Nodes gleichzeitig bereitstellen missen, kénnen Sie
@ den Installationsprozess mithilfe des automatisieren configure-sga.py Installationsskript
fur Gerate.

Implementieren des Services-Appliance-Nodes

Sie kdnnen eine Services-Appliance als primaren Admin-Node, als nicht-primarer Admin-
Node oder als Gateway-Node bereitstellen. Sowohl die SG100- als auch die SG1000-
Appliances kdnnen gleichzeitig als Gateway-Nodes und Admin-Nodes (primar oder nicht
primar) betrieben werden.

Services-Appliance als primarer Admin-Node bereitstellen

Wenn Sie eine Services-Appliance als primaren Administratorknoten bereitstellen, verwenden Sie das auf der
Appliance enthaltene StorageGRID-Appliance-Installationsprogramm, um die StorageGRID-Software zu
installieren, oder Sie laden die gewtlinschte Softwareversion hoch. Sie missen den primaren Admin-Node
installieren und konfigurieren, bevor Sie andere Node-Typen installieren. Ein primarer Admin-Node kann eine
Verbindung mit dem Grid-Netzwerk und dem optionalen Admin-Netzwerk und dem Client-Netzwerk herstellen,
wenn ein oder beide konfiguriert sind.

Bevor Sie beginnen

» Das Gerat wurde in einem Rack oder Schrank installiert, mit Inren Netzwerken verbunden und
eingeschaltet.

+ Mithilfe des Installationsprogramms der StorageGRID Appliance wurden Netzwerkverbindungen, IP-
Adressen und (falls erforderlich) die Port-Neuzuordnung fir die Appliance konfiguriert.

» Sie haben einen Service-Laptop mit einem "Unterstitzter Webbrowser".
 Sie kennen eine der IP-Adressen, die der Appliance zugewiesen sind. Sie kdnnen die IP-Adresse fir jedes
angeschlossene StorageGRID-Netzwerk verwenden.

Uber diese Aufgabe
So installieren Sie StorageGRID auf einem primaren Administrator-Node einer Appliance:

 Sie verwenden das Installationsprogramm fir StorageGRID-Appliances, um die StorageGRID-Software zu
installieren. Wenn Sie eine andere Version der Software installieren mochten, laden Sie sie zuerst mithilfe
des StorageGRID-Appliance-Installationsprogramms hoch.

» Sie warten, bis die Software installiert ist.

* Nach der Installation der Software wird die Appliance automatisch neu gestartet.

Schritte

1. Offnen Sie einen Browser, und geben Sie die IP-Adresse fiir das Gerat ein.
https://services _appliance IP:8443

Die Startseite des StorageGRID-Appliance-Installationsprogramms wird angezeigt.

2. Wahlen Sie im Abschnitt dieser Knoten die Option Hauptadministrator aus.


https://docs.netapp.com/de-de/storagegrid-117/admin/web-browser-requirements.html

3. Geben Sie im Feld Knotenname den Namen ein, den Sie fir diesen Appliance-Knoten verwenden
mochten, und klicken Sie auf Speichern.

Der Node-Name wird diesem Appliance-Node im StorageGRID-System zugewiesen. Sie wird auf der Seite
Grid Nodes im Grid Manager angezeigt.

4. Fuhren Sie optional folgende Schritte aus, um eine andere Version der StorageGRID-Software zu
installieren:

a. Laden Sie das Installationsarchiv herunter:
"NetApp Downloads mit StorageGRID Appliance”

b. Extrahieren Sie das Archiv.

c. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Erweitert >
StorageGRID-Software hochladen.

d. Klicken Sie auf Entfernen, um das aktuelle Softwarepaket zu entfernen.

NetApp® StorageGRID® Appliance Installer

Home Configure Networking + Configure Hardware ~ Monitor Installation Advanced

Upload StorageGRID Software

If this node is the primary Admin Node of a new deployment, you must use this page to upload the StorageGRID software installation package, unless the version of the
software you want to install has already been uploaded. If you are adding this node to an existing deployment, you can avoid network traffic by uploading the installation
package that matches the software version running on the existing grid. If you do not upload the correct package, the node obtains the software from the grid's primary
Admin Node during installation.

Current StorageGRID Installation Software
Version 1.3.0

Package Name storagegrid-webscale-images-11-3-0_11.3.0-20190806.1731.4064510_amd64 deb
Remove

e. Klicken Sie auf Durchsuchen fiir das Softwarepaket, das Sie heruntergeladen und extrahiert haben,
und klicken Sie dann auf Durchsuchen fir die Prifsummendatei.


https://mysupport.netapp.com/site/products/all/details/storagegrid-appliance/downloads-tab

NetApp® StorageGRID® Appliance Installer

Home Configure Networking = Configure Hardware = Monitor Installation Advanced «
|

Upload StorageGRID Software

If this node is the primary Admin Node of a new deployment, you must use this page to upload the StorageGRID software installation package, unless the version of the
software you want to install has already been uploaded. If you are adding this node to an existing deployment, you can avoid network traffic by uploading the installation
package that matches the software version running on the existing grid. If you do not upload the correct package, the node obtains the software from the grid's primary
Admin Node during installation.

Current StorageGRID Installation Software

Version None

Package Name Naone

Upload StorageGRID Installation Software

Checksum File Browse ‘

f. Wahlen Sie Home, um zur Startseite zurtickzukehren.

5. Vergewissern Sie sich, dass der aktuelle Status ,oereit ist, die Installation des primidren
Admin Node-Namens mit der Softwareversion x.y zu starten und dass die Schaltflache
Installation starten aktiviert ist.

@ Wenn Sie die Admin-Node-Appliance als Ziel fur das Klonen von Nodes bereitstellen,
beenden Sie den Bereitstellungsprozess hier, und fahren Sie mit fort "Node-Klonen".

6. Klicken Sie auf der Startseite des StorageGRID-Appliance-Installationsprogramms auf Installation
starten.

Home

0 The installation is ready to be stared. Review the setlings below, and then click Start Instaflation

This Node
Hode type Prmary Admin (with Load Balancer) *
MHede name xrgr-8
Installation
Current state Ready to stant nstallation of xirBr-§ as pnmary Adman Node of a

raw gnd runming StorageGRID 1M1 6.0



https://docs.netapp.com/de-de/storagegrid-117/commonhardware/appliance-node-cloning-procedure.html

Der aktuelle Status andert sichin ,Installation is in progress,“ und die Seite Monitor Installation
wird angezeigt.

@ Wenn Sie manuell auf die Seite Monitor-Installation zugreifen mussen, klicken Sie in der
Menlleiste auf Monitor-Installation.

Services-Appliance als Gateway oder nicht-primarer Admin-Node implementieren

Wenn Sie eine Services-Appliance als Gateway-Node oder als nicht-primarer Admin-Node bereitstellen,
verwenden Sie das Installationsprogramm fiir StorageGRID-Appliances, das in der Appliance enthalten ist.

Bevor Sie beginnen

» Das Gerat wurde in einem Rack oder Schrank installiert, mit Ihren Netzwerken verbunden und
eingeschaltet.

 Mithilfe des Installationsprogramms der StorageGRID Appliance wurden Netzwerkverbindungen, IP-
Adressen und (falls erforderlich) die Port-Neuzuordnung fiir die Appliance konfiguriert.

* Der primare Admin-Node flir das StorageGRID System wurde bereitgestellt.

 Alle Grid-Subnetze, die auf der Seite IP-Konfiguration des Installationsprogramms flr StorageGRID-Gerate
aufgefihrt sind, wurden in der Netznetzwerksubnetz-Liste auf dem primaren Admin-Node definiert.

» Sie haben einen Service-Laptop mit einem "Unterstitzter Webbrowser".
 Sie kennen die IP-Adresse, die der Appliance zugewiesen ist. Sie kdnnen die IP-Adresse fur jedes
angeschlossene StorageGRID-Netzwerk verwenden.

Uber diese Aufgabe
So installieren Sie StorageGRID auf einem Services Appliance-Node:

+ Sie geben die IP-Adresse des primaren Admin-Knotens und den Namen des Appliance-Nodes an oder
bestatigen sie.

« Sie starten die Installation und warten, bis die Software installiert ist.
Die Installation wird durch die Installationsaufgaben fir den Gateway Node der Appliance partway
angehalten. Um die Installation fortzusetzen, melden Sie sich beim Grid Manager an, genehmigen alle

Grid-Nodes und schlieien den StorageGRID-Installationsprozess ab. Fir die Installation eines nicht
primaren Admin-Knotens ist keine Genehmigung erforderlich.

@ Implementieren Sie die SG100 und SG1000 Service Appliances nicht am selben Standort. Das
kann zu einer unvorhersehbaren Performance fihren.

Wenn Sie mehrere Appliance-Nodes gleichzeitig implementieren missen, konnen Sie den
@ Installationsprozess automatisieren. Siehe "Automatisierung der Appliance-Installation und
-Konfiguration"”.

Schritte
1. Offnen Sie einen Browser, und geben Sie die IP-Adresse fiir das Geréat ein.

https://Controller IP:8443

Die Startseite des StorageGRID-Appliance-Installationsprogramms wird angezeigt.


https://docs.netapp.com/de-de/storagegrid-117/admin/web-browser-requirements.html
https://docs.netapp.com/de-de/storagegrid-117/installconfig/automating-appliance-installation-and-configuration.html
https://docs.netapp.com/de-de/storagegrid-117/installconfig/automating-appliance-installation-and-configuration.html

2. Legen Sie im Abschnitt primare Administratorknoten-Verbindung fest, ob Sie die IP-Adresse fir den
primaren Admin-Node angeben mussen.

Wenn Sie zuvor andere Knoten in diesem Rechenzentrum installiert haben, kann der StorageGRID-
Appliance-Installer diese IP-Adresse automatisch erkennen, vorausgesetzt, dass der primare Admin-
Knoten oder mindestens ein anderer Grid-Node mit ADMIN_IP konfiguriert ist, im selben Subnetz

vorhanden ist.

3. Wenn diese IP-Adresse nicht angezeigt wird oder Sie sie andern missen, geben Sie die Adresse an:

Option
Manuelle IP-Eingabe

Automatische Erkennung aller
verbundenen primaren Admin-
Nodes

Beschreibung

a.

Deaktivieren Sie das Kontrollkastchen Admin-Node-Erkennung
aktivieren.

Geben Sie die IP-Adresse manuell ein.
Klicken Sie Auf Speichern.

Warten Sie, bis der Verbindungsstatus bereit ist, bis die neue IP-
Adresse einsatzbereit ist.

Aktivieren Sie das Kontrollkastchen Admin-Node-Erkennung
aktivieren.

Warten Sie, bis die Liste der erkannten IP-Adressen angezeigt
wird.

Wahlen Sie den primaren Admin-Node fur das Grid aus, in dem
dieser Appliance-Speicher-Node bereitgestellt werden soll.

Klicken Sie Auf Speichern.

Warten Sie, bis der Verbindungsstatus bereit ist, bis die neue IP-
Adresse einsatzbereit ist.

4. Geben Sie im Feld Node Name den Systemnamen ein, den Sie fir diesen Appliance-Knoten verwenden

mochten, und klicken Sie auf Save.

Der Name, der hier angezeigt wird, ist der Systemname des Appliance-Node. Systemnamen sind fir
interne StorageGRID-Vorgange erforderlich und kénnen nicht gedndert werden.

5. Fuhren Sie optional folgende Schritte aus, um eine andere Version der StorageGRID-Software zu

installieren:

a. Laden Sie das Installationsarchiv herunter:

"NetApp Downloads mit StorageGRID Appliance”

b. Extrahieren Sie das Archiv.

c. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Erweitert >
StorageGRID-Software hochladen.

d. Klicken Sie auf Entfernen, um das aktuelle Softwarepaket zu entfernen.


https://mysupport.netapp.com/site/products/all/details/storagegrid-appliance/downloads-tab

NetApp® StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware ~ Monitor Installation Advanced =

Upload StorageGRID Software

If this node is the primary Admin Node of a new deployment, you must use this page to upload the StorageGRID software installation package, unless the version of the
software you want to install has already been uploaded. If you are adding this node to an existing deployment, you can avoid network traffic by uploading the installation
package that matches the software version running on the existing grid. If you do not upload the correct package, the node obtains the software from the grid's primary
Admin Node during installation.

Current StorageGRID Installation Software
Version 11.3.0

Package Name storagegrid-webscale-images-11-3-0_11.3.0-20190806.1731.4064510_amdG4.deb

e. Klicken Sie auf Durchsuchen fiir das Softwarepaket, das Sie heruntergeladen und extrahiert haben,
und klicken Sie dann auf Durchsuchen fir die Prifsummendatei.

NetApp® StorageGRID® Appliance Installer

Home Configure Networking + Configure Hardware ~ Monitor Installation Advanced =
|

Upload StorageGRID Software

Ifthis node is the primary Admin Node of a new deployment, you must use this page to upload the StorageGRID software installation package, unless the version of the
software you want to install has already been uploaded. If you are adding this node to an existing deployment, you can avoid network traffic by uploading the installation
package that matches the software version running on the existing grid. If you do not upload the correct package, the node obtains the software from the grid's primary
Admin Node during installation.

Current StorageGRID Installation Software
Version None

Package Name None

Upload StorageGRID Installation Software

Checksum File Browse ‘

f. Wahlen Sie Home, um zur Startseite zurtickzukehren.

6. Uberpriifen Sie im Abschnitt Installation, ob der aktuelle Status ,bereit zum Starten der Installation von ist
node name In das Grid mit primérem Admin-Node admin ip" Und dass die Schaltflache Installation
starten aktiviert ist.

Wenn die Schaltflache Installation starten nicht aktiviert ist, miissen Sie moglicherweise die
Netzwerkkonfiguration oder die Porteinstellungen andern. Anweisungen hierzu finden Sie in der
Wartungsanleitung lhres Gerats.

7. Klicken Sie auf der Startseite des StorageGRID-Appliance-Installationsprogramms auf Installation
starten.



Home
© The installation is ready to be started. Review the settings below. and then click Start Installation,

This Node
Node type Non-primary Admin (with Load Balancer)

Node name GW-5G1000-003-074

Primary Admin Node connection

Enable Admin Node discovery O
Primary Admin Node IP 172.16.6.32

Connection state Connection to 172.16.6.32 ready

Installation

Current state Ready to start instaliation of GW-SG1000-003-074
into grid with Admin Node 172.16.6.32 running
StorageGRID 11.6.0, using StorageGRID software
downloaded from the Admin Node.

Der aktuelle Status andert sich in ,Installation is in progress, “ und die Seite Monitor Installation
wird angezeigt.

@ Wenn Sie manuell auf die Seite Monitor-Installation zugreifen muissen, klicken Sie in der
Menuleiste auf Monitor-Installation.

8. Wenn lhr Grid mehrere Appliance-Nodes enthalt, wiederholen Sie die vorherigen Schritte fur jede
Appliance.

10



Uberwachen Sie die Appliance-Installation

Das Installationsprogramm der StorageGRID Appliance stellt den Status bereit, bis die
Installation abgeschlossen ist. Nach Abschluss der Softwareinstallation wird die
Appliance neu gestartet.

11



Beispiel 1. Schritte

Storage Appliance

12

1. Um den Installationsfortschritt zu Gberwachen, klicken Sie auf Installation liberwachen.

Auf der Seite Monitor-Installation wird der Installationsfortschritt angezeigt.

Manitor Installation

1. Configure slorage Runining
Step Prograss Status

Connect to storage controller _ Complete

Configure velumes LTT}_ ,_T__"_-_____"‘T Creating volume StorageGR ID-ob-00

Configure host settings Pending

2. Install OS Pending
3. Install StorageGRID Pending
4 Finalize installation Pending

Die blaue Statusleiste zeigt an, welche Aufgabe zurzeit ausgefihrt wird. Griine Statusleisten zeigen
Aufgaben an, die erfolgreich abgeschlossen wurden.

Das Installationsprogramm stellt sicher, dass Aufgaben, die in einer friiheren
Installation ausgefuhrt wurden, nicht erneut ausgefihrt werden. Wenn Sie eine

@ Installation erneut ausflihren, werden alle Aufgaben, die nicht erneut ausgefihrt
werden mussen, mit einer griinen Statusleiste und dem Status ,iibersprungen”
angezeigt.

. Uberprifen Sie den Fortschritt der ersten beiden Installationsphasen.

1. Speicher konfigurieren

Wahrend dieser Phase stellt das Installationsprogramm eine Verbindung zum Speicher-Controller her,
I6scht alle vorhandenen Konfigurationen, erstellt Raids gemaR dem konfigurierten RAID-Modus, weist
Volumes fir die StorageGRID-Software und den Objektdatenspeicher zu und konfiguriert
Hosteinstellungen.

2. Installieren Sie das Betriebssystem

In dieser Phase kopiert das Installationsprogramm das Betriebssystem-Image flir StorageGRID auf
die Appliance.

. Uberwachen Sie den Installationsfortschritt weiter, bis die Phase StorageGRID installieren

angehalten wird. Auf der eingebetteten Konsole wird eine Meldung angezeigt, in der Sie aufgefordert
werden, diesen Knoten auf dem Admin-Knoten mithilfe des Grid-Managers zu genehmigen. Fahren
Sie mit dem nachsten Schritt fort.



Home Configure Networking ~ Configure Hardware « Monitor Installation Advanced «

Moanitor Installation

1. Configure storage Complete
2. Install 05 Complete
3. Install StorageGRID Running
4. Finalize installation Pending

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy

[2017-07-31T2Z2:09:12 .3625661 INFO —- [INSG] NOTICE: seeding ~varrslocal with c
ontainer data

[2017-07-31T22:09:12.3662051 INFO [INSG] Fixing permissions
[2017-07-31T22:09:12.3696331 INFO [INSG] Enabling syslog
[2017-07-31T22:09:12.5115331 INFO [INSG] Stopping system logging: syslog-n

1201?—97—31T22: 112 .5700961 INFO [INSG] Starting system logging: syslog-n

[2017-07-31T22:09:12.5763601 INFO [IN5G] Beginning negotiation for downloa
of node configuration

[ZO17-07-31T2Z2:09:12.5813631 INFO [INSG]

[2017-07-31T22:09:12 5850661 INFD [IN3G]

[Z2017-07-31TZ2Z:09:12.5883141 INFO [INSG]

[ZO17-07-31T2Z2:09:12.5918511 INFO [INSG]

[ZO17-07-31T2Z2:09:12 .5948861] INFO [INSG]

[2017-07-31T22:09:12.5983601 INFD [IN3G]

[Z2017-07-31TZ2Z:09:12 6013241 INFO [INSG]

[ZO17-07-31T2Z2:09:12 .6047591] INFO [INSG]

[Z2O17-07-31T2Z2:09:12 .607800] INFO [INSG]

[2017-07-31T22:09:12 .6109851 INFO [IN3G]

[Z2017-07-31T2Z:09:12.6145971 INFO [INSG]

[Z2017-07-31T22:09:12.6182821 INFO [INSG] Please approve this node on the A
min Mode GMI to proceed...

4. Wechseln Sie zum Grid-Manager des Knotens ,primarer Administrator”, genehmigen Sie den
ausstehenden Speicherknoten und fiihren Sie den StorageGRID-Installationsprozess durch.

Wenn Sie im Grid Manager auf Installieren klicken, wird Stufe 3 abgeschlossen und Stufe 4,
Installation abschlieBen, beginnt. Wenn Phase 4 abgeschlossen ist, wird der Controller neu
gestartet.

Service-Appliance

1. Um den Installationsfortschritt zu Gberwachen, klicken Sie in der Menlleiste auf Installation
tiberwachen.

Auf der Seite Monitor-Installation wird der Installationsfortschritt angezeigt.
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Monitor Installation

1. Configure storage Complete
2. Install OS Running
Step Progress Status

Obtain installer binaries I comoete
Configure nstaler I Corict
instal 03 N 'vstller M running

3. Install StorageGRID Pending

4. Finalize installation Pending

Die blaue Statusleiste zeigt an, welche Aufgabe zurzeit ausgefihrt wird. Griine Statusleisten zeigen
Aufgaben an, die erfolgreich abgeschlossen wurden.

Das Installationsprogramm stellt sicher, dass Aufgaben, die in einer friiheren
Installation ausgeflihrt wurden, nicht erneut ausgefiihrt werden. Wenn Sie eine

@ Installation erneut ausfihren, werden alle Aufgaben, die nicht erneut ausgefihrt
werden mussen, mit einer griinen Statusleiste und dem Status ,iibersprungen”
angezeigt.

2. Uberpriifen Sie den Fortschritt der ersten beiden Installationsphasen.
> 1. Speicher konfigurieren

In dieser Phase I8scht das Installationsprogramm alle vorhandenen Konfigurationen von den
Laufwerken in der Appliance und konfiguriert die Hosteinstellungen.

o 2. Installieren Sie das Betriebssystem

In dieser Phase kopiert das Installationsprogramm das Betriebssystem-Image fiir StorageGRID
auf die Appliance.

3. Fahren Sie mit der Uberwachung des Installationsfortschritts fort, bis einer der folgenden Prozesse
erfolgt ist:

o Fur alle Appliance-Knoten auf3er dem primaren Admin-Node wird die Install StorageGRID-Phase
angehalten, und eine Meldung wird in der eingebetteten Konsole angezeigt. Sie werden
aufgefordert, diesen Knoten Uber den Grid-Manager genehmigen zu lassen. Fahren Sie mit dem
nachsten Schritt fort.

o Fur die Installation des primaren Admin-Knotens der Appliance missen Sie den Knoten nicht
genehmigen. Das Gerat wird neu gestartet. Sie kbnnen den nachsten Schritt Uiberspringen.



Wahrend der Installation eines primaren Administrator-Knotens der Appliance wird

@ eine flinfte Phase angezeigt (siehe Beispielbildschirm mit vier Phasen). Wenn die
funfte Phase langer als 10 Minuten in Bearbeitung ist, aktualisieren Sie die
Webseite manuell.

Home Configure Networking - Configure Hardware Monitor Installation Advanced «

Monitor Installation

1. Configure storage Complete
2. Install OS5 Complete
3. Install StorageGRID Running
4. Finalize installation Pending

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy

[2017-07-31T22:09:12.3625661 INFO [INSG] NOTICE: seeding ~var-local with c
ontainer data

[2017-07-31T22:09:12.3662051 INFO [INSG] Fixing permissions
[Z2017-07-31TZ2Z:09:12.3696331 INFO [INSG] Enabling syslog
[2017-07-31T22:09:12.5115331 INFO [INSG] Stopping system logging: syslog-n

EZBl?—B?—BlTZZ: 12 .5700961 INFO [INSG] Starting system logging: syslog-n

[Z2017-07-31T22:09:12.5763601 INFO [INSG] Beginning negotiation for downloa
of node configuration

[Z2017-07-31T2Z:09:12 .5813631 INFO [INSG]

[Z2017-07-31T2Z:09:12 .5850661 INFO [INSG]

[2017-07-31T22:09:12.5883141 INFO [INSG]

[2017-07-31T22:09:12.5918511 INFO [INSG]

[Z017-07-31T2Z2:09:12 .5948861 INFO [INSG]

[2017-07-31T22:09:12.5983601] INFO [INSG]

[2017-07-31T22:09:12 .6013241 INFO [INSG]

[2017-07-31T2Z2:09:12 .6047591 INFO [IN3G]

[ZO17-07-31TZ2Z2:09:12 .6078001 INFO [INSG]

[2017-07-31T22:09:12 .6109851 INFO [INSG]

[2017-07-31T22:09:12.6145971 INFO [INSG]

[2017-07-31T22:09:12.6182821 INFO [INSG] Please approve this node on the A
min Node GMI to proceed...

4. Wechseln Sie zum Grid-Manager des Knotens ,primarer Administrator”, genehmigen Sie den
ausstehenden Grid-Node und schlief3en Sie den StorageGRID-Installationsprozess ab.

Wenn Sie im Grid Manager auf Installieren klicken, wird Stufe 3 abgeschlossen und Stufe 4,

Installation abschlieRBen, beginnt. Wenn Phase 4 abgeschlossen ist, wird das Gerat neu gestartet.
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Starten Sie die Appliance neu, wahrend das
Installationsprogramm der StorageGRID Appliance
ausgefuhrt wird

Mdglicherweise mussen Sie die Appliance neu starten, wahrend das
Installationsprogramm der StorageGRID-Appliance ausgefiuhrt wird. Sie mussen die
Appliance beispielsweise neu starten, wenn die Installation fehlschlagt.

Uber diese Aufgabe

Dieses Verfahren gilt nur, wenn die Appliance das Installationsprogramm fir die StorageGRID-Appliance
ausfuhrt. Nach Abschluss der Installation funktioniert dieser Schritt nicht mehr, da das Installationsprogramm
fur StorageGRID-Gerate nicht mehr verfugbar ist.

Schritte

1. Klicken Sie im Installationsprogramm der StorageGRID-Appliance auf Erweitert > Controller neu starten,
und wahlen Sie dann eine der folgenden Optionen aus:

o Wahlen Sie Neustart in StorageGRID aus, um den Controller neu zu starten, wobei der Knoten wieder
in das Raster integriert wird. Wahlen Sie diese Option, wenn Sie im Wartungsmodus ausgefihrt
werden und den Node in den normalen Betrieb zurlickkehren mochten.

o Wahlen Sie Neustart im Wartungsmodus aus, um den Controller neu zu starten, wobei der Knoten
noch im Wartungsmodus bleibt. (Diese Option ist nur verfiigbar, wenn sich der Controller im
Wartungsmodus befindet.) Wahlen Sie diese Option aus, wenn weitere Wartungsmalnahmen
erforderlich sind, die Sie auf dem Node durchfiihren missen, bevor Sie das Raster neu beitreten.

NetApp” StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardwars - Menitor Instaliation Advanced -

RAID Mode
Reboot Controller |Uparade Firmware
Feguest a controller reboot. . Reboot Controller .

Das Gerat wird neu gestartet.

Fehlerbehebung bei Hardwareinstallation (SGF6112)

Wenn wahrend der Installation Probleme auftreten, konnen Sie die
Fehlerbehebungsinformationen zu Hardware-Setup- und Konnektivitatsproblemen
Uberprufen.
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Startcodes anzeigen (SGF6112)

Wenn Sie das Gerat mit Strom versorgen, protokolliert der BMC eine Reihe von
Startcodes. Sie kdnnen diese Codes auf einer grafischen Konsole anzeigen, die mit dem
BMC-Management-Port verbunden ist.

Bevor Sie beginnen
» Wissen Sie, wie Sie auf das BMC-Dashboard zugreifen kénnen.

* Wenn Sie Seriell-Uber-LAN (SOL) verwenden méchten, haben Sie Erfahrung mit IPMI SOL-
Konsolenanwendungen.

Schritte

1. Wahlen Sie eine der folgenden Methoden, um die Startcodes fir den Geratesteuerung anzuzeigen, und
sammeln Sie die erforderlichen Gerate.

Methode Erforderliche Ausriistung
VGA-Konsole * VGA-fahiger Monitor
* VGA-Kabel
KVM + RJ-45-Kabel
Serieller Port » SERIELLES DB-9-Kabel

 Serielles virtuelles Terminal

SOL  Serielles virtuelles Terminal

2. Wenn Sie eine VGA-Konsole verwenden, flihren Sie die folgenden Schritte aus:
a. SchlielRen Sie einen VGA-fahigen Monitor an den VGA-Anschluss auf der Rickseite des Gerats an.
b. Zeigen Sie die Codes an, die auf dem Monitor angezeigt werden.

3. Wenn Sie BMC KVM verwenden, fuhren Sie die folgenden Schritte aus:

a. Stellen Sie eine Verbindung zum BMC-Verwaltungsanschluss her, und melden Sie sich bei der BMC-
Webschnittstelle an.

b. Wahlen Sie Fernbedienung.
c. Starten Sie KVM.
d. Zeigen Sie die Codes auf dem virtuellen Monitor an.
4. Wenn Sie einen seriellen Port und ein Terminal verwenden, flihren Sie die folgenden Schritte aus:
a. SchliefRen Sie den seriellen USB-Anschluss an der Rickseite des Geréats an.
b. Einstellungen verwenden 115200 8-N-1.
c. Zeigen Sie die Codes an, die Uber der seriellen Klemme gedruckt wurden.
5. Wenn Sie SOL verwenden, fuhren Sie die folgenden Schritte aus:
a. Stellen Sie mithilfe der BMC-IP-Adresse und der Anmeldedaten eine Verbindung zum IPMI SOL her.

ipmitool -I lanplus -H BMC Port IP -U admin -P Password sol activate
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b. Die Codes auf dem virtuellen seriellen Terminal anzeigen.

6. Verwenden Sie die Tabelle, um die Codes fiir Ihr Gerat zu suchen.

Codieren Zeigt An
HI Das Master-Boot-Skript wurde gestartet.
HP Das System prift, ob die NIC-Firmware (Network Interface Card) aktualisiert

werden muss.

RB Das System wird nach dem Anwenden von Firmware-Updates neu gebootet.

FP Die Update-Priifungen der Hardware-Subsystem-Firmware wurden
abgeschlossen. Die Kommunikationsdienste zwischen den Controllern werden
gestartet.

HZ Das System prift gerade auf vorhandene StorageGRID Installationsdaten.

HO Die StorageGRID Appliance wird ausgefiihrt.

HOCHVERFUGBARKEI StorageGRID wird ausgefhrt.
T

Verwandte Informationen
"Greifen Sie auf die BMC-Schnittstelle zu"

Fehlercodes anzeigen (SGF6112)

Wenn beim Starten der Appliance ein Hardwarefehler auftritt, meldet der BMC einen
Fehlercode. Bei Bedarf konnen Sie diese Fehlercodes Uber die BMC-Schnittstelle
anzeigen und dann mit dem technischen Support zusammenarbeiten, um das Problem
zu lésen.

Bevor Sie beginnen
» Wissen Sie, wie Sie auf das BMC-Dashboard zugreifen kénnen.

Schritte
1. Wahlen Sie im BMC-Dashboard BIOS POST Code aus.

2. Uberpriifen Sie die angezeigten Informationen fiir den aktuellen Code und den vorherigen Code.

Wenn einer der folgenden Fehlercodes angezeigt wird, wenden Sie sich an den technischen Support, um
das Problem zu beheben.

Codieren Zeigt An

0x0E Der Mikrocode wurde nicht gefunden
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Codieren

OxOF

0x50

0x51

0x52

0x53

0x54

0x55

0x56

0x57

0x58

0x59

Ox5A

0x5B

0x5C

0xDO0

0xD1

0xD2

0xD3

0xD4

0xD5

Zeigt An

Mikrocode nicht geladen

Speicherinitialisierungsfehler. Unglltiger Speichertyp oder inkompatible
Speichergeschwindigkeit.

Speicherinitialisierungsfehler. Der SPD-Lesewert ist fehlgeschlagen.

Speicherinitialisierungsfehler. Ungultige Speichergrélie oder Speichermodule
stimmen nicht Uberein.

Speicherinitialisierungsfehler. Kein verwendbarer Speicher erkannt.

Nicht angegebener Speicherinitialisierungsfehler

Speicher nicht installiert

Ungultiger CPU-Typ oder unglltige Geschwindigkeit

CPU-Diskrepanz

CPU-Selbsttest fehlgeschlagen oder moglicher CPU-Cache-Fehler

Der CPU-Mikrocode wurde nicht gefunden oder das Microcode-Update ist
fehlgeschlagen

Interner CPU-Fehler

PPI zuriicksetzen ist nicht verfigbar

PEI-Phase BMC Selbsttest fehlgeschlagen

CPU-Initialisierungsfehler

Initialisierungsfehler der Nordbriicke

Initialisierungsfehler Stdbriicke

Einige Architekturprotokolle sind nicht verfigbar

Fehler bei der PCI-Ressourcenzuweisung. Nicht mehr zur Verfiigung.

Kein Speicherplatz fir Legacy Option ROM
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Codieren

0xD6

0xD7

0xD8

0xD9

O0xDA

0xDB

0xDC

0xDD

OxE8

OxE9

OxEA

OxEB

OxEC

OxED

OxEE

OxEF

OxFO

OxF1

OxF2

O0xF3

OxF4

OxF5

Zeigt An

Es wurden keine Ausgabegerate fir die Konsole gefunden

Es wurden keine Gerate fir den Konsoleneingang gefunden

Unglltiges Passwort

Fehler beim Laden der Boot-Option (Loadlmage hat Fehler zuriickgegeben)

Boot-Option fehlgeschlagen (Startimage-Fehler zurtickgegeben)

Flash-Update fehlgeschlagen

Das Rucksetzprotokoll ist nicht verfligbar

DXE-Phase BMC-Selbsttestfehler

MRC: ERR_NO_MEMORY

MRC: ERR_LT_LOCK

MRC: ERR_DDR_INIT

MRC: ERR_MEM_TEST

MRC: ERR_VENDOR_SPECIFIC

MRC: ERR_DIMM_COMPAT

MRC: ERR_MRC_COMPATIBILITY

MRC: ERR_MRC_STRUCT

MRC: ERR_SET_VDD

MRC: ERR_IOT_MEM_BUFFER

MRC: ERR_RC_INTERN

MRC: ERR_INVALID_REG_ACCESS

MRC: ERR_SET_MC_FREQ

MRC: ERR_READ_MC_FREQ



Codieren Zeigt An

0x70 MRC: ERR_DIMM_CHANNEL

0x74 MRC: ERR_BIST_CHECK

0xF6 MRC: ERR_SMBUS

OxF7 MRC: ERR_PCU

O0xF8 MRC: ERR_NGN

O0xF9 MRC: ERR_INTERLEAVE_FAILURE

Hardware-Setup scheint zu hangen (SGF6112)

Das Installationsprogramm von StorageGRID Appliance ist moglicherweise nicht
verfugbar, wenn Hardwarefehler oder Verkabelungsfehler eine Ausfuhrung der Appliance
verhindern.

Schritte
1. Uberpriifen Sie die LEDs am Gerét sowie die im BMC angezeigten Boot- und Fehlercodes.

2. Wenn Sie Hilfe bei der Behebung eines Problems bendétigen, wenden Sie sich an den technischen
Support.

Verwandte Informationen
 "Startcodes anzeigen (SGF6112)"

* "Fehlercodes anzeigen (SGF6112)"

Verbindungsprobleme beheben (SGF6112)

Wenn wahrend der Installation der StorageGRID-Appliance Verbindungsprobleme
auftreten, fuhren Sie die hier aufgefuhrten Korrekturmal3nahmen durch.

Verbindung zum Gerit nicht méglich

Wenn Sie keine Verbindung zur Services-Appliance herstellen kdnnen, liegt moglicherweise ein
Netzwerkproblem vor, oder die Hardwareinstallation wurde mdglicherweise nicht erfolgreich abgeschlossen.

Schritte

1. Versuchen Sie, das Geréat mit der IP-Adresse des Gerats zu pingen :
ping appliance_ IP

2. Wenn Sie keine Antwort vom Ping erhalten, bestatigen Sie, dass Sie die richtige IP-Adresse verwenden.

Sie kdnnen die IP-Adresse der Appliance im Grid-Netzwerk, im Admin-Netzwerk oder im Client-Netzwerk
verwenden.
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3. Wenn die IP-Adresse korrekt ist, Uberprifen Sie die Gerateverkabelung, QSFP- oder SFP-Transceiver und
die Netzwerkeinrichtung.

4. Wenn ein physischer Zugang zur Appliance verfligbar ist, kbnnen Sie eine direkte Verbindung zur
permanenten Link-lokalen IP verwenden 169.254.0.1 Um die Controller-Netzwerkkonfiguration zu
Uberprifen und bei Bedarf zu aktualisieren. Detaillierte Anweisungen finden Sie in Schritt 2 unter "Rufen
Sie das Installationsprogramm fir StorageGRID-Appliances auf".

Falls das Problem dadurch nicht behoben werden kann, wenden Sie sich an den technischen Support.

5. Wenn der Ping erfolgreich war, 6ffnen Sie einen Webbrowser.

6. Geben Sie die URL fiir das StorageGRID-Appliance-Installationsprogramm ein:
https://appliances controller IP:8443

Die Startseite wird angezeigt.

Fehlerbehebung bei der Hardwareinstallation (SG6000 oder
SG5700)

Wenn wahrend der Installation Probleme auftreten, kbnnen Sie die
Fehlerbehebungsinformationen zu Hardware-Setup- und Konnektivitatsproblemen
Uberprufen.

Anzeigen von Boot-up-Codes (SG6000-CN-Controller)

Wenn Sie das Gerat mit Strom versorgen, protokolliert der BMC eine Reihe von
Startcodes fur den SG6000-CN-Controller. Sie konnen diese Codes auf verschiedene
Arten anzeigen.

Bevor Sie beginnen
* Wissen Sie, wie Sie auf das BMC-Dashboard zugreifen kénnen.

* Wenn Sie Seriell-uber-LAN (SOL) verwenden méchten, haben Sie Erfahrung mit IPMI SOL-
Konsolenanwendungen.

Schritte

1. Wahlen Sie eine der folgenden Methoden, um die Startcodes fir den Geratesteuerung anzuzeigen, und
sammeln Sie die erforderlichen Gerate.

Methode Erforderliche Ausriistung
VGA-Konsole » VGA-fahiger Monitor
* VGA-Kabel
KVM * RJ-45-Kabel
Serieller Port * SERIELLES DB-9-Kabel

 Serielles virtuelles Terminal
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Methode Erforderliche Ausriistung

SOL  Serielles virtuelles Terminal

2. Wenn Sie eine VGA-Konsole verwenden, fihren Sie die folgenden Schritte aus:
a. SchlielRen Sie einen VGA-fahigen Monitor an den VGA-Anschluss auf der Rickseite des Gerats an.
b. Zeigen Sie die Codes an, die auf dem Monitor angezeigt werden.

3. Wenn Sie BMC KVM verwenden, fihren Sie die folgenden Schritte aus:

a. Stellen Sie eine Verbindung zum BMC-Verwaltungsanschluss her, und melden Sie sich bei der BMC-
Webschnittstelle an.

b. Wahlen Sie Fernbedienung.
c. Starten Sie KVM.
d. Zeigen Sie die Codes auf dem virtuellen Monitor an.
4. Wenn Sie einen seriellen Port und ein Terminal verwenden, fihren Sie die folgenden Schritte aus:
a. SchlielRen Sie den seriellen Anschluss DB-9 an der Riickseite des Geréats an.
b. Einstellungen verwenden 115200 8-N-1.
c. Zeigen Sie die Codes an, die Uber der seriellen Klemme gedruckt wurden.

5. Wenn Sie SOL verwenden, fiihren Sie die folgenden Schritte aus:

a. Stellen Sie mithilfe der BMC-IP-Adresse und der Anmeldedaten eine Verbindung zum IPMI SOL her.

ipmitool -I lanplus -H BMC Port IP -U admin -P Password sol activate
@ In einigen Fallen kann der Standardbenutzername sein root Statt admin.

a. Die Codes auf dem virtuellen seriellen Terminal anzeigen.

6. Verwenden Sie die Tabelle, um die Codes fir Ihr Gerat zu suchen.

Codieren Zeigt An
HI Das Master-Boot-Skript wurde gestartet.
HP Das System priift, ob die NIC-Firmware (Network Interface Card) aktualisiert

werden muss.

RB Das System wird nach dem Anwenden von Firmware-Updates neu gebootet.

FP Die Update-Prifungen der Hardware-Subsystem-Firmware wurden
abgeschlossen. Die Kommunikationsdienste zwischen den Controllern werden
gestartet.
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Codieren Zeigt An
ER Nur fur Appliance-Storage-Node:

Das System wartet auf die Konnektivitat mit den Storage Controllern und die
Synchronisierung mit dem Betriebssystem SANtricity.

Hinweis: Wenn der Start-up-Vorgang nicht Gber diese Phase lauft, fihren Sie
folgende Schritte aus:

a. Vergewissern Sie sich, dass die vier Verbindungskabel zwischen dem
SG6000-CN Controller und den beiden Speichercontrollern sicher
angeschlossen sind.

b. Ersetzen Sie bei Bedarf ein oder mehrere Kabel, und versuchen Sie es
erneut.

c. Falls das Problem dadurch nicht behoben werden kann, wenden Sie sich
an den technischen Support.

HZ Das System priift gerade auf vorhandene StorageGRID Installationsdaten.
HO Das Installationsprogramm flr StorageGRID-Appliance wird ausgefihrt.

HOCHVERFUGBARKEI StorageGRID wird ausgefihrt.
-

Fehlercodes anzeigen (SG6000-CN-Controller)

Wenn beim Starten des SG6000-CN Controllers ein Hardwarefehler auftritt, meldet der
BMC einen Fehlercode. Bei Bedarf kdnnen Sie diese Fehlercodes Uber die BMC-
Schnittstelle anzeigen und dann mit dem technischen Support zusammenarbeiten, um
das Problem zu l6sen.

Bevor Sie beginnen

» Wissen Sie, wie Sie auf das BMC-Dashboard zugreifen kénnen.

Schritte
1. Wahlen Sie im BMC-Dashboard BIOS POST Code aus.

2. Uberpriifen Sie die angezeigten Informationen fiir den aktuellen Code und den vorherigen Code.

Wenn einer der folgenden Fehlercodes angezeigt wird, wenden Sie sich an den technischen Support, um
das Problem zu beheben.

Codieren Zeigt An
0x0E Der Mikrocode wurde nicht gefunden
OxOF Mikrocode nicht geladen

24



Codieren

0x50

0x51

0x52

0x53

0x54

0x55

0x56

0x57

0x58

0x59

Ox5A

0x5B

0x5C

0xDO0

0xD1

0xD2

0xD3

0xD4

0xD5

0xD6

Zeigt An

Speicherinitialisierungsfehler. Ungultiger Speichertyp oder inkompatible
Speichergeschwindigkeit.

Speicherinitialisierungsfehler. Der SPD-Lesewert ist fehlgeschlagen.

Speicherinitialisierungsfehler. Ungultige Speichergréflie oder Speichermodule
stimmen nicht Gberein.

Speicherinitialisierungsfehler. Kein verwendbarer Speicher erkannt.
Nicht angegebener Speicherinitialisierungsfehler

Speicher nicht installiert

Ungultiger CPU-Typ oder unglltige Geschwindigkeit
CPU-Diskrepanz

CPU-Selbsttest fehlgeschlagen oder maglicher CPU-Cache-Fehler

Der CPU-Mikrocode wurde nicht gefunden oder das Microcode-Update ist
fehlgeschlagen

Interner CPU-Fehler

PPI zurlicksetzen ist nicht verfligbar

PEI-Phase BMC Selbsttest fehlgeschlagen

CPU-Initialisierungsfehler

Initialisierungsfehler der Nordbriicke

Initialisierungsfehler Stidbriicke

Einige Architekturprotokolle sind nicht verfigbar

Fehler bei der PCI-Ressourcenzuweisung. Nicht mehr zur Verfligung.
Kein Speicherplatz fir Legacy Option ROM

Es wurden keine Ausgabegerate fir die Konsole gefunden
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Codieren Zeigt An

0xD7 Es wurden keine Gerate fiir den Konsoleneingang gefunden
0xD8 Ungultiges Passwort

0xD9 Fehler beim Laden der Boot-Option (Loadlmage hat Fehler zurlickgegeben)
O0xDA Boot-Option fehlgeschlagen (Startimage-Fehler zuriickgegeben)
0xDB Flash-Update fehlgeschlagen

0xDC Das Rucksetzprotokoll ist nicht verfligbar

0xDD DXE-Phase BMC-Selbsttestfehler

OxES8 MRC: ERR_NO_MEMORY

OxE9 MRC: ERR_LT_LOCK

OxEA MRC: ERR_DDR_INIT

OxEB MRC: ERR_MEM_TEST

OxEC MRC: ERR_VENDOR_SPECIFIC

OxED MRC: ERR_DIMM_COMPAT

OxEE MRC: ERR_MRC_COMPATIBILITY

OxEF MRC: ERR_MRC_STRUCT

0xFO MRC: ERR_SET_VDD

OxF1 MRC: ERR_IOT_MEM_BUFFER

OxF2 MRC: ERR_RC_INTERN

OxF3 MRC: ERR_INVALID_REG_ACCESS

OxF4 MRC: ERR_SET_MC_FREQ

OxF5 MRC: ERR_READ_MC_FREQ

0x70 MRC: ERR_DIMM_CHANNEL



Codieren

0x74

OxF6

OxF7

O0xF8

0xF9

Zeigt An
MRC: ERR_BIST_CHECK

MRC: ERR_SMBUS

MRC: ERR_PCU

MRC: ERR_NGN

MRC: ERR_INTERLEAVE_FAILURE

Hardware-Setup scheint zu hangen (SG6000 oder SG5700)

Der StorageGRID-Appliance-Installer ist moglicherweise nicht verfligbar, wenn
Hardwarefehler oder Verkabelungsfehler die Speicher-Controller oder den Appliance-
Controller daran hindern, ihre Boot-Verarbeitung abzuschliel3en.
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Beispiel 2. Schritte

SG6000
1. Sehen Sie sich fir die Speichercontroller die Codes in den sieben-Segment-Anzeigen an.

Wahrend die Hardware beim Einschalten initialisiert wird, zeigen die beiden sieben Segmente eine
Reihe von Codes an. Wenn die Hardware erfolgreich gebootet wurde, werden beide sieben
Segmente angezeigt 99.

2. Uberpriifen Sie die LEDs am SG6000-CN-Controller sowie die im BMC angezeigten Boot- und
Fehlercodes.

3. Wenn Sie Hilfe bei der Behebung eines Problems bendtigen, wenden Sie sich an den technischen
Support.

SG5700
1. Sehen Sie sich die Codes auf den sieben Segmenten an.

Wahrend die Hardware beim Einschalten initialisiert wird, zeigen die beiden sieben Segmente eine
Reihe von Codes an. Wenn die Hardware erfolgreich gebootet wurde, werden in den sieben
Segmenten verschiedene Codes flr jeden Controller angezeigt.

2. Uberprifen Sie die Codes auf der Anzeige der sieben Segmente fiir den E5700SG-Controller.

Installation und Bereitstellung nehmen Zeit in Anspruch. Einige Installationsphasen
melden dem StorageGRID-Appliance-Installationsprogramm keine Aktualisierungen fir
mehrere Minuten.

Wenn ein Fehler auftritt, blinkt die Sieben-Segment-Anzeige eine Sequenz, z. B. ER.

3. Um zu verstehen, was diese Codes bedeuten, lesen Sie die folgenden Ressourcen:

Controller Referenz
E5700SG Controller * ,status-Indikatoren am E5700SG-Controller”

* ,HE error: Fehler beim Synchronisieren mit
SANtricity OS Software"

E2800 Controller E5700 and E2800 System Monitoring Guide

Hinweis: die fir den E5700 Controller der E-Series
beschriebenen Codes gelten nicht fiir den E5700SG Controller in
der Appliance.

4. Falls das Problem dadurch nicht behoben werden kann, wenden Sie sich an den technischen
Support.

Verwandte Informationen

+ "Statusanzeigen anzeigen anzeigen anzeigen"

* "NetApp E-Series Systems Documentation Site"
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* "HE-Fehler: Fehler beim Synchronisieren mit SANtricity OS Software"
* "E5700 und E2800 — System Monitoring Guide"

* "Anzeigen von Boot-up-Codes (SG6000-CN-Controller)"

* "Fehlercodes anzeigen (SG6000-CN-Controller)"

Fehlerbehebung bei Verbindungsproblemen (SG6000 oder SG5700)

Wenn wahrend der Installation der StorageGRID-Appliance Verbindungsprobleme
auftreten, fuhren Sie die hier aufgefuhrten KorrekturmafRnahmen durch.

Es konnte keine Verbindung zur SG6000 Appliance hergestellt werden

Wenn Sie keine Verbindung zur Appliance herstellen kdnnen, liegt moglicherweise ein Netzwerkproblem vor,
oder die Hardwareinstallation wurde moglicherweise nicht erfolgreich abgeschlossen.

Schritte
1. Wenn Sie keine Verbindung zum SANtricity-System-Manager herstellen kénnen:

a.

Versuchen Sie, die Appliance mit der IP-Adresse fir entweder Storage Controller im
Managementnetzwerk flr SANtricity System Manager zu pingen:
ping Storage Controller IP

. Wenn Sie keine Antwort vom Ping erhalten, bestatigen Sie, dass Sie die richtige IP-Adresse

verwenden.

Verwenden Sie die IP-Adresse fur Management-Port 1 auf einem Storage Controller.

. Wenn die IP-Adresse korrekt ist, Uberprifen Sie die Gerateverkabelung und das Netzwerk-Setup.

Falls das Problem dadurch nicht behoben werden kann, wenden Sie sich an den technischen Support.

Wenn der Ping erfolgreich war, 6ffnen Sie einen Webbrowser.

Geben Sie die URL fur SANTtricity System Manager ein:
https:// Storage Controller IP

Die Login-Seite fir SANtricity System Manager wird angezeigt.

2. Wenn Sie keine Verbindung zum SG6000-CN Controller herstellen kénnen:

a.

Versuchen Sie, das Gerat mit der IP-Adresse flr den SG6000-CN-Controller zu pingen:
ping SG6000-CN _Controller IP

Wenn Sie keine Antwort vom Ping erhalten, bestatigen Sie, dass Sie die richtige IP-Adresse
verwenden.

Sie konnen die IP-Adresse der Appliance im Grid-Netzwerk, im Admin-Netzwerk oder im Client-
Netzwerk verwenden.

Wenn die IP-Adresse korrekt ist, Uberprifen Sie die Gerateverkabelung, SFP-Transceiver und das
Netzwerk-Setup.

Wenn physischer Zugriff auf das SG6000-CN verflgbar ist, kdnnen Sie eine direkte Verbindung zur
permanenten Link-lokalen IP verwenden 169.254.0.1 Um die Controller-Netzwerkkonfiguration zu
Uberprifen und bei Bedarf zu aktualisieren. Detaillierte Anweisungen finden Sie in Schritt 2 unter
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"Zugriff auf das Installationsprogramm der StorageGRID Appliance".
Falls das Problem dadurch nicht behoben werden kann, wenden Sie sich an den technischen Support.

e. Wenn der Ping erfolgreich war, 6ffnen Sie einen Webbrowser.

f. Geben Sie die URL fiir das StorageGRID-Appliance-Installationsprogramm ein:
https://SG6000-CN Controller IP:8443

Die Startseite wird angezeigt.

SG6060 Erweiterungs-Shelfs werden im Appliance Installer nicht angezeigt

Wenn Sie Erweiterungseinschibe fur das SG6060 installiert haben und diese nicht im Installationsprogramm
der StorageGRID Appliance angezeigt werden, sollten Sie Uberprifen, ob die Shelfs vollstandig installiert und
eingeschaltet wurden.

Uber diese Aufgabe

Sie kdnnen Uberpriifen, ob die Erweiterungs-Shelfs mit der Appliance verbunden sind, indem Sie die folgenden
Informationen im Installationsprogramm der StorageGRID Appliance anzeigen:

* Die Home Seite enthalt eine Nachricht Uber Erweiterungsregale.

€ The storage system contains 2 expansion shelves.

* Die Seite Erweitert > RAID-Modus zeigt anhand der Anzahl der Laufwerke an, ob das Gerat
Erweiterungseinschiibe enthalt oder nicht. Im folgenden Screenshot werden beispielsweise zwei SSDs und
178 HDDs angezeigt. Ein SG6060 mit zwei Erweiterungs-Shelfs enthalt insgesamt 180 Laufwerke.

Configure RAID Mode

This appliance contains the following drives.

Type Size Number of drives
550 800 GB 2
HDD 11.86 TB 178

Wenn die Seiten des Installationsprogramms fiir StorageGRID-Gerate nicht angeben, dass Erweiterungs-
Shelfs vorhanden sind, gehen Sie wie folgt vor.
Schritte

1. Vergewissern Sie sich, dass alle erforderlichen Kabel fest angeschlossen sind. Siehe "Kabelgerat
(SG6000)".

2. Stellen Sie sicher, dass Sie die Erweiterungs-Shelfs eingeschaltet haben. Siehe "Anschlielten des Netzes
und Anwenden der Stromversorgung (SG6000)".

3. Wenn Sie Hilfe bei der Behebung eines Problems benétigen, wenden Sie sich an den technischen
Support.
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Es konnte keine Verbindung zur SG5700 Appliance hergestellt werden

Wenn Sie keine Verbindung zur Appliance herstellen kdnnen, liegt mdglicherweise ein Netzwerkproblem vor,
oder die Hardwareinstallation wurde moglicherweise nicht erfolgreich abgeschlossen.

Schritte
1. Wenn Sie keine Verbindung zum SANtricity-System-Manager herstellen kénnen:

a. Versuchen Sie, die Appliance mithilfe der IP-Adresse fiir den E2800 Controller im
Managementnetzwerk fir SANtricity System Manager zu pingen:
ping E2800 Controller IP

b. Wenn Sie keine Antwort vom Ping erhalten, bestatigen Sie, dass Sie die richtige IP-Adresse
verwenden.

Verwenden Sie die IP-Adresse fiir den Management-Port 1 auf dem E2800-Controller.
c. Wenn die IP-Adresse korrekt ist, Uberpriifen Sie die Gerateverkabelung und das Netzwerk-Setup.
Falls das Problem dadurch nicht behoben werden kann, wenden Sie sich an den technischen Support.

d. Wenn der Ping erfolgreich war, 6ffnen Sie einen Webbrowser.

€. Geben Sie die URL fur SANTtricity System Manager ein:
https://E2800 Controller IP

Die Login-Seite fir SANtricity System Manager wird angezeigt.

2. Wenn keine Verbindung zum E5700SG Controller hergestellt werden kann:

a. Versuchen Sie, die Appliance mithilfe der IP-Adresse flir den E5700SG-Controller zu pingen:
ping E5700SG_Controller IP

b. Wenn Sie keine Antwort vom Ping erhalten, bestatigen Sie, dass Sie die richtige IP-Adresse
verwenden.

Sie kdnnen die IP-Adresse der Appliance im Grid-Netzwerk, im Admin-Netzwerk oder im Client-
Netzwerk verwenden.

c. Wenn die IP-Adresse korrekt ist, Uberprifen Sie die Gerateverkabelung, SFP-Transceiver und das
Netzwerk-Setup.

Falls das Problem dadurch nicht behoben werden kann, wenden Sie sich an den technischen Support.

d. Wenn der Ping erfolgreich war, 6ffnen Sie einen Webbrowser.

€. Geben Sie die URL fir das StorageGRID-Appliance-Installationsprogramm ein:
https://E5700SG _Controller IP:8443

Die Startseite wird angezeigt.

Verwandte Informationen

"Statusanzeigen anzeigen anzeigen anzeigen"
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HE-Fehler: Fehler beim Synchronisieren mit SANtricity OS Software (SG5700)

Auf der 7-Segment-Anzeige auf dem Compute-Controller wird ein HE-Fehlercode
angezeigt, wenn der StorageGRID-Appliance-Installer nicht mit der SANTtricity OS-
Software synchronisiert werden kann.

Uber diese Aufgabe
Wenn ein HE-Fehlercode angezeigt wird, fihren Sie diese KorrekturmalRnahme durch.

Schritte

1. Uberprifen Sie die Integritat der beiden SAS Interconnect-Kabel und vergewissern Sie sich, dass sie
sicher angeschlossen sind.

2. Ersetzen Sie je nach Bedarf ein oder beide Kabel, und versuchen Sie es erneut.

3. Falls das Problem dadurch nicht behoben werden kann, wenden Sie sich an den technischen Support.

Fehlerbehebung bei der Hardwareinstallation (SG100 und
SG1000)

Wenn wahrend der Installation Probleme auftreten, konnen Sie die
Fehlerbehebungsinformationen zu Hardware-Setup- und Konnektivitatsproblemen
uberprufen.

Boot-up-Codes anzeigen (SG100 und SG1000)

Wenn Sie das Gerat mit Strom versorgen, protokolliert der BMC eine Reihe von
Startcodes. Sie konnen diese Codes auf einer grafischen Konsole anzeigen, die mit dem
BMC-Management-Port verbunden ist.

Bevor Sie beginnen
» Wissen Sie, wie Sie auf das BMC-Dashboard zugreifen kénnen.

» Wenn Sie Seriell-uUber-LAN (SOL) verwenden mdchten, haben Sie Erfahrung mit IPMI SOL-
Konsolenanwendungen.

Schritte

1. Wahlen Sie eine der folgenden Methoden, um die Startcodes fur den Geratesteuerung anzuzeigen, und
sammeln Sie die erforderlichen Gerate.

Methode Erforderliche Ausriistung
VGA-Konsole » VGA-fahiger Monitor
* VGA-Kabel
KVM * RJ-45-Kabel
Serieller Port » SERIELLES DB-9-Kabel

 Serielles virtuelles Terminal
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Methode Erforderliche Ausriistung

SOL  Serielles virtuelles Terminal

2. Wenn Sie eine VGA-Konsole verwenden, fihren Sie die folgenden Schritte aus:
a. SchlielRen Sie einen VGA-fahigen Monitor an den VGA-Anschluss auf der Rickseite des Gerats an.
b. Zeigen Sie die Codes an, die auf dem Monitor angezeigt werden.

3. Wenn Sie BMC KVM verwenden, fihren Sie die folgenden Schritte aus:

a. Stellen Sie eine Verbindung zum BMC-Verwaltungsanschluss her, und melden Sie sich bei der BMC-
Webschnittstelle an.

b. Wahlen Sie Fernbedienung.
c. Starten Sie KVM.
d. Zeigen Sie die Codes auf dem virtuellen Monitor an.
4. Wenn Sie einen seriellen Port und ein Terminal verwenden, fihren Sie die folgenden Schritte aus:
a. SchlielRen Sie den seriellen Anschluss DB-9 an der Riickseite des Geréats an.
b. Einstellungen verwenden 115200 8-N-1.
c. Zeigen Sie die Codes an, die Uber der seriellen Klemme gedruckt wurden.

5. Wenn Sie SOL verwenden, fiihren Sie die folgenden Schritte aus:

a. Stellen Sie mithilfe der BMC-IP-Adresse und der Anmeldedaten eine Verbindung zum IPMI SOL her.

ipmitool -I lanplus -H BMC Port IP -U admin -P Password sol activate
@ In einigen Fallen kann der Standardbenutzername sein root Statt admin.

a. Die Codes auf dem virtuellen seriellen Terminal anzeigen.

6. Verwenden Sie die Tabelle, um die Codes fir Ihr Gerat zu suchen.

Codieren Zeigt An
HI Das Master-Boot-Skript wurde gestartet.
HP Das System priift, ob die NIC-Firmware (Network Interface Card) aktualisiert

werden muss.

RB Das System wird nach dem Anwenden von Firmware-Updates neu gebootet.

FP Die Update-Prifungen der Hardware-Subsystem-Firmware wurden
abgeschlossen. Die Kommunikationsdienste zwischen den Controllern werden
gestartet.

HZ Das System prift gerade auf vorhandene StorageGRID Installationsdaten.

HO Die StorageGRID Appliance wird ausgefiihrt.



Codieren Zeigt An

HOCHVERFUGBARKEI StorageGRID wird ausgefihrt.
T

Verwandte Informationen
"Greifen Sie auf die BMC-Schnittstelle zu"

Fehlercodes anzeigen (SG100 und SG1000)

Wenn beim Starten der Appliance ein Hardwarefehler auftritt, meldet der BMC einen
Fehlercode. Bei Bedarf konnen Sie diese Fehlercodes Uber die BMC-Schnittstelle
anzeigen und dann mit dem technischen Support zusammenarbeiten, um das Problem
Zu losen.

Bevor Sie beginnen
» Wissen Sie, wie Sie auf das BMC-Dashboard zugreifen kénnen.

Schritte
1. Wahlen Sie im BMC-Dashboard BIOS POST Code aus.

2. Uberpriifen Sie die angezeigten Informationen fiir den aktuellen Code und den vorherigen Code.

Wenn einer der folgenden Fehlercodes angezeigt wird, wenden Sie sich an den technischen Support, um
das Problem zu beheben.

Codieren Zeigt An

0x0E Der Mikrocode wurde nicht gefunden

OxOF Mikrocode nicht geladen

0x50 Speicherinitialisierungsfehler. Ungultiger Speichertyp oder inkompatible
Speichergeschwindigkeit.

0x51 Speicherinitialisierungsfehler. Der SPD-Lesewert ist fehlgeschlagen.

0x52 Speicherinitialisierungsfehler. Ungultige Speichergréflie oder Speichermodule

stimmen nicht Uberein.

0x53 Speicherinitialisierungsfehler. Kein verwendbarer Speicher erkannt.
0x54 Nicht angegebener Speicherinitialisierungsfehler

0x55 Speicher nicht installiert

0x56 Ungtiltiger CPU-Typ oder ungiiltige Geschwindigkeit
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Codieren

0x57

0x58

0x59

Ox5A

0x5B

0x5C

0xDO

0xD1

0xD2

0xD3

0xD4

0xD5

0xD6

0xD7

0xD8

0xD9

OxDA

0xDB

0xDC

0xDD

OxE8

Zeigt An
CPU-Diskrepanz

CPU-Selbsttest fehlgeschlagen oder méglicher CPU-Cache-Fehler

Der CPU-Mikrocode wurde nicht gefunden oder das Microcode-Update ist
fehlgeschlagen

Interner CPU-Fehler

PPI zurlicksetzen ist nicht verfligbar

PEI-Phase BMC Selbsttest fehlgeschlagen
CPU-Initialisierungsfehler

Initialisierungsfehler der Nordbrticke

Initialisierungsfehler Stdbriicke

Einige Architekturprotokolle sind nicht verfiigbar

Fehler bei der PCI-Ressourcenzuweisung. Nicht mehr zur Verfiigung.
Kein Speicherplatz fir Legacy Option ROM

Es wurden keine Ausgabegerate fur die Konsole gefunden
Es wurden keine Gerate fur den Konsoleneingang gefunden

Ungultiges Passwort

Fehler beim Laden der Boot-Option (Loadlmage hat Fehler zurlickgegeben)

Boot-Option fehlgeschlagen (Startimage-Fehler zuriickgegeben)

Flash-Update fehlgeschlagen

Das Riicksetzprotokoll ist nicht verfligbar

DXE-Phase BMC-Selbsttestfehler

MRC: ERR_NO_MEMORY
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Codieren Zeigt An

OXE9 MRC: ERR_LT_LOCK

OXEA MRC: ERR_DDR_INIT

OXEB MRC: ERR_MEM_TEST

OXEC MRC: ERR_VENDOR_SPECIFIC
OXED MRC: ERR_DIMM_COMPAT

OXEE MRC: ERR_MRC_COMPATIBILITY
OXEF MRC: ERR_MRC_STRUCT

OXFO MRC: ERR_SET_VDD

OXF1 MRC: ERR_IOT_MEM_BUFFER
OXF2 MRC: ERR_RC_INTERN

OXF3 MRC: ERR_INVALID_REG_ACCESS
OxF4 MRC: ERR_SET_MC_FREQ

OXF5 MRC: ERR_READ_MC_FREQ

0x70 MRC: ERR_DIMM_CHANNEL

0x74 MRC: ERR_BIST_CHECK

OXF6 MRC: ERR_SMBUS

OXF7 MRC: ERR_PCU

OxF8 MRC: ERR_NGN

OXF9 MRC: ERR_INTERLEAVE_FAILURE

Hardware-Setup scheint zu hangen (SG100 und SG1000)

Das Installationsprogramm von StorageGRID Appliance ist mdglicherweise nicht
verfugbar, wenn Hardwarefehler oder Verkabelungsfehler eine Ausfuhrung der Appliance
verhindern.
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Schritte
1. Uberprifen Sie die LEDs am Gerét sowie die im BMC angezeigten Boot- und Fehlercodes.

2. Wenn Sie Hilfe bei der Behebung eines Problems bendétigen, wenden Sie sich an den technischen
Support.

Verwandte Informationen

* "Boot-up-Codes anzeigen (SG100 und SG1000)"
* "Fehlercodes anzeigen (SG100 und SG1000)"

Fehlerbehebung bei Verbindungsproblemen (SG100 und SG1000)

Wenn wahrend der Installation der StorageGRID-Appliance Verbindungsprobleme
auftreten, fuhren Sie die hier aufgefuhrten Korrekturmal3nahmen durch.

Verbindung zum Gerit nicht méglich

Wenn Sie keine Verbindung zur Services-Appliance herstellen kdnnen, liegt moglicherweise ein
Netzwerkproblem vor, oder die Hardwareinstallation wurde mdglicherweise nicht erfolgreich abgeschlossen.

Schritte

1. Versuchen Sie, das Gerat mit der IP-Adresse des Geréts zu pingen :
ping services appliance IP

2. Wenn Sie keine Antwort vom Ping erhalten, bestatigen Sie, dass Sie die richtige IP-Adresse verwenden.

Sie konnen die IP-Adresse der Appliance im Grid-Netzwerk, im Admin-Netzwerk oder im Client-Netzwerk
verwenden.

3. Wenn die IP-Adresse korrekt ist, Uberpriifen Sie die Gerateverkabelung, QSFP- oder SFP-Transceiver und
die Netzwerkeinrichtung.

4. Wenn ein physischer Zugang zur Appliance verfugbar ist, kbnnen Sie eine direkte Verbindung zur
permanenten Link-lokalen IP verwenden 169.254.0.1 Um die Controller-Netzwerkkonfiguration zu
Uberprifen und bei Bedarf zu aktualisieren. Detaillierte Anweisungen finden Sie in Schritt 2 unter "Rufen
Sie das Installationsprogramm fir StorageGRID-Appliances auf".

Falls das Problem dadurch nicht behoben werden kann, wenden Sie sich an den technischen Support.

5. Wenn der Ping erfolgreich war, 6ffnen Sie einen Webbrowser.

6. Geben Sie die URL fiir das StorageGRID-Appliance-Installationsprogramm ein:
https://appliances controller IP:8443

Die Startseite wird angezeigt.
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