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Kabelgerat
Kabelgerat (SGF6112)

Sie verbinden den Management-Port der Appliance mit dem Service-Laptop und
verbinden die Netzwerkports der Appliance mit dem Grid-Netzwerk und dem optionalen
Client-Netzwerk fur StorageGRID.

Bevor Sie beginnen
* Sie verflgen Uber ein RJ-45-Ethernet-Kabel zum AnschlieRen des Management-Ports.

+ Sie haben eine der folgenden Optionen fiir die Netzwerkanschliisse. Diese Gegenstande sind nicht im
Lieferumfang des Gerats enthalten.

o Ein bis vier Twinax-Kabel zum Anschlie3en der vier Netzwerk-Ports.

o Ein bis vier SFP+ oder SFP28 Transceiver, wenn Sie optische Kabel fir die Ports verwenden moéchten.

@ Gefahr der Laserstrahlung — keinen Teil eines SFP-Transceivers zerlegen oder entfernen. Sie
kénnen Laserstrahlung ausgesetzt sein.

Uber diese Aufgabe
Die folgenden Abbildungen zeigen die Ports auf der Riickseite des SGF6112.

Legende Port Typ des Ports Nutzung
1 BMC-Management-Port 1 GbE (RJ-45) Stellt eine Verbindung zum Netzwerk
auf der Appliance her, in dem Sie auf die BMC-

Schnittstelle zugreifen.

2 Vier 10/25-GbE- Stellen Sie eine Verbindung zum Grid-
Netzwerkports auf der Netzwerk und dem Client-Netzwerk fir
Appliance StorageGRID her.



Legende Port Typ des Ports Nutzung

3 Admin-Netzwerk-Port auf 1 GbE (RJ-45) Verbindet die Appliance mit dem Admin-
der Appliance (in der Netzwerk fur StorageGRID.
Abbildung mit ,P1“ Wichtig: dieser Port
gekennzeichnet) arbeitet nur mit 1/10-GbE

(RJ-45) und unterstitzt
keine 100-Megabit-
Geschwindigkeiten.

RechtmaRiger RJ-45- 1 GbE (RJ-45) « Kann mit Verwaltungsport 1

Anschluss am Gerat verbunden werden, wenn Sie eine
Wichtig: dieser Port redundante Verbindung zum Admin-
arbeitet nur mit 1/10-GbE Netzwerk wiinschen.

(RJ-45) und unterstitzt
keine 100-Megabit-
Geschwindigkeiten.

« Kann getrennt bleiben und fur einen
temporaren lokalen Zugang
verfuigbar sein (IP 169.254.0.1).

» Wahrend der Installation kann
verwendet werden, um das Gerat
an einen Service-Laptop
anzuschliel’en, wenn DHCP-
zugewiesene |IP-Adressen nicht
verflgbar sind.

Schritte

1. Schliel’en Sie den BMC-Managementport der Appliance Uber ein Ethernet-Kabel an das
Managementnetzwerk an.

Obwohl diese Verbindung optional ist, wird empfohlen, den Support zu erleichtern.

2. Verbinden Sie die Netzwerk-Ports des Gerats mit den entsprechenden Netzwerk-Switches Gber Twinax-
Kabel oder optische Kabel und Transceiver.

Alle vier Netzwerkports miissen dieselbe Verbindungsgeschwindigkeit verwenden.

SGF6112-Verbindungsgeschwindigkeit Erforderliche Ausriistung

(GbE)
@ 10 SFP+-Transceiver
25 SFP28-Transceiver

> Wenn Sie den Modus Fixed Port Bond verwenden méchten (Standard), verbinden Sie die Ports mit
dem StorageGRID-Grid und den Client-Netzwerken, wie in der Tabelle dargestellt.

Port Verbindung wird hergestellt mit...
Port 1 Client-Netzwerk (optional)



Port Verbindung wird hergestellt mit...

Port 2 Grid-Netzwerk
Port 3 Client-Netzwerk (optional)
Port 4 Grid-Netzwerk

o Wenn Sie den aggregierten Port Bond-Modus verwenden moéchten, verbinden Sie einen oder mehrere
Netzwerkports mit einem oder mehreren Switches. Sie sollten mindestens zwei der vier Ports
verbinden, um einen Single Point of Failure zu vermeiden. Wenn Sie mehrere Switches flr eine
einzelne LACP-Verbindung verwenden, miissen die Switches MLAG oder Aquivalent unterstitzen.

3. Wenn Sie das Admin-Netzwerk fir StorageGRID verwenden mdchten, schlieen Sie den Admin-
Netzwerkport des Gerats Uber ein Ethernet-Kabel an das Admin-Netzwerk an.

Kabelgerat (SG6000)

Sie verbinden die Speicher-Controller mit dem SG6000-CN-Controller, verbinden die
Management-Ports aller drei Controller und verbinden die Netzwerk-Ports des SG6000-
CN-Controllers mit dem Grid-Netzwerk und dem optionalen Client-Netzwerk flr
StorageGRID.

Bevor Sie beginnen

» Das Geréat verfligt Uber die vier optischen Kabel zum Anschlielen der beiden Speicher-Controller an den
SG6000-CN-Controller.

« Sie verfugen Uber RJ-45-Ethernet-Kabel (mindestens vier) fir den Anschluss der Management-Ports.

+ Sie haben eine der folgenden Optionen fur die Netzwerkanschlisse. Diese Gegenstande sind nicht im
Lieferumfang des Gerats enthalten.

o Ein bis vier Twinax-Kabel zum Anschlieen der vier Netzwerk-Ports.

o Ein bis vier SFP+ oder SFP28 Transceiver, wenn Sie optische Kabel fir die Ports verwenden moéchten.

@ Gefahr der Laserstrahlung — keinen Teil eines SFP-Transceivers zerlegen oder
entfernen. Sie kdnnen Laserstrahlung ausgesetzt sein.

Uber diese Aufgabe

Die nachfolgende Abbildung zeigt die drei Controller in den SG6060 und SG6060X Appliances, wobei der
SG6000-CN Computing-Controller oben und die beiden E2800 Storage-Controller unten dargestellt sind. Das
SG6060 verwendet E2800A-Controller und das SG6060X verwendet E2800B-Controller.

@ Beide Versionen des E2800 Controllers haben die gleichen Spezifikationen und funktionieren
mit Ausnahme der Lage der Interconnect-Ports.

@ Verwenden Sie keinen E2800A- und E2800B-Controller in derselben Appliance.

SG6060-Verbindungen:
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E2800 —

SG6060X-Verbindungen:
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Die folgende Abbildung zeigt die drei Controller in der SGF6024 Appliance mit dem SG6000-CN Compute-
Controller oben und den beiden EF570 Storage-Controllern nebeneinander unter dem Computing-Controller.

SGF6024-Verbindungen:



SGE000-CN

EF570 (2)

Legende
1

Port

BMC-Management-Port
am SG6000-CN
Controller

FC-Verbindungs-Ports:

* 4 auf dem SG6000-
CN-Controller

+ 2 auf jedem Storage
Controller

Vier Netzwerk-Ports auf
dem SG6000-CN
Controller

Admin-Netzwerk-Port am
SG6000-CN Controller (in
der Abbildung mit P1
gekennzeichnet)

Typ des Ports
1 GbE (RJ-45)

Optisches 16-Gbit/s FC
SFP+

10/25-GbE

1 GbE (RJ-45)

Wichtig: dieser Port
arbeitet nur mit 1000

BaseT/Full und unterstitzt

keine Geschwindigkeiten

von 10 oder 100 Megabit.

Nutzung

Stellt eine Verbindung zum Netzwerk
her, in dem Sie auf die BMC-
Schnittstelle zugreifen.

Verbinden Sie jeden Speicher-Controller
mit dem SG6000-CN-Controller.

Stellen Sie eine Verbindung zum Grid-
Netzwerk und dem Client-Netzwerk fiir
StorageGRID her.

Verbindet den SG6000-CN-Controller
mit dem Admin-Netzwerk flr
StorageGRID.



Legende Port Typ des Ports Nutzung

Rechtmafiger RJ-45- 1 GbE (RJ-45) » Kann mit Verwaltungsport 1

Anschluss am SG6000- verbunden werden, wenn Sie eine

CN-Controller Wichtig: dieser Port redundante Verbindung zum Admin-
arbeitet nur mit 1000 Netzwerk wiinschen.

BaseT/Full und unterstitzt
keine Geschwindigkeiten
von 10 oder 100 Megabit.

» Kann unverkabelt und fur
temporaren lokalen Zugang
verfiigbar sein (IP 169.254.0.1).

» Kann wahrend der Installation
verwendet werden, um den
SG6000-CN-Controller mit einem
Service-Laptop zu verbinden, wenn
keine DHCP-zugewiesenen IP-
Adressen verfiigbar sind.

5 Management-Port 1 auf 1 GbE (RJ-45) Stellt eine Verbindung mit dem
jedem Storage Controller Netzwerk her, in dem Sie auf SANtricity
System Manager zugreifen.

Management-Port 2 auf 1 GbE (RJ-45) Reserviert fiir technischen Support.
jedem Storage Controller

Schritte

1. Schliel3en Sie den BMC-Management-Port des SG6000-CN Controllers tber ein Ethernet-Kabel an das
Managementnetzwerk an.

Obwohl diese Verbindung optional ist, wird empfohlen, den Support zu erleichtern.

2. Verbinden Sie die beiden FC-Ports an jedem Speicher-Controller mit den FC-Ports des SG6000-CN
Controllers. Verwenden Sie dazu vier optische Kabel und vier SFP+-Transceiver fiir die Speicher-
Controller.

3. Verbinden Sie die Netzwerk-Ports des SG6000-CN Controllers mit den entsprechenden Netzwerk-
Switches Uber Twinax-Kabel oder optische Kabel und SFP+ oder SFP28 Transceiver.

Die vier Netzwerkanschlisse mussen dieselbe Verbindungsgeschwindigkeit verwenden.

@ Installieren Sie SFP+-Transceiver, wenn Sie 10-GbE-Verbindungsgeschwindigkeiten
verwenden mochten. Installieren Sie SFP28 Transceiver, wenn Sie 25-GbE-
Linkgeschwindigkeiten verwenden mdchten.

o Wenn Sie den Modus Fixed Port Bond verwenden méchten (Standard), verbinden Sie die Ports mit
dem StorageGRID-Grid und den Client-Netzwerken, wie in der Tabelle dargestellt.

Port Verbindung wird hergestellt mit...
Port 1 Client-Netzwerk (optional)
Port 2 Grid-Netzwerk



Port Verbindung wird hergestellt mit...
Port 3 Client-Netzwerk (optional)

Port 4 Grid-Netzwerk

> Wenn Sie den aggregierten Port Bond-Modus verwenden méchten, verbinden Sie einen oder mehrere
Netzwerkports mit einem oder mehreren Switches. Sie sollten mindestens zwei der vier Ports
verbinden, um einen Single Point of Failure zu vermeiden. Wenn Sie mehrere Switches fiir eine
einzelne LACP-Verbindung verwenden, miissen die Switches MLAG oder Aquivalent unterstiitzen.

4. Wenn Sie das Admin-Netzwerk fir StorageGRID verwenden méchten, verbinden Sie den Admin-
Netzwerkanschluss des SG6000-CN-Controllers Uber ein Ethernet-Kabel mit dem Admin-Netzwerk.

5. Wenn Sie das Managementnetzwerk fir SANTtricity System Manager verwenden méchten, verbinden Sie
Managementport 1 (P1) an jedem Storage Controller (der RJ-45-Port auf der linken Seite) mit einem
Netzwerkmanagement fir SANtricity System Manager.

Verwenden Sie den Management-Port 2 (P2) nicht auf den Speichercontrollern (der RJ-45-Port auf der
rechten Seite). Dieser Port ist fur technischen Support reserviert.

Verwandte Informationen
"Port-Bond-Modi (SG6000-CN-Controller)"

Kabel-Appliance (SG5700)

Sie verbinden die beiden Controller miteinander, verbinden die Management-Ports auf
jedem Controller und verbinden die 10/25-GbE-Ports des E5700SG Controllers mit dem
Grid-Netzwerk und dem optionalen Client-Netzwerk fur StorageGRID.

Bevor Sie beginnen
« Sie haben die folgenden Artikel ausgepackt, die im Lieferumfang des Gerats enthalten sind:
o Zwei Netzkabel.
o Zwei optische Kabel fur die FC Interconnect-Ports an den Controllern.

o Acht SFP+-Transceiver, die entweder 10 GbE oder 16 Gbit/s FC unterstitzen. Die Transceiver kdnnen
mit den beiden Interconnect Ports auf beiden Controllern und mit den vier 10/25-GbE-Netzwerkports
auf dem E5700SG Controller verwendet werden, vorausgesetzt, die Netzwerk-Ports bendtigen eine 10-
GbE-Verbindungsgeschwindigkeit.

 Sie haben folgende Produkte erhalten, die nicht im Lieferumfang des Gerats enthalten sind:
o Ein bis vier optische Kabel fir die 10/25-GbE-Ports, die Sie verwenden mdchten.
o Ein bis vier SFP28-Transceiver, wenn Sie 25-GbE-Verbindungsgeschwindigkeit verwenden mdchten.

o Ethernet-Kabel fir die Verbindung der Management-Ports.

@ Gefahr der Laserstrahlung — keinen Teil eines SFP-Transceivers zerlegen oder entfernen. Sie
kénnen Laserstrahlung ausgesetzt sein.

Uber diese Aufgabe
Die Zahlen zeigen die beiden Controller der SG5760 und SG5760X, wobei der Storage Controller der E2800


https://docs.netapp.com/de-de/storagegrid-117/installconfig/port-bond-modes-for-sg6000-cn-controller.html

Serie oben und der E5700SG Controller unten gezeigt werden. In den SG5712 und SG5712X befindet sich der
Speicher-Controller der E2800 Serie links vom E5700SG-Controller, wenn er von hinten betrachtet wird.

SG5760-Verbindungen:

E2800

ES7005G

SG5760X-Verbindungen:

E2800B

E5700SG :“ET_‘| Lol == o ||:| o B[
ST - A

Legende Port Typ des Ports Nutzung
1 Zwei Interconnect-Ports an 16 Gbit/s FC optisch SFP+ Verbinden Sie die beiden
jedem Controller Controller miteinander.
2 Management-Port 1 aufdem 1 GbE (RJ-45) Stellt eine Verbindung mit
Controller der E2800 Serie dem Netzwerk her, in dem Sie
auf SANTtricity System

Manager zugreifen. Sie
kénnen das Admin-Netzwerk
fur StorageGRID oder ein
unabhangiges
Managementnetzwerk
verwenden.



Legende Port

2 Management-Port 2 auf dem
Controller der E2800 Serie

3 Management-Port 1 am
E5700SG Controller

3 Management-Port 2 am
E5700SG Controller

4 10/25-GbE-Ports 1-4 auf dem
E5700SG Controller

Schritte

Typ des Ports
1 GbE (RJ-45)

1 GbE (RJ-45)

1 GbE (RJ-45)

10-GbE oder 25-GbE

Hinweis: die im Lieferumfang
des Gerats enthaltenen SFP+
Transceiver unterstitzen 10-
GbE-
Verbindungsgeschwindigkeite
n. Wenn Sie fir die vier
Netzwerk-Ports 25-GbE-
Verbindungsgeschwindigkeite
n verwenden mochten,
muissen Sie SFP28-
Transceiver bereitstellen.

Nutzung

Reserviert flr technischen
Support.

Verbindet den E5700SG-
Controller mit dem Admin-
Netzwerk fur StorageGRID.

* Kann mit Verwaltungsport
1 verbunden werden,
wenn Sie eine redundante
Verbindung zum Admin-
Netzwerk wiinschen.

* Kann unverkabelt und fiir
temporaren lokalen
Zugang verfugbar sein (IP
169.254.0.1).

» Kann wahrend der
Installation verwendet
werden, um den
E5700SG-Controller mit
einem Service-Laptop zu
verbinden, wenn DHCP-
zugewiesene IP-Adressen
nicht verfligbar sind.

Stellen Sie eine Verbindung
zum Grid-Netzwerk und dem
Client-Netzwerk fur
StorageGRID her. Siehe
"Port-Bond-Modi (E5700SG
Controller)".

1. Verbinden Sie den E2800 Controller mit dem E5700SG Controller mithilfe von zwei optischen Kabeln und

vier der acht SFP+ Transceiver.

Diesen Port verbinden...

Interconnect-Port 1 auf dem E2800 Controller

Interconnect-Port 2 auf dem E2800 Controller

Zu diesem Port...

Interconnect-Port 1 am E5700SG Controller

Interconnect-Port 2 am E5700SG Controller


https://docs.netapp.com/de-de/storagegrid-117/installconfig/port-bond-modes-for-e5700sg-controller-ports.html
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2. Wenn Sie planen, SANtricity System Manager zu verwenden, verbinden Sie Managementport 1 (P1) am
E2800 Controller (der RJ-45 Port auf der linken Seite) mit dem Managementnetzwerk fiir SANtricity
System Manager. Verwenden Sie dazu ein Ethernetkabel.

Verwenden Sie den Management-Port 2 (P2) nicht auf dem E2800 Controller (der RJ-45-Port auf der
rechten Seite). Dieser Port ist fir technischen Support reserviert.

3. Wenn Sie das Admin-Netzwerk fur StorageGRID verwenden mdchten, verbinden Sie den Verwaltungsport
1 des E5700SG-Controllers (der RJ-45-Port links) Uber ein Ethernet-Kabel mit dem Admin-Netzwerk.

Wenn Sie den Active-Backup-Netzwerk-Bond-Modus fiir das Admin-Netzwerk verwenden méchten,
verbinden Sie den Management-Port 2 des E5700SG-Controllers (der RJ-45-Port rechts) Gber ein
Ethernet-Kabel mit dem Admin-Netzwerk.

4. Verbinden Sie die 10/25-GbE-Ports des E5700SG Controllers mit den entsprechenden Netzwerk-Switches
Uber optische Kabel und SFP+ oder SFP28-Transceiver.

®

Alle Ports missen dieselbe Verbindungsgeschwindigkeit verwenden. Installieren Sie SFP+-
Transceiver, wenn Sie 10-GbE-Verbindungsgeschwindigkeiten verwenden mdchten.
Installieren Sie SFP28 Transceiver, wenn Sie 25-GbE-Linkgeschwindigkeiten verwenden
mdchten.

> Wenn Sie den Modus Fixed Port Bond verwenden méchten (Standard), verbinden Sie die Ports mit
dem StorageGRID-Grid und den Client-Netzwerken, wie in der Tabelle dargestellt.

Port
Port 1

Port 2

Port 3

Port 4

Verbindung wird hergestellt mit...

Client-Netzwerk (optional)
Grid-Netzwerk
Client-Netzwerk (optional)

Grid-Netzwerk

> Wenn Sie den aggregierten Port Bond-Modus verwenden moéchten, verbinden Sie einen oder mehrere
Netzwerkports mit einem oder mehreren Switches. Sie sollten mindestens zwei der vier Ports
verbinden, um einen Single Point of Failure zu vermeiden. Wenn Sie mehrere Switches flr eine
einzelne LACP-Verbindung verwenden, missen die Switches MLAG oder Aquivalent unterstitzen.

Verwandte Informationen

"Rufen Sie das Installationsprogramm fir StorageGRID-Appliances auf"

Kabelgerat (SG100 und SG1000)

Sie mussen den Management-Port der Appliance mit dem Service-Laptop verbinden und
die Netzwerkanschllsse der Appliance mit dem Grid-Netzwerk und dem optionalen
Client-Netzwerk fur StorageGRID verbinden.

Bevor Sie beginnen
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« Sie verfugen Uber ein RJ-45-Ethernet-Kabel zum Anschlielen des Management-Ports.

+ Sie haben eine der folgenden Optionen fur die Netzwerkanschlisse. Diese Gegenstande sind nicht im

Lieferumfang des Gerats enthalten.

o Ein bis vier Twinax-Kabel zum AnschlieRen der vier Netzwerk-Ports.

o Fur das SG100 sind ein bis vier SFP+ oder SFP28 Transceiver, wenn Sie optische Kabel flir die Ports

verwenden machten.

o Fir den SG1000, ein bis vier QSFP+ oder QSFP28 Transceiver, wenn Sie optische Kabel fiir die Ports

verwenden mochten.

@ Gefahr der Laserstrahlung — kein Teil eines SFP- oder QSFP-Transceivers demontieren oder

entfernen. Sie kdnnen Laserstrahlung ausgesetzt sein.

Uber diese Aufgabe

Die folgenden Abbildungen zeigen die Anschlisse auf der Riickseite des Gerats.

SG100-Port-Verbindungen:

Legende Port

1 BMC-Management-Port
auf der Appliance

2 Vier Netzwerkports auf
der Appliance

Typ des Ports
1 GbE (RJ-45)

» Fir das SG100:
10/25-GbE

» Fur den SG1000:
10/25/40/100-GbE

Nutzung

Stellt eine Verbindung zum Netzwerk
her, in dem Sie auf die BMC-
Schnittstelle zugreifen.

Stellen Sie eine Verbindung zum Grid-
Netzwerk und dem Client-Netzwerk ftr
StorageGRID her.

11



Legende Port

3 Admin-Netzwerk-Port auf

der Appliance (in den
Abbildungen mit ,P1*
gekennzeichnet)

RechtmaRiger RJ-45-
Anschluss am Gerat

Schritte

Typ des Ports Nutzung

1 GbE (RJ-45) Verbindet die Appliance mit dem Admin-
Netzwerk fur StorageGRID.

Wichtig: dieser Port

arbeitet nur mit 1000

BaseT/Full und unterstutzt

keine Geschwindigkeiten

von 10 oder 100 Megabit.

1 GbE (RJ-45) « Kann mit Verwaltungsport 1

verbunden werden, wenn Sie eine
Wichtig: dieser Port redundante Verbindung zum Admin-
arbeitet nur mit 1000 Netzwerk wiinschen.

BaseT/Full und unterstutzt
keine Geschwindigkeiten
von 10 oder 100 Megabit.

« Kann getrennt bleiben und fur einen
temporaren lokalen Zugang
verfuigbar sein (IP 169.254.0.1).

» Wahrend der Installation kann
verwendet werden, um das Gerat
an einen Service-Laptop
anzuschliel’en, wenn DHCP-
zugewiesene |IP-Adressen nicht
verflgbar sind.

1. Schliel’en Sie den BMC-Managementport der Appliance Uber ein Ethernet-Kabel an das

Managementnetzwerk an.

Obwohl diese Verbindung optional ist, wird empfohlen, den Support zu erleichtern.

2. Verbinden Sie die Netzwerk-Ports des Gerats mit den entsprechenden Netzwerk-Switches Gber Twinax-
Kabel oder optische Kabel und Transceiver.
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o Wenn Sie den Modus Fixed Port Bond verwenden méchten (Standard), verbinden Sie die Ports mit

Alle vier Netzwerkports missen dieselbe Verbindungsgeschwindigkeit verwenden. In der
folgenden Tabelle finden Sie die fiir lhre Hardware und Verbindungsgeschwindigkeit

erforderlichen Geréte.

SG100 Verbindungsgeschwindigkeit

(GbE)
10

25

SG1000 Link-Geschwindigkeit (GbE)

10

25

40

100

Erforderliche Ausriistung

SFP+-Transceiver

SFP28-Transceiver

Erforderliche Ausriistung

QSA- und SFP+-Transceiver

QSA und SFP28 Transceiver

QSFP+-Transceiver

QFSP28-Transceiver

dem StorageGRID-Grid und den Client-Netzwerken, wie in der Tabelle dargestellt.

Port
Port 1

Port 2

Port 3

Port 4

Verbindung wird hergestellt mit...

Client-Netzwerk (optional)

Grid-Netzwerk

Client-Netzwerk (optional)

Grid-Netzwerk

o Wenn Sie den aggregierten Port Bond-Modus verwenden moéchten, verbinden Sie einen oder mehrere
Netzwerkports mit einem oder mehreren Switches. Sie sollten mindestens zwei der vier Ports
verbinden, um einen Single Point of Failure zu vermeiden. Wenn Sie mehrere Switches flr eine

einzelne LACP-Verbindung verwenden, miissen die Switches MLAG oder Aquivalent unterstitzen.

3. Wenn Sie das Admin-Netzwerk fur StorageGRID verwenden mdchten, schlieen Sie den Admin-
Netzwerkport des Gerats Uber ein Ethernet-Kabel an das Admin-Netzwerk an.
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— Noncommercial ltems* in DFARS 252.227-7013 (Februar 2014) und FAR 52.227-19 (Dezember 2007).

Die hierin enthaltenen Daten beziehen sich auf ein kommerzielles Produkt und/oder einen kommerziellen
Service (wie in FAR 2.101 definiert) und sind Eigentum von NetApp, Inc. Alle technischen Daten und die
Computersoftware von NetApp, die unter diesem Vertrag bereitgestellt werden, sind gewerblicher Natur und
wurden ausschlie3lich unter Verwendung privater Mittel entwickelt. Die US-Regierung besitzt eine nicht
ausschlieBliche, nicht Gbertragbare, nicht unterlizenzierbare, weltweite, limitierte unwiderrufliche Lizenz zur
Nutzung der Daten nur in Verbindung mit und zur Unterstitzung des Vertrags der US-Regierung, unter dem
die Daten bereitgestellt wurden. Sofern in den vorliegenden Bedingungen nicht anders angegeben, durfen die
Daten ohne vorherige schriftliche Genehmigung von NetApp, Inc. nicht verwendet, offengelegt, vervielfaltigt,
geandert, aufgefiihrt oder angezeigt werden. Die Lizenzrechte der US-Regierung fir das US-
Verteidigungsministerium sind auf die in DFARS-Klausel 252.227-7015(b) (Februar 2014) genannten Rechte
beschrankt.

Markeninformationen

NETAPP, das NETAPP Logo und die unter http://www.netapp.com/TM aufgefihrten Marken sind Marken von
NetApp, Inc. Andere Firmen und Produktnamen kénnen Marken der jeweiligen Eigentiimer sein.
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