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Konfigurieren Sie den TSM-Server

Dieser Abschnitt enthalt Beispielanweisungen zur Vorbereitung eines TSM-Servers
gemal den Best Practices von TSM.

Die folgenden Anweisungen fiihren Sie durch den Prozess von:

« Definieren eines Festplatten-Speicherpools und eines Bandspeicherpools (falls erforderlich) auf dem TSM-
Server

* Definieren einer Domanenrichtlinie, die die TSM-Managementklasse fir die Daten verwendet, die im
Knoten Archiv gespeichert sind, und Registrieren eines Knotens flr diese Domanenrichtlinie

Diese Anweisungen dienen nur zu lhrer Orientierung; sie sind nicht als Ersatz fur die TSM-Dokumentation
gedacht oder als vollstandige und umfassende Anweisungen, die fiir alle Konfigurationen geeignet sind. Eine
Anleitung zur Implementierung sollte von einem TSM-Administrator bereitgestellt werden, der sowohl mit lhren
detaillierten Anforderungen als auch mit dem vollstandigen Satz der TSM-Server-Dokumentation vertraut ist.

Definieren Sie TSM Tape- und Festplatten-Storage-Pools

Der Archivknoten schreibt in einen Festplatten-Speicherpool. Um Inhalte auf Band zu
archivieren, mussen Sie den Festplatten-Speicherpool konfigurieren, um Inhalte in einen
Bandspeicher-Pool zu verschieben.

Uber diese Aufgabe

Bei einem TSM-Server missen Sie einen Bandspeicher-Pool und einen Festplatten-Speicherpool in Tivoli
Storage Manager definieren. Erstellen Sie nach Definition des Laufwerk-Pools ein Laufwerk-Volume und
weisen Sie es dem Laufwerk-Pool zu. Ein Bandpool-nicht erforderlich, wenn Ihr TSM-Server nur Festplatten-
Storage verwendet.

Sie mussen mehrere Schritte auf dem TSM-Server durchfiihren, bevor Sie einen Bandspeicherpool erstellen
kdnnen. (Erstellen Sie eine Bandbibliothek und mindestens ein Laufwerk in der Bandbibliothek. Definieren Sie
einen Pfad vom Server zur Bibliothek und vom Server zu den Laufwerken und definieren Sie dann eine
Gerateklasse fir die Laufwerke.) Die Details dieser Schritte kdnnen je nach Hardwarekonfiguration und
Storage-Anforderungen des Standorts variieren. Weitere Informationen finden Sie in der TSM-Dokumentation.

Die folgenden Anweisungen veranschaulichen den Prozess. Sie sollten beachten, dass die Anforderungen an

Ihren Standort je nach Bereitstellungsanforderungen unterschiedlich sein kdnnen. Weitere Informationen zur
Konfiguration und zu Anweisungen finden Sie in der TSM-Dokumentation.

@ Sie missen sich beim Server mit Administratorrechten anmelden und das dsmadmc-Tool
verwenden, um die folgenden Befehle auszufihren.

Schritte
1. Erstellen einer Tape Library

define library tapelibrary libtype=scsi

Wo tapelibrary Ist ein willkirlicher Name, der fiir die Bandbibliothek und den Wert von ausgewahilt
wurde 1ibtype Je nach Art der Tape Library kann es variieren.



2. Definieren Sie einen Pfad vom Server zur Bandbibliothek.

define path servername tapelibrary srctype=server desttype=library device=1ib-
devicename

° servername Ist der Name des TSM-Servers
° tapelibrary Ist der von Ihnen definierte Bandbibliothek

° Iib-devicename Ist der Geratename flr die Bandbibliothek

3. Legen Sie ein Laufwerk fiir die Bibliothek fest.
define drive tapelibrary drivename

° drivename Ist der Name, den Sie fir das Laufwerk angeben mdchten

° tapelibrary lIst der von Ihnen definierte Bandbibliothek
Je nach Hardwarekonfiguration mdchten Sie moglicherweise ein zusatzliches Laufwerk oder weitere
Laufwerke konfigurieren. (Wenn beispielsweise der TSM-Server mit einem Fibre Channel-Switch
verbunden ist, der Uber zwei Eingaben aus einer Bandbibliothek verflgt, sollten Sie fir jede Eingabe
maoglicherweise ein Laufwerk definieren.)

4. Definieren Sie einen Pfad vom Server zum Laufwerk, das Sie definiert haben.

define path servername drivename srctype=server desttype=drive
library=tapelibrary device=drive-dname

° drive-dname Ist der Geratename flr das Laufwerk

° tapelibrary Ist der von Ihnen definierte Bandbibliothek

Wiederholen Sie diesen Vorgang fir jedes Laufwerk, das Sie fur die Bandbibliothek definiert haben, mit
einem separaten Laufwerk drivename Und drive-dname FUr jedes Laufwerk.

5. Definieren Sie eine Gerateklasse fur die Laufwerke.

define devclass DeviceClassName devtype=I1to library=tapelibrary
format=tapetype

° DeviceClassName Ist der Name der Gerateklasse

° 1to Ist der Laufwerkstyp, der mit dem Server verbunden ist
° tapelibrary lIst der von Ihnen definierte Bandbibliothek

° tapetype Ist der Tape-Typ, z. B. ultrium3

6. Flgen Sie dem Bestand der Bibliothek Bandvolumen hinzu.
checkin libvolume tapelibrary
tapelibrary Ist der von Ihnen definierte Bandbibliothek.

7. Erstellen Sie den primaren Bandspeicherpool.



define stgpool SGWSTapePool DeviceClassName description=description
collocate=filespace maxscratch=XX

° SGWSTapePool Ist der Name des Bandspeicherpools des Archiv-Nodes. Sie kdnnen einen beliebigen
Namen fur den Bandspeicher-Pool auswahlen (sofern der Name die vom TSM-Server erwarteten
Syntaxkonventionen verwendet).

° DeviceClassName Ist der Name des Klassennamens fur die Bandbibliothek.

° description Ist eine Beschreibung des Speicherpools, der mithilfe des auf dem TSM-Server
angezeigt werden kann query stgpool Befehl. Beispiel: ,Bandspeicher-Pool fir den
Archiv-Node*

° collocate=rilespace Gibt an, dass der TSM-Server Objekte aus demselben Dateispeicher auf ein
einzelnes Band schreiben soll.

o

XX Ist eine der folgenden Optionen:

= Die Anzahl der leeren Bander in der Bandbibliothek (falls der Archivknoten die einzige Anwendung
ist, die die Bibliothek verwendet).

= Die Anzahl der vom StorageGRID System zugewiesenen Tapes (in Fallen, in denen die Tape-
Bibliothek gemeinsam genutzt wird).

8. Erstellen Sie auf einem TSM-Server einen Festplatten-Speicherpool. Geben Sie an der
Administrationskonsole des TSM-Servers ein

define stgpool SGWSDiskPool disk description=description
maxsize=maximum file size nextstgpool=SGWSTapePool highmig=percent high
lowmig=percent low

° SGWSDiskPool Ist der Name des Festplatten-Pools des Archiv-Nodes. Sie kdnnen einen beliebigen
Namen fUr den Festplatten-Speicherpool auswahlen (sofern der Name die vom TSM erwarteten
Syntaxkonventionen verwendet).

° description Ist eine Beschreibung des Speicherpools, der mithilfe des auf dem TSM-Server
angezeigt werden kann query stgpool Befehl. Beispiel: ,DFestplatten-Storage-Pool fir
den Archiv-Node"

° maximum file size Zwingt das Schreiben von Objekten, die groRer sind als diese Grolde, direkt auf
Tape, statt im Festplatten-Pool gespeichert zu werden. Es wird empfohlen, die Einstellung festzulegen
maximum file size Bis 10 GB.

° nextstgpool=SGWSTapePool Bezeichnet den Festplatten-Speicherpool auf den fir den Archiv-
Node definierten Bandspeicher-Pool.

° percent_high Legt den Wert fest, mit dem der Laufwerk-Pool seine Inhalte in den Bandpool migriert.
Es wird empfohlen, die Einstellung festzulegen percent high Zu 0, sodass sofort die Datenmigration
beginnt

° percent_low Legtden Wert fest, mit dem die Migration zum Bandpool angehalten wird. Es wird
empfohlen, die Einstellung festzulegen percent Iow Zu 0, um den Laufwerk-Pool zu I6schen.

9. Erstellen Sie auf einem TSM-Server ein Festplatten-Volume (oder Volumes) und weisen Sie es dem
Festplatten-Pool zu.

define volume SGWSDiskPool volume name formatsize=size

° SGWSDiskPool Ist der Name des Disk-Pools.



° volume name Ist der vollstdndige Pfad zum Speicherort des Volumes (z. B.
/var/local/arc/stage6.dsm)Auf dem TSM-Server, wo er den Inhalt des Laufwerk-Pools in
Vorbereitung firr die Ubertragung auf Band schreibt.

° size Ist die Grofie des Datentragers in MB.

Wenn Sie beispielsweise ein einzelnes Laufwerk-Volume so erstellen méchten, dass der Inhalt eines
Festplattenpools ein einzelnes Band enthalt, setzen Sie den Wert der GroRe auf 200000, wenn das
Bandvolumen 200 GB hat.

Es konnte jedoch wiinschenswert sein, mehrere Festplatten-Volumes einer kleineren Gré3e zu
erstellen, da der TSM-Server auf jedes Volume im Festplatten-Pool schreiben kann. Wenn die
BandgroRe beispielsweise 250 GB betragt, erstellen Sie 25 Festplatten-Volumes mit jeweils 10 GB
(10000).

Der TSM-Server weist im Verzeichnis fir das Festplatten-Volume vorab Speicherplatz zu. Dies kann einige
Zeit in Anspruch nehmen (mehr als drei Stunden fir ein 200-GB-Laufwerk).

Definieren Sie eine Domanenrichtlinie und registrieren Sie
einen Knoten

Sie mUssen eine Domanenrichtlinie definieren, die die TSM-Managementklasse flr die
Daten verwendet, die vom Archiv-Node gespeichert wurden, und dann einen Knoten
registrieren, um diese Domanenrichtlinie zu verwenden.

Archive Node-Prozesse kdnnen Speicher auslaufen, wenn das Clientpasswort fiir den Archive
Node im Tivoli Storage Manager (TSM) ablauft. Stellen Sie sicher, dass der TSM-Server so
konfiguriert ist, dass der Client-Benutzername/das Passwort flir den Archiv-Node nie ablauft.

Wenn Sie einen Knoten auf dem TSM-Server fiir die Verwendung des Archiv-Knotens registrieren (oder einen
vorhandenen Knoten aktualisieren), missen Sie die Anzahl der Mount-Punkte angeben, die der Knoten flr
Schreibvorgange verwenden kann, indem Sie den MAXNUMMP-Parameter fir den BEFEHL REGISTER
NODE angeben. Die Anzahl der Bereitstellungspunkte entspricht in der Regel der Anzahl der
Bandlaufwerkskopfe, die dem Archiv-Node zugewiesen sind. Die fur MAXNUMMP auf dem TSM-Server
angegebene Zahl muss mindestens so grol3 sein wie der fir den ARC > Ziel > Konfiguration > Haupt >
maximale Store Sessions fir den Archive Node festgelegte Wert, Der auf den Wert 0 oder 1 gesetzt ist, da
gleichzeitige Speichersitzungen vom Archive Node nicht unterstutzt werden.

Der Wert des MAXSESSIONS-Satzes fiir den TSM-Server steuert die maximale Anzahl von Sitzungen, die fiir
den TSM-Server von allen Client-Anwendungen gedéffnet werden kénnen. Der auf dem TSM angegebene
MAXSESSIONS-Wert muss mindestens so grof3 sein wie der fir ARC > Ziel > Konfiguration > Main >
Anzahl Sitzungen im Grid Manager fur den Archiv-Node angegebene Wert. Der Archivknoten erstellt
gleichzeitig hdchstens eine Sitzung pro Bereitstellungspunkt plus eine kleine Zahl (< 5) zusatzlicher Sitzungen.

Der dem Archiv-Node zugewiesene TSM-Node verwendet eine benutzerdefinierte Doméanenrichtlinie t sm-
domain. Der tsm-domain Die Domanenrichtlinie ist eine gednderte Version der Domanenrichtlinie
,standard", die auf Band geschrieben und als Speicherpool des StorageGRID Systems das Archivziel
festgelegt wurde (SGWSDiskPool).

@ Sie mussen sich am TSM-Server mit Administratorrechten anmelden und das dsmadmc-Tool
verwenden, um die Domanenrichtlinie zu erstellen und zu aktivieren.



Erstellen und aktivieren Sie die Domanenrichtlinie

Sie mussen eine Domanenrichtlinie erstellen und diese dann aktivieren, um den TSM-
Server so zu konfigurieren, dass die vom Archiv-Node gesendeten Daten gespeichert
werden.

Schritte
1. Eine Domanenrichtlinie erstellen.

copy domain standard tsm-domain
2. Wenn Sie keine vorhandene Management-Klasse verwenden, geben Sie eine der folgenden Optionen ein:
define policyset tsm-domain standard
define mgmtclass tsm-domain standard default
derfault Ist die Standard-Managementklasse fur die Bereitstellung.
3. Erstellen Sie eine Copygroup in den entsprechenden Speicherpool. Geben Sie (in einer Zeile) ein:

define copygroup tsm-domain standard default type=archive
destination=SGWSDiskPool retinit=event retmin=0 retver=0

derfault Ist die Standard-Managementklasse fir den Archivknoten. Die Werte von retinit, retmin,
und retver Wurden ausgewahlt, um das Aufbewahrungsverhalten wiederzugeben, das derzeit vom
Archiv-Knoten verwendet wird

Nicht einstellen retinit Bis retinit=create. Einstellung retinit=create Blockiert
das Ldschen von Inhalten durch den Archivknoten, da Aufbewahrungsereignisse zum
Entfernen von Inhalten vom TSM-Server verwendet werden.

4. Weisen Sie die Managementklasse als Standard zu.

assign defmgmtclass tsm-domain standard default
5. Legen Sie den neuen Richtliniensatz als aktiv fest.

activate policyset tsm-domain standard

Ignorieren Sie die Warnung ,no Backup copy Group", die beim Eingeben des Befehls activate
angezeigt wird.

6. Registrieren Sie einen Knoten, um den neuen Richtliniensatz auf dem TSM-Server zu verwenden. Geben
Sie auf dem TSM-Server (in einer Zeile) Folgendes ein:

register node arc-user arc-password passexp=0 domain=tsm-domain
MAXNUMMP=number-of-sessions

Arc-user und Arc-password sind der Name und das Kennwort des Client-Knotens, den Sie auf dem Archiv-
Node definieren, und der Wert von MAXNUMMP ist auf die Anzahl der Bandlaufwerke festgelegt, die fur
Archive Node Store-Sessions reserviert sind.



Durch die Registrierung eines Knotens wird standardmaRig eine Administrator-Benutzer-I1D
@ mit der Berechtigung des Clienteigentimers erstellt, wobei das fiir den Knoten definierte
Passwort angegeben ist.
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