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Netzwerkrichtlinien

Netzwerkrichtlinien: Uberblick

Mithilfe dieser Richtlinien lernen Sie die StorageGRID Architektur und
Netzwerktopologien kennen und erfahren Sie mehr Uber die Anforderungen fur
Netzwerkkonfiguration und Provisionierung.

Informationen zu diesen Anweisungen

Diese Richtlinien stellen Informationen bereit, die zum Erstellen der StorageGRID Netzwerkinfrastruktur vor
der Bereitstellung und Konfiguration von StorageGRID Nodes verwendet werden kdnnen. Verwenden Sie
diese Richtlinien, um sicherzustellen, dass die Kommunikation zwischen allen Knoten im Netz und zwischen
dem Netz und externen Clients und Diensten erfolgen kann.

Externe Clients und externe Services mussen eine Verbindung zu StorageGRID-Netzwerken herstellen, um
Funktionen wie die folgenden auszufiuhren:
» Speichern und Abrufen von Objektdaten
* Benachrichtigungen erhalten
« Zugriff auf die StorageGRID Management-Schnittstelle (Grid Manager und MandantenManager)
 Zugriff auf die Revisionsfreigabe (optional)
 Die Bereitstellung von Services wie:
> Network Time Protocol (NTP)
o Domain Name System (DNS)
> Verschlisselungsmanagement-Server (KMS)

StorageGRID-Netzwerke mussen entsprechend konfiguriert werden, um den Datenverkehr fur diese
Funktionen und vieles mehr zu verarbeiten.

Bevor Sie beginnen

Die Konfiguration des Netzwerks fur ein StorageGRID System erfordert eine hohe Erfahrung mit Ethernet-
Switching, TCP/IP-Netzwerken, Subnetzen, Netzwerk-Routing und Firewalls.

Machen Sie sich vor dem Konfigurieren des Netzwerknetzwerks mit der StorageGRID-Architektur vertraut, wie
in beschrieben "Weitere Informationen zu StorageGRID".

Nachdem Sie festgelegt haben, welche StorageGRID-Netzwerke Sie verwenden mdchten und wie diese
Netzwerke konfiguriert werden sollen, kénnen Sie die StorageGRID-Nodes installieren und konfigurieren,
indem Sie die entsprechenden Anweisungen befolgen.

Installation softwarebasierter Nodes
* "Installieren Sie Red hat Enterprise Linux oder CentOS"

 "Installieren Sie Ubuntu oder Debian"

* "VMware installieren"

Installieren Sie Appliance-Knoten


https://docs.netapp.com/de-de/storagegrid-117/primer/index.html
https://docs.netapp.com/de-de/storagegrid-117/rhel/index.html
https://docs.netapp.com/de-de/storagegrid-117/ubuntu/index.html
https://docs.netapp.com/de-de/storagegrid-117/vmware/index.html

* "Appliance-Hardware installieren"

StorageGRID Software konfigurieren und verwalten
+ "StorageGRID verwalten"

« "Versionshinweise"

StorageGRID-Netzwerktypen

Die Grid-Nodes in einem StorageGRID-Systemprozess Grid Traffic, admin Traffic und
Client Traffic. Sie mussen das Netzwerk entsprechend konfigurieren, um diese drei Arten
von Datenverkehr zu managen und um Kontrolle und Sicherheit zu bieten.

Verkehrstypen
Verkehrstyp Beschreibung Netzwerktyp
Grid-Traffic Der interne StorageGRID-Datenverkehr zwischen allen Grid-Netzwerk (erforderlich)

Nodes im Grid. Alle Grid-Nodes mussen Uber dieses
Netzwerk mit allen anderen Grid-Nodes kommunizieren

koénnen.
Admin- Der fur die Systemadministration und -Wartung verwendete ~ Admin-Netzwerk (optional),
Datenverkehr Datenverkehr. VLAN-Netzwerk (optional)
Client-Traffic  Der Datenverkehr zwischen externen Client-Applikationen Client-Netzwerk (optional),
und dem Grid, einschlielich aller Objekt-Storage- VLAN-Netzwerk (optional)

Anforderungen von S3 und Swift Clients

Sie haben folgende Moglichkeiten zur Konfiguration des Netzwerks:

e Nur Grid-Netzwerk

e Grid und Admin Netzwerke

* Grid und Client Networks

e Grid, Administration und Client Networks
Das Grid-Netzwerk ist obligatorisch und kann den gesamten Grid-Verkehr verwalten. Die Admin- und Client-
Netzwerke kénnen zum Zeitpunkt der Installation hinzugefligt oder spater hinzugefligt werden, um sich an
Anderungen der Anforderungen anzupassen. Obwohl das Admin-Netzwerk und das Client-Netzwerk optional

sind, kann das Grid-Netzwerk isoliert und sicher gemacht werden, wenn Sie diese Netzwerke flr den
administrativen und Client-Datenverkehr verwenden.

Auf interne Ports kann nur Uber das Grid-Netzwerk zugegriffen werden. Auf externe Ports kann von allen
Netzwerktypen zugegriffen werden. Diese Flexibilitat bietet mehrere Optionen fir den Entwurf einer
StorageGRID-Implementierung sowie fir die Einrichtung einer externen IP- und Portfilterung in Switches und
Firewalls. Siehe "Interne Kommunikation mit Grid-Nodes" Und "Externe Kommunikation".

Netzwerkschnittstellen

StorageGRID-Nodes sind Uber die folgenden spezifischen Schnittstellen mit jedem Netzwerk verbunden:


https://docs.netapp.com/de-de/storagegrid-117/installconfig/index.html
https://docs.netapp.com/de-de/storagegrid-117/admin/index.html
https://docs.netapp.com/de-de/storagegrid-117/release-notes/index.html

Netzwerk Schnittstellenname

Grid-Netzwerk (erforderlich) EthO
Admin-Netzwerk (optional) Eth1
Client-Netzwerk (optional) Eth2

Weitere Informationen Uber die Zuordnung von virtuellen oder physischen Ports zu Node-
Netzwerkschnittstellen finden Sie in den Installationsanweisungen:

Softwarebasierte Nodes

* "Installieren Sie Red hat Enterprise Linux oder CentOS"
* "Installieren Sie Ubuntu oder Debian"

* "VMware installieren"

Appliance-Nodes
+ "SGF6112 Storage Appliance"

+ "SG6000 Storage Appliance"
» "SG5700 Storage-Appliance”
* "SG100- und SG1000-Services-Appliances"

Netzwerkinformationen fiir jeden Node

Sie mussen flr jedes auf einem Node zu konfigurierende Netzwerk Folgendes konfigurieren:

e |P-Adresse
» Subnetzmaske

» Gateway-IP-Adresse

Sie kénnen nur eine IP-Adresse/Maske/Gateway-Kombination fir jedes der drei Netzwerke auf jedem Grid-
Knoten konfigurieren. Wenn Sie kein Gateway fiir ein Netzwerk konfigurieren méchten, sollten Sie die IP-
Adresse als Gateway-Adresse verwenden.

Hochverfiigbarkeitsgruppen

Hochverfiigbarkeitsgruppen (High Availability groups, HA-Gruppen) bieten die Moglichkeit, virtuelle 1P-
Adressen (VIP) zur Grid- oder Client-Netzwerkschnittstelle hinzuzufiigen. Weitere Informationen finden Sie
unter "Management von Hochverfligbarkeitsgruppen".

Grid-Netzwerk

Das Grid-Netzwerk ist erforderlich. Er wird fiir den gesamten internen StorageGRID-Datenverkehr verwendet.
Das Grid-Netzwerk bietet Konnektivitat zwischen allen Nodes im Grid Uber alle Standorte und Subnetze
hinweg. Alle Knoten im Grid-Netzwerk missen in der Lage sein, mit allen anderen Knoten zu kommunizieren.
Das Grid-Netzwerk kann aus mehreren Subnetzen bestehen. Netzwerke, die kritische Grid-Services wie NTP
enthalten, kdnnen auch als Grid-Subnetze hinzugefligt werden.


https://docs.netapp.com/de-de/storagegrid-117/rhel/index.html
https://docs.netapp.com/de-de/storagegrid-117/ubuntu/index.html
https://docs.netapp.com/de-de/storagegrid-117/vmware/index.html
https://docs.netapp.com/de-de/storagegrid-117/installconfig/hardware-description-sg6100.html
https://docs.netapp.com/de-de/storagegrid-117/installconfig/hardware-description-sg6000.html
https://docs.netapp.com/de-de/storagegrid-117/installconfig/hardware-description-sg5700.html
https://docs.netapp.com/de-de/storagegrid-117/installconfig/hardware-description-sg100-and-1000.html
https://docs.netapp.com/de-de/storagegrid-117/admin/managing-high-availability-groups.html

@ StorageGRID unterstitzt keine Network Address Translation (NAT) zwischen Knoten.

Das Grid-Netzwerk kann fur den gesamten Admin-Datenverkehr und den gesamten Client-Datenverkehr
verwendet werden, selbst wenn das Admin-Netzwerk und das Client-Netzwerk konfiguriert sind. Das Grid
Network Gateway ist das Standard-Gateway des Nodes, es sei denn, der Knoten hat das Client Network
konfiguriert.

@ Wenn Sie das Grid-Netzwerk konfigurieren, missen Sie sicherstellen, dass das Netzwerk von
nicht vertrauenswurdigen Clients, wie denen im offenen Internet, geschitzt ist.

Beachten Sie die folgenden Anforderungen und Details fir das Grid Network Gateway:

* Das Grid-Netzwerk-Gateway muss konfiguriert werden, wenn es mehrere Grid-Subnetze gibt.
* Das Grid-Netzwerk-Gateway ist der Node-Standard-Gateway, bis die Grid-Konfiguration abgeschlossen ist.

+ Statische Routen werden automatisch fir alle Nodes zu allen Subnetzen generiert, die in der globalen
Grid-Netzwerk-Subnetliste konfiguriert sind.

* Wenn ein Client-Netzwerk hinzugefiigt wird, wechselt das Standard-Gateway vom Grid-Netzwerk-Gateway
zum Client-Netzwerk-Gateway, wenn die Grid-Konfiguration abgeschlossen ist.

Admin-Netzwerk

Das Admin-Netzwerk ist optional. Bei der Konfiguration kann diese fir die Systemadministration und fir den
Wartungs-Traffic verwendet werden. Das Admin-Netzwerk ist in der Regel ein privates Netzwerk und muss
nicht zwischen Knoten routingfahig sein.

Sie kdnnen auswahlen, auf welchen Grid-Knoten das Admin-Netzwerk aktiviert sein soll.

Wenn Sie das Admin-Netzwerk verwenden, muss der Verwaltungs- und Wartungsverkehr nicht tber das Grid-
Netzwerk geleitet werden. Typische Anwendungen des Admin-Netzwerks umfassen Folgendes:
« Zugriff auf die Benutzeroberflachen von Grid Manager und Tenant Manager.

« Zugriff auf wichtige Services wie NTP-Server, DNS-Server, externe Verschlisselungsmanagement-Server
(KMS) und LDAP-Server (Lightweight Directory Access Protocol)

« Zugriff auf Prufprotokolle an Admin-Nodes.
» Secure Shell Protocol (SSH)-Zugriff fur Wartung und Support

Das Admin-Netzwerk wird nie fiir den internen Grid-Verkehr verwendet. Ein Admin-Netzwerk-Gateway wird
bereitgestellt und ermdglicht dem Admin-Netzwerk die Kommunikation mit mehreren externen Subnetzen. Das
Admin-Netzwerk-Gateway wird jedoch nie als Standard-Gateway fur den Node verwendet.

Beachten Sie die folgenden Anforderungen und Details fiir das Admin Network Gateway:

» Das Admin-Netzwerk-Gateway ist erforderlich, wenn Verbindungen aullerhalb des Subnetz Admin-
Netzwerks hergestellt werden oder wenn mehrere Admin-Netzwerk-Subnetze konfiguriert sind.

 Fur jedes in der Admin-Netzwerk-Subnetz-Liste des Node konfigurierte Subnetz werden statische Routen
erstellt.

Client-Netzwerk

Das Client-Netzwerk ist optional. Bei der Konfiguration ermdglicht er den Zugriff auf Grid-Services fur Client-



Applikationen wie S3 und Swift. Wenn Sie StorageGRID Daten fiir eine externe Ressource zuganglich machen
modchten (z. B. einen Cloud-Speicherpool oder den StorageGRID CloudMirror Replikationsservice), kann die
externe Ressource auch das Client-Netzwerk nutzen. Grid-Knoten kdnnen mit jedem Subnetz kommunizieren,
das Uber das Client-Netzwerk-Gateway erreichbar ist.

Sie kdnnen auswahlen, auf welchen Grid-Knoten das Client-Netzwerk aktiviert sein soll. Alle Knoten miissen
sich nicht im gleichen Client-Netzwerk befinden, und Knoten kommunizieren nie tber das Client-Netzwerk
miteinander. Das Client-Netzwerk ist erst nach Abschluss der Grid-Installation betriebsbereit.

Fir zusatzliche Sicherheit kdnnen Sie angeben, dass die Client-Netzwerk-Schnittstelle eines Node nicht
vertrauenswurdig ist, sodass das Client-Netzwerk restriktiver ist, welche Verbindungen zulassig sind. Wenn die
Client-Netzwerk-Schnittstelle eines Node nicht vertrauenswiirdig ist, akzeptiert die Schnittstelle ausgehende
Verbindungen, wie sie von der CloudMirror-Replikation verwendet werden, akzeptiert jedoch nur eingehende
Verbindungen an Ports, die explizit als Load-Balancer-Endpunkte konfiguriert wurden. Siehe "Management der
Firewall-Kontrollen" Und "Konfigurieren von Load Balancer-Endpunkten”.

Wenn Sie ein Client-Netzwerk verwenden, muss der Client-Datenverkehr nicht Gber das Grid-Netzwerk geleitet
werden. Der Netznetzwerkverkehr kann in ein sicheres, nicht routingbares Netzwerk getrennt werden. Die
folgenden Node-Typen werden haufig mit einem Client-Netzwerk konfiguriert:

+ Gateway-Nodes, da diese Nodes Zugriff auf den StorageGRID Load Balancer Service und S3- und Swift-
Client-Zugriff auf das Grid bieten.

» Storage-Nodes, da diese Nodes Zugriff auf die S3- und Swift-Protokolle sowie auf Cloud Storage Pools
und den CloudMirror-Replizierungsservice bieten.

» Admin-Nodes, um sicherzustellen, dass Mandantenbenutzer mit dem Tenant Manager verbinden kdnnen,
ohne das Admin Network verwenden zu muissen.

Beachten Sie Folgendes fir das Client-Netzwerk-Gateway:

 Das Client-Netzwerk-Gateway ist erforderlich, wenn das Client-Netzwerk konfiguriert ist.

* Das Client-Netzwerk-Gateway wird die Standardroute fir den Grid-Node, wenn die Grid-Konfiguration
abgeschlossen ist.

Optionale VLAN-Netzwerke

Bei Bedarf kdnnen Sie optional Virtual LAN-Netzwerke (VLAN) fir den Client-Datenverkehr und fir einige
Arten von Admin-Traffic verwenden. Grid Traffic kann jedoch keine VLAN-Schnittstelle verwenden. Der interne
StorageGRID-Datenverkehr zwischen den Nodes muss immer das Grid-Netzwerk auf ethO verwenden.

Zur Unterstitzung der Verwendung von VLANs missen Sie eine oder mehrere Schnittstellen auf einem Node
als Trunk-Schnittstellen am Switch konfigurieren. Sie kénnen die Grid-Netzwerkschnittstelle (eth0) oder die
Client-Netzwerkschnittstelle (eth2) als Trunk konfigurieren oder dem Knoten Leitungsschnittstellen hinzufiigen.

Wenn ethO als Trunk konfiguriert ist, fliet Grid-Netzwerk-Traffic Uber die native Trunk-Schnittstelle, wie auf
dem Switch konfiguriert. Wenn eth2 als Trunk konfiguriert ist und das Client-Netzwerk auch auf demselben
Node konfiguriert ist, verwendet das Client-Netzwerk das native VLAN des Trunk-Ports wie auf dem Switch
konfiguriert.

Nur eingehender Admin-Traffic, wie er fuir SSH, Grid Manager oder Tenant Manager-Datenverkehr verwendet
wird, wird Uber VLAN-Netzwerke unterstutzt. Outbound-Traffic, z. B. fur NTP, DNS, LDAP, KMS und Cloud
Storage-Pools, wird nicht Gber VLAN-Netzwerke unterstitzt.


https://docs.netapp.com/de-de/storagegrid-117/admin/manage-firewall-controls.html
https://docs.netapp.com/de-de/storagegrid-117/admin/manage-firewall-controls.html
https://docs.netapp.com/de-de/storagegrid-117/admin/configuring-load-balancer-endpoints.html

VLAN-Schnittstellen kbnnen nur zu Admin-Nodes und Gateway-Nodes hinzugefiigt werden. Sie
@ koénnen keine VLAN-Schnittstelle fir den Client- oder Administratorzugriff auf Storage Nodes
oder Archive Nodes verwenden.

Siehe "Konfigurieren Sie die VLAN-Schnittstellen” Anweisungen und Richtlinien.

VLAN-Schnittstellen werden nur in HA-Gruppen verwendet und auf dem aktiven Node werden VIP-Adressen
zugewiesen. Siehe "Management von Hochverflugbarkeitsgruppen" Anweisungen und Richtlinien.

Beispiele fur Netzwerktopologie

Grid-Netzwerktopologie

Die einfachste Netzwerktopologie wird nur durch die Konfiguration des Grid-Netzwerks
erstellt.

Wenn Sie das Grid-Netzwerk konfigurieren, stellen Sie die Host-IP-Adresse, die Subnetzmaske und die
Gateway-IP-Adresse fiir die ethO-Schnittstelle fir jeden Grid-Node ein.

Wahrend der Konfiguration missen Sie alle Grid-Netzwerk-Subnetze der Grid-Netzwerk-Subnetz-Liste (GNSL)
hinzufligen. Diese Liste enthalt alle Subnetze fir alle Standorte und kann auch externe Subnetze enthalten,
die den Zugriff auf kritische Services wie NTP, DNS oder LDAP bieten.

Bei der Installation wendet die Grid-Netzwerkschnittstelle statische Routen fir alle Subnetze in der GNSL an
und setzt die Standardroute des Knotens auf das Grid-Netzwerk-Gateway, wenn eine konfiguriert ist. Die
GNSL ist nicht erforderlich, wenn kein Client-Netzwerk vorhanden ist und das Grid-Netzwerk-Gateway die
Standardroute des Knotens ist. Zudem werden Host-Routen zu allen anderen Knoten im Grid generiert.

In diesem Beispiel verwendet der gesamte Datenverkehr dasselbe Netzwerk, einschlieRlich des Datenverkehrs
fur S3- und Swift-Client-Anforderungen sowie Administrations- und Wartungsfunktionen.

Diese Topologie eignet sich fir Implementierungen an einem einzigen Standort, die nicht extern
verflugbar sind, Proof-of-Concept- oder Testbereitstellungen oder wenn ein Load Balancer eines
Drittanbieters als Grenze fir den Client-Zugriff fungiert. Wenn mdglich, sollte das Grid-Netzwerk

@ ausschlief3lich fur den internen Datenverkehr verwendet werden. Sowohl das Admin-Netzwerk
als auch das Client-Netzwerk haben zusatzliche Firewall-Einschrankungen, die externen
Datenverkehr zu internen Diensten blockieren. Die Verwendung des Grid-Netzwerks fir
externen Client-Datenverkehr wird unterstitzt, aber diese Verwendung bietet weniger
Schutzebenen.


https://docs.netapp.com/de-de/storagegrid-117/admin/configure-vlan-interfaces.html
https://docs.netapp.com/de-de/storagegrid-117/admin/managing-high-availability-groups.html

Topology example: Grid Network only

A Admin Node
Grid Network
200.200.200.0/24 [] storage Node

Q Gateway Node

o B

Provisioned
GNSL - 200.200.200.0/24
Grid Network

Nodes IP/mask Gateway
Admin 200.200.200.32/24 200.200.200.1
Storage 200.200.200.33/24 200.200.200.1
Storage 200.200.200.34/24 200.200.200.1
Storage 200.200.200.35/24 200.200.200.1
Storage 200.200.200.36/24 200.200.200.1
Gateway 200.200.200.37/24 200.200.200.1

System Generated

Nodes Routes Type From
All 0.0.0.0/0 = 200.200.200.1 Default | Grid Network gateway
200.200.200.0/24 - ethD Link Interface IP/mask

Admin-Netzwerktopologie

Die Verwendung eines Admin-Netzwerks ist optional. Eine Moglichkeit, wie Sie ein
Admin-Netzwerk und ein Grid-Netzwerk verwenden konnen, besteht darin, ein
routingbares Grid-Netzwerk und ein verbundes Admin-Netzwerk fur jeden Knoten zu
konfigurieren.

Wenn Sie das Admin-Netzwerk konfigurieren, stellen Sie fiur jeden Grid-Node die Host-IP-Adresse, die
Subnetzmaske und die Gateway-IP-Adresse fiir die eth1-Schnittstelle fest.

Das Admin-Netzwerk kann fir jeden Knoten eindeutig sein und aus mehreren Subnetzen bestehen. Jeder
Node kann mit einer externen Subnetz-Liste (AESL) des Administrators konfiguriert werden. Die AESL listet
die Subnetze auf, die Uber das Admin-Netzwerk fiir jeden Knoten erreichbar sind. Die AESL muss auch die
Subnetze aller Dienste enthalten, auf die das Grid Uber das Admin-Netzwerk zugreifen kann, wie NTP, DNS,



KMS und LDAP. Fur jedes Subnetz in der AESL werden statische Routen angewendet.
In diesem Beispiel wird das Grid Network fur Traffic verwendet, der mit S3- und Swift-Client-Anforderungen

und Objektmanagement zusammenhangt. Wahrend das Admin-Netzwerk fir administrative Funktionen
verwendet wird.

Topology example: Grid and Admin Networks

Grid Network
172.16.0.0/16

4 3

L

Admin Subnet
10.10.1.0/24

/\  Admin Node

D Storage Node

O Gateway Node

Admin Subnet
10.10.3.0/24

Admin Subnet
10.10.2.0/24



Provisioned

GNSL - 172.16.0.0/16
AESL (all) = 10.10.1.0/24 10.10.2.0/24 10.10.3.0/24

Grid Network

Admin Network

Nodes IP/mask Gateway IP/mask Gateway
Admin 172.16.200.32/24 172.16.200.1 10.10.1.10/24 10.10.1.1
Storage 1 172.16.200.33/24 172.16.200.1 10.10.1.11/24 10.10.1.1
Storage 2 172.16.200.34/24 172.16.200.1 10.10.3.65/24 10.10.3.1
Storage 3 172.16.200.35/24 172.16.200.1 10.10.1.12/24 10.10.1.1
Storage 4 172.16.200.36/24 172.16.200.1 10.10.1.13/24 10.10.1.1
Gateway 172.16.200.37/24 172.16.200.1 10.10.3.66/24 10.10.3.1
System Generated

Nodes Routes Type
All 0.0.0.0/0 > 172.16.200.1 | Default Grid Network gateway
Admin, 172.16.0.0/16 -> ethO Static GNSL
Storage 1, 10.10.1.0/24 S ethl Link Interface IP/mask
3,and 4 10.10.2.0/24 =  10.10.1.1 Static AESL

10.10.3.0/24 - 10.10.1.1 Static AESL
Storage 2, 172.16.0.0/16 - ethO Static GNSL
Gateway 10.10.1.0/24 - 10.10.3.1 Static AESL

10.10.2.0/24 - 10.10.3.1 Static AESL

10.10.3.0/24 = ethl Link Interface IP/mask

Client-Netzwerktopologie

Ein Client-Netzwerk ist optional. Uber ein Client-Netzwerk kann der Netzwerk-Traffic des
Clients (z. B. S3 und Swift) vom internen Grid-Datenverkehr getrennt werden, wodurch
die Sicherheit des Grid-Netzwerks erhéht wird. Wenn das Admin-Netzwerk nicht
konfiguriert ist, kann der administrative Datenverkehr entweder vom Client oder vom
Grid-Netzwerk verarbeitet werden.

Wenn Sie das Client-Netzwerk konfigurieren, stellen Sie die Host-IP-Adresse, die Subnetzmaske und die
Gateway-IP-Adresse fir die eth2-Schnittstelle fir den konfigurierten Node fest. Das Client-Netzwerk jedes
Knotens kann unabhangig vom Client-Netzwerk auf jedem anderen Knoten sein.

Wenn Sie wahrend der Installation ein Client-Netzwerk fiir einen Node konfigurieren, wechselt das Standard-

Gateway des Node vom Grid Network Gateway zum Client Network Gateway, wenn die Installation

abgeschlossen ist. Wenn spéater ein Client-Netzwerk hinzugefligt wird, wechselt das Standard-Gateway des
Node auf die gleiche Weise.

In diesem Beispiel wird das Client-Netzwerk fur S3- und Swift-Client-Anforderungen sowie fir administrative



Funktionen verwendet, wahrend das Grid-Netzwerk internen Objektmanagementvorgangen zugewiesen ist.

Topology example: Grid and Client Networks

10

Grid Network
172.16.0.0/16

Client Network
37.5.5.0/24

/\  Admin Node

[ ] sStorage Node

O Gateway Node



Provisioned

GNSL = 172.16.0.0/16

Grid Network Client Network
Nodes IP/mask IP/mask Gateway
Admin 172.16.200.32/24 37.5.5.10/24 37.5.5.1
Storage 172.16.200.33/24 37.5.5.11/24 37.5.5.1
Storage 172.16.200.34/24 37.5.5.12/24 37.5.5.1
Storage 172.16.200.35/24 37.5.5.13/24 37.5.5.1
Storage 172.16.200.36/24 37.5.5.14/24 37.5.5.1
Gateway 172.16.200.37 /24 37.5.5.15/24 37.5.5.1

System Generated

Nodes Routes Type From
All 0.0.0.0/0 > 37.5.5.1 Default | Client Network gateway
172.16.0.0/16 > eth0 Link Interface IP/mask
37.5.5.0/24 > eth2 Link Interface IP/mask

Topologie fiir alle drei Netzwerke

Sie kénnen alle drei Netzwerke in einer Netzwerktopologie konfigurieren, die aus einem
privaten Grid-Netzwerk, eingeschrankten standortspezifischen Admin-Netzwerken und
offenen Client-Netzwerken besteht. Die Verwendung von Load Balancer-Endpunkten und
nicht vertrauenswurdigen Client-Netzwerken kann bei Bedarf zusatzliche Sicherheit
bieten.

In diesem Beispiel:

» Das Grid-Netzwerk wird fir den Netzwerkdatenverkehr verwendet, der mit internen
Objektmanagementvorgangen in Verbindung steht.
* Das Admin-Netzwerk wird flr den Datenverkehr in Verbindung mit administrativen Funktionen verwendet.

 Das Client-Netzwerk wird fur Datenverkehr verwendet, der mit S3- und Swift-Client-Anforderungen
verbunden ist.
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Topology example: Grid, Admin, and Client Networks
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Netzwerkanforderungen

Sie mussen Uberprifen, ob die aktuelle Netzwerkinfrastruktur und Konfiguration das
geplante StorageGRID Netzwerkdesign unterstitzen kann.

Allgemeine Netzwerkanforderungen
Alle StorageGRID-Bereitstellungen miussen die folgenden Verbindungen unterstitzen kénnen.

Diese Verbindungen kénnen Uber die Grid-, Admin- oder Client-Netzwerke oder die Kombinationen dieser
Netzwerke erfolgen, wie in den Beispielen der Netzwerktopologie dargestellt.

+ Management Connections: Eingehende Verbindungen von einem Administrator zum Knoten,
normalerweise Uber SSH. Zugriff Gber einen Webbrowser auf den Grid Manager, den Mandantenmanager
und das Installationsprogramm der StorageGRID-Appliance.

» * NTP-Serververbindungen*: Ausgehende UDP-Verbindung, die eine eingehende UDP-Antwort empfangt.
Mindestens ein NTP-Server muss Uber den primaren Admin-Node erreichbar sein.

* DNS-Serververbindungen: Ausgehende UDP-Verbindung, die eine eingehende UDP-Antwort empfangt.

* LDAP/Active Directory-Serververbindungen: Ausgehende TCP-Verbindung vom Identitatsservice auf
Speicherknoten.

* AutoSupport: Ausgehende TCP-Verbindung von den Admin-Knoten zu entweder support.netapp.com
Oder einen vom Kunden konfigurierten Proxy.

» Externer Schliisselverwaltungsserver: Ausgehende TCP-Verbindung von jedem Appliance-Knoten mit
aktivierter Node-Verschlisselung.

» Eingehende TCP-Verbindungen von S3 und Swift Clients.

* Ausgehende Anforderungen von StorageGRID Plattform-Services wie CloudMirror Replizierung oder von
Cloud-Storage-Pools.

Wenn StorageGRID keinen der bereitgestellten NTP- oder DNS-Server unter Verwendung der
standardmaRigen Routing-Regeln kontaktieren kann, versucht es automatisch, in allen Netzwerken (Grid,
Admin und Client) Kontakt aufzunehmen, solange die IP-Adressen der DNS- und NTP-Server angegeben sind.
Wenn die NTP- oder DNS-Server in einem Netzwerk erreicht werden kénnen, erstellt StorageGRID
automatisch zusatzliche Routingregeln, um sicherzustellen, dass das Netzwerk fur alle zuklnftigen
Verbindungsversuche verwendet wird.

Obwohl Sie diese automatisch ermittelten Host-Routen verwenden konnen, sollten Sie die DNS-
und NTP-Routen manuell konfigurieren, um die Verbindung zu gewahrleisten, falls die
automatische Erkennung fehlschlagt.

Wenn Sie wahrend der Bereitstellung nicht bereit sind, die optionalen Admin- und Client-Netzwerke zu
konfigurieren, kdnnen Sie diese Netzwerke konfigurieren, wenn Sie wahrend der Konfigurationsschritte Grid-
Knoten genehmigen. Darlber hinaus kénnen Sie diese Netzwerke nach der Installation mit dem Change IP-
Tool konfigurieren (siehe "Konfigurieren Sie IP-Adressen”).

Nur S3- und Swift-Client-Verbindungen sowie SSH-, Grid Manager- und Mandanten-Manager-
Administratorverbindungen werden tber VLAN-Schnittstellen unterstitzt. Outbound-Verbindungen, z. B. zu
NTP-, DNS-, LDAP-, AutoSupport- und KMS-Servern, Muss die Client-, Admin- oder Grid-
Netzwerkschnittstellen direkt Gberfihren. Wenn die Schnittstelle als Trunk zur Unterstitzung von VLAN-
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Schnittstellen konfiguriert ist, fliel3t dieser Datenverkehr Gber das native VLAN der Schnittstelle, wie es am
Switch konfiguriert ist.

Wide Area Networks (WANSs) fur mehrere Standorte

Bei der Konfiguration eines StorageGRID-Systems mit mehreren Standorten muss die WAN-Verbindung
zwischen den Standorten eine Mindestbandbreite von 25 Mbit/s in jeder Richtung aufweisen, bevor der Client-
Datenverkehr bertcksichtigt wird. Datenreplizierung oder Erasure Coding zwischen Standorten, Erweiterung
von Nodes oder Standorten, Recovery von Nodes und anderen Vorgangen oder Konfigurationen erfordern
zusatzliche Bandbreite.

Die tatsachlichen Anforderungen an die WAN-Mindestbandbreite hangen von der Client-Aktivitat und dem ILM-
Schutzschema ab. Wenden Sie sich an lhren NetApp Professional Services Berater, um die
Mindestanforderungen an die WAN-Bandbreite einschatzen zu kénnen.

Verbindungen fiur Admin-Nodes und Gateway-Nodes

Admin-Knoten missen immer von nicht vertrauenswirdigen Clients, wie denen im offenen Internet, gesichert
werden. Sie missen sicherstellen, dass kein nicht vertrauenswiurdiger Client auf einen beliebigen Admin-Node
im Grid-Netzwerk, auf das Admin-Netzwerk oder auf das Client-Netzwerk zugreifen kann.

Admin-Nodes und Gateway-Nodes, die Sie zu Hochverfligbarkeitsgruppen hinzufligen méchten, missen mit
einer statischen IP-Adresse konfiguriert werden. Weitere Informationen finden Sie unter "Management von
Hochverflugbarkeitsgruppen".

Verwendung von NAT (Network Address Translation)

Verwenden Sie keine Network Address Translation (NAT) im Grid-Netzwerk zwischen Grid-Knoten oder
zwischen StorageGRID-Standorten. Wenn Sie private IPv4-Adressen fir das Grid-Netzwerk verwenden,
mussen diese Adressen von jedem Grid-Knoten an jedem Standort direkt routingfahig sein. Sie kdnnen jedoch
bei Bedarf NAT zwischen externen Clients und Grid-Nodes verwenden, beispielsweise um eine 6ffentliche IP-
Adresse fur einen Gateway Node bereitzustellen. Die Verwendung von NAT zur Briicke eines 6ffentlichen
Netzwerksegments wird nur unterstitzt, wenn Sie eine Tunneling-Anwendung verwenden, die fur alle Knoten
im Netz transparent ist. Das bedeutet, dass die Grid-Knoten keine Kenntnisse Uber 6ffentliche IP-Adressen
bendtigen.

Netzwerkspezifische Anforderungen
Befolgen Sie die Anforderungen fur jeden StorageGRID Netzwerktyp.

Netzwerk-Gateways und -Router

* Wenn gesetzt, muss sich das Gateway flr ein bestimmtes Netzwerk im Subnetz des spezifischen
Netzwerks befinden.

* Wenn Sie eine Schnittstelle mit statischer Adresse konfigurieren, missen Sie eine andere Gateway-
Adresse als 0.0.0.0 angeben.

* Wenn Sie kein Gateway haben, sollten Sie die Gateway-Adresse als IP-Adresse der Netzwerkschnittstelle
festlegen.
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Subnetze

@ Jedes Netzwerk muss mit einem eigenen Subnetz verbunden sein, das sich nicht mit einem
anderen Netzwerk auf dem Knoten Uberschneidet.

Die folgenden Einschrankungen werden wahrend der Bereitstellung durch den Grid Manager durchgesetzt. Sie
werden hier zur Unterstutzung bei der Netzwerkplanung vor der Implementierung bereitgestellit.

» Die Subnetzmaske fur eine beliebige Netzwerk-IP-Adresse darf nicht 255.255.255.254 oder
255.255.255.255 sein (/31 oder /32 in CIDR-Notation).

« Das Subnetz, das durch eine IP-Adresse der Netzwerkschnittstelle und eine Subnetzmaske (CIDR)
definiert ist, kann das Subnetz einer anderen Schnittstelle, die auf demselben Knoten konfiguriert ist, nicht
Uberlappen.

* Das Grid-Netzwerk-Subnetz fir jeden Node muss in der GNSL enthalten sein.

» Das Subnetz Admin Network darf sich nicht mit dem Subnetz Grid Network, dem Subnetz Client Network
oder einem Subnetz im GNSL Uberlappen.

* Die Subnetze im AESL dtrfen sich nicht mit Subnetzen im GNSL lberlappen.

* Das Client-Netzwerk-Subnetz darf sich nicht mit dem Subnetz des Grid-Netzwerks, dem Subnetz des
Admin-Netzwerks, einem beliebigen Subnetz im GNSL oder einem beliebigen Subnetz im AESL
Uberlappen.

Grid-Netzwerk

* Bei der Bereitstellung muss jeder Grid-Node mit dem Grid-Netzwerk verbunden sein und mit dem primaren
Admin-Node Uber die bei der Bereitstellung des Node angegebene Netzwerkkonfiguration kommunizieren
konnen.

» Wahrend normaler Grid-Vorgange muss jeder Grid-Node in der Lage sein, Gber das Grid-Netzwerk mit
allen anderen Grid-Nodes zu kommunizieren.

(D Das Grid-Netzwerk muss direkt zwischen jedem Knoten routingfahig sein. Network Address
Translation (NAT) zwischen Knoten wird nicht untersttitzt.

* Wenn das Grid-Netzwerk aus mehreren Subnetzen besteht, fligen Sie sie der Grid Network Subnet List
(GNSL) hinzu. Fir jedes Subnetz in der GNSL werden auf allen Knoten statische Routen erstellt.

» Wenn die Grid-Netzwerkschnittstelle als Trunk zur Unterstiitzung von VLAN-Schnittstellen konfiguriert ist,
muss das Trunk-native VLAN das VLAN sein, das fiir Grid-Netzwerk-Traffic verwendet wird. Uber das
native Trunk-VLAN muss auf alle Grid-Nodes zugegriffen werden kdnnen.

Admin-Netzwerk

Das Admin-Netzwerk ist optional. Wenn Sie ein Admin-Netzwerk konfigurieren méchten, befolgen Sie diese
Anforderungen und Richtlinien.

Typische Verwendungszwecke des Admin-Netzwerks sind Managementverbindungen, AutoSupport, KMS und

Verbindungen zu kritischen Servern wie NTP, DNS und LDAP, wenn diese Verbindungen nicht Uber das Grid-
Netzwerk oder das Client-Netzwerk bereitgestellt werden.

@ Das Admin-Netzwerk und AESL konnen fir jeden Knoten eindeutig sein, solange die
gewunschten Netzwerkdienste und -Clients erreichbar sind.
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Sie missen mindestens ein Subnetz im Admin-Netzwerk definieren, um eingehende
Verbindungen aus externen Subnetzen zu aktivieren. Flr jedes Subnetz in der AESL werden
automatisch statische Routen auf jedem Knoten erzeugt.

Client-Netzwerk

Das Client-Netzwerk ist optional. Wenn Sie ein Client-Netzwerk konfigurieren méchten, beachten Sie die
folgenden Uberlegungen.

» Das Client Network unterstitzt Datenverkehr von S3 und Swift Clients. Wenn konfiguriert, wird das Client-
Netzwerk-Gateway zum Standard-Gateway des Node.

* Wenn Sie ein Client-Netzwerk verwenden, kénnen Sie StorageGRID vor feindlichen Angriffen schitzen,
indem Sie eingehenden Client-Datenverkehr nur auf explizit konfigurierten Load Balancer-Endpunkten
akzeptieren. Siehe "Konfigurieren von Load Balancer-Endpunkten”.

* Wenn die Client-Netzwerkschnittstelle als Trunk zur Unterstitzung von VLAN-Schnittstellen konfiguriert ist,
sollten Sie priufen, ob die Konfiguration der Client-Netzwerkschnittstelle (eth2) erforderlich ist. Wenn
konfiguriert, wird der Client-Netzwerk-Datenverkehr Uber das native Trunk-VLAN geleitet, wie es im Switch
konfiguriert ist.

Implementierungs-spezifische Netzwerkuberlegungen

Linux Implementierungen

Das StorageGRID System wird unter Linux als Sammlung von Container-Engines
ausgefuhrt, um Effizienz, Zuverlassigkeit und Sicherheit zu gewahrleisten. Die Container-
Engine-bezogene Netzwerkkonfiguration ist bei einem StorageGRID System nicht
erforderlich.

Verwenden Sie fir die Container-Netzwerkschnittstelle ein Gerat ohne Bindung, z. B. ein VLAN- oder ein
virtuelles Ethernet-Paar (Veth). Geben Sie dieses Gerat als Netzwerkschnittstelle in der Node-
Konfigurationsdatei an.

Verwenden Sie keine Bond- oder Bridge-Gerate direkt als Container-Netzwerkschnittstelle. Dies
koénnte den Start von Knoten verhindern, weil ein Kernel-Problem mit der Verwendung von
macvlan mit Bond- und Bridge-Geraten im Container-Namespace vorliegt.

Siehe Installationsanweisungen fur "Red hat Enterprise Linux oder CentOS" Oder "Ubuntu oder Debian"
Implementierungen.

Hostnetzwerkkonfiguration fiir Container-Engine-Implementierungen

Bevor Sie lhre StorageGRID-Implementierung auf einer Container-Engine-Plattform starten, ermitteln Sie,
welche Netzwerke (Grid, Administrator, Client) jeder Node verwenden wird. Sie missen sicherstellen, dass die
Netzwerkschnittstelle jedes Node auf der richtigen virtuellen oder physischen Host-Schnittstelle konfiguriert ist
und dass jedes Netzwerk Uber ausreichende Bandbreite verfiigt.

Physische Hosts

Wenn Sie physische Hosts zur Unterstiitzung von Grid-Nodes verwenden:
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 Stellen Sie sicher, dass alle Hosts fir jede Node-Schnittstelle dieselbe Host-Schnittstelle verwenden. Diese
Strategie vereinfacht die Host-Konfiguration und ermdglicht die zukunftige Node-Migration.

» Beziehen Sie eine IP-Adresse flr den physischen Host selbst.

Eine physische Schnittstelle auf dem Host kann vom Host selbst und von einem oder

@ mehreren Nodes verwendet werden, die auf dem Host ausgefiihrt werden. Alle IP-Adressen,
die dem Host oder Knoten Uber diese Schnittstelle zugewiesen sind, missen eindeutig sein.
Der Host und der Node konnen keine IP-Adressen gemeinsam nutzen.

+ Offnen Sie die erforderlichen Ports zum Host.

» Wenn Sie beabsichtigen, VLAN-Schnittstellen in StorageGRID zu verwenden, muss der Host Uber eine
oder mehrere Trunk-Schnittstellen verfiigen, die Zugriff auf die gewlinschten VLANS bieten. Diese
Schnittstellen kdnnen als eth0, eth2 oder als zusatzliche Schnittstellen in den Node-Container Ubergeben
werden. Informationen zum Hinzufligen von Trunk- oder Access-Schnittstellen finden Sie unter:

o RHEL oder CentOS (vor dem Installieren des Knotens): "Erstellen von Node-Konfigurationsdateien"
o Ubuntu oder Debian (vor der Installation des Knotens): "Erstellen von Node-Konfigurationsdateien”

o RHEL, CentOS, Ubuntu oder Debian (nhach der Installation des Knotens): "Linux: Hinzufligen von
Trunk- oder Zugriffsschnittstellen zu einem Node"

Empfehlungen fiir die minimale Bandbreite

Die folgende Tabelle enthalt die Empfehlungen fir die minimale LAN-Bandbreite fir jeden StorageGRID-Node-
Typ und jeden Netzwerktyp. Sie missen jeden physischen oder virtuellen Host mit ausreichender
Netzwerkbandbreite bereitstellen, um die Mindestanforderungen an die Bandbreite fir das Aggregat fiir die
Gesamtzahl und den Typ der StorageGRID Nodes, die auf diesem Host ausgeflihrt werden sollen, zu erflllen.

Node-Typ Netzwerktyp
Raster Admin Client
Minimale LAN- Admin 10 Gbit/S
Bandbreite
1 Gbit/S 1 Gbit/S Gateway 10 Gbit/S
1 Gbit/S 10 Gbit/S Storage 10 Gbit/S
1 Gbit/S 10 Gbit/S Archivierung 10 Gbit/S

Diese Tabelle enthalt keine SAN-Bandbreite, die fur den Zugriff auf Shared Storage erforderlich
ist. Wenn Sie gemeinsam genutzten Storage verwenden, auf den Sie Uber Ethernet (iISCSI oder
FCoE) zugreifen kdnnen, sollten Sie separate physische Schnittstellen fir jeden Host

@ bereitstellen, um ausreichend SAN-Bandbreite zur Verfiigung zu stellen. Um einen Engpass zu
vermeiden, sollte die SAN-Bandbreite fir einen bestimmten Host in etwa der aggregierten
Storage Node-Netzwerkbandbreite flir alle Storage Nodes, die auf diesem Host ausgefihrt
werden, entsprechen.

Mithilfe der Tabelle konnen Sie die Mindestanzahl an Netzwerkschnittstellen bestimmen, die fiir jeden Host
bereitgestellt werden sollen. Diese basieren auf der Anzahl und dem Typ der StorageGRID Nodes, die Sie auf
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diesem Host ausfilhren mochten.

So fuhren Sie beispielsweise einen Admin-Node, einen Gateway-Node und einen Storage-Node auf einem
einzelnen Host aus:

» Verbinden Sie die Grid- und Admin-Netzwerke auf dem Admin-Node (erfordert 10 + 1 = 11 Gbit/s).

» Verbinden der Grid- und Client-Netzwerke auf dem Gateway-Node (erfordert 10 + 10 = 20 Gbit/s)

» Verbinden des Grid-Netzwerks mit dem Storage-Node (erfordert 10 Gbit/s)
In diesem Szenario sollten Sie mindestens 11 + 20 + 10 = 41 GBit/s Netzwerkbandbreite angeben, Dies konnte
von zwei 40 Gbps Schnittstellen oder finf 10 Gbps Schnittstellen erreicht werden, die moglicherweise in

Trunks aggregiert und dann von den drei oder mehr VLANSs, die die Grid-, Admin- und Client-Subnetze lokal
zum physischen Rechenzentrum mit dem Host Ubertragen, gemeinsam genutzt werden.

Einige empfohlene Moglichkeiten zur Konfiguration physischer und Netzwerkressourcen auf den Hosts in
Ihrem StorageGRID Cluster zur Vorbereitung der StorageGRID-Bereitstellung finden Sie im folgenden:

+ "Konfiguration des Host-Netzwerks (Red hat Enterprise Linux oder CentOS)"

 "Konfigurieren des Hostnetzwerks (Ubuntu oder Debian)"

Networking und Ports fiir Plattform-Services und Cloud Storage-Pools

Wenn Sie Vorhaben, StorageGRID Plattform-Services oder Cloud-Storage-Pools zu
verwenden, mussen Sie Grid-Netzwerke und Firewalls konfigurieren, um sicherzustellen,
dass die Ziel-Endpunkte erreicht werden konnen.

Networking fiir Plattform-Services

Wie in beschrieben "Management von Plattform-Services flir Mandanten" Und "Was sind Plattform-Services?",
Plattform-Services umfassen externe Services, die Integration von Suchvorgangen, Ereignisbenachrichtigung
und CloudMirror Replikation bieten.

Plattform-Services bendtigen Zugriff von Storage-Nodes, die den StorageGRID ADC-Service fiir die externen
Service-Endpunkte hosten. Beispiele fir die Bereitstellung des Zugriffs:

« Konfigurieren Sie auf den Speicherknoten mit ADC-Diensten eindeutige Admin-Netzwerke mit AESL-
Eintréagen, die zu den Ziel-Endpunkten weiterleiten.

 Verlassen Sie sich auf die Standardroute, die von einem Client-Netzwerk bereitgestellt wird. Wenn Sie die
Standardroute verwenden, kdnnen Sie die verwenden "Nicht vertrauenswiurdige Client-Netzwerkfunktion"
So beschranken Sie eingehende Verbindungen.

Netzwerk fiir Cloud-Storage-Pools
Cloud-Storage-Pools erfordern aufserdem Zugriff von Storage-Nodes auf die Endpunkte, die durch einen

externen Service wie Amazon S3 Glacier oder Microsoft Azure Blob Storage bereitgestellt werden. Weitere
Informationen finden Sie unter "Was ist ein Cloud-Storage-Pool?".

Ports fiir Plattform-Services und Cloud-Storage-Pools

StandardmaRig verwenden Plattform-Services und Cloud-Storage-Pool-Kommunikation die folgenden Ports:

* 80: FUr Endpunkt-URIs, die mit beginnen http

18


https://docs.netapp.com/de-de/storagegrid-117/rhel/configuring-host-network.html
https://docs.netapp.com/de-de/storagegrid-117/ubuntu/configuring-host-network.html
https://docs.netapp.com/de-de/storagegrid-117/admin/manage-platform-services-for-tenants.html
https://docs.netapp.com/de-de/storagegrid-117/tenant/what-platform-services-are.html
https://docs.netapp.com/de-de/storagegrid-117/admin/manage-firewall-controls.html
https://docs.netapp.com/de-de/storagegrid-117/ilm/what-cloud-storage-pool-is.html

* 443: Fir Endpunkt-URIs, die mit beginnen https

Ein anderer Port kann angegeben werden, wenn der Endpunkt erstellt oder bearbeitet wird. Siehe "Referenz
fur Netzwerk-Ports".

Wenn Sie einen nicht-transparenten Proxy-Server verwenden, mussen Sie auch "Konfigurieren Sie Speicher-
Proxy-Einstellungen” Damit Nachrichten an externe Endpunkte gesendet werden kdnnen, z. B. an einem
Endpunkt im Internet.

VLANSs und Plattform-Services und Cloud-Storage-Pools

VLAN-Netzwerke kénnen nicht fir Plattformservices oder Cloud Storage-Pools verwendet werden. Die
Zielendpunkte missen Uber das Raster, den Administrator oder das Client-Netzwerk erreichbar sein.

Appliance-Nodes

Die Netzwerk-Ports auf StorageGRID Applikationen kdnnen so konfiguriert werden, dass
die Port Bond-Modi verwendet werden, die den Anforderungen an Durchsatz, Redundanz
und Failover entsprechen.

Die 10/25-GbE-Ports auf den StorageGRID Appliances kénnen im Bond-Modus ,Fest” oder ,Aggregat” fir
Verbindungen zum Grid-Netzwerk und zum Client-Netzwerk konfiguriert werden.

Die 1-GbE-Admin-Netzwerkports konnen fur Verbindungen zum Admin-Netzwerk im Independent- oder Active-
Backup-Modus konfiguriert werden.

Weitere Informationen zu den Port-Bond-Modi lhrer Appliance finden Sie unter:

* "Port-Bond-Modi (SGF6112)"

+ "Port-Bond-Modi (SG6000-CN-Controller)"
* "Port-Bond-Modi (E5700SG Controller)"

* "Port-Bond-Modi (SG100 und SG1000)"

Netzwerkinstallation und -Bereitstellung

Sie mussen verstehen, wie das Grid-Netzwerk und die optionalen Admin- und Client-
Netzwerke wahrend der Node-Bereitstellung und der Grid-Konfiguration verwendet
werden.

Erste Implementierung eines Node
Wenn Sie einen Knoten zum ersten Mal bereitstellen, miissen Sie den Knoten mit dem Grid Network verbinden
und sicherstellen, dass er Zugriff auf den primaren Admin-Node hat. Wenn das Grid-Netzwerk isoliert ist,

kénnen Sie das Admin-Netzwerk auf dem primaren Admin-Node fir den Konfigurations- und Installationszugriff
aulderhalb des Grid-Netzwerks konfigurieren.

Ein Grid-Netzwerk mit einem konfigurierten Gateway wird wahrend der Bereitstellung zum Standard-Gateway
fur einen Node. Das Standard-Gateway ermdglicht Grid-Knoten in separaten Subnetzen, mit dem primaren
Admin-Node zu kommunizieren, bevor das Grid konfiguriert wurde.

Falls erforderlich kbnnen Subnetze, die NTP-Server enthalten oder Zugriff auf den Grid Manager oder die API
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bendtigen, auch als Grid-Subnetze konfiguriert werden.

Automatische Knotenregistrierung mit primarem Admin-Node

Nach der Bereitstellung der Nodes registrieren sie sich mit dem primaren Admin-Node Uber das Grid-
Netzwerk. Sie kdnnen dann den Grid Manager verwenden, das configure-storagegrid.py Python-Skript
oder die Installations-API, um das Grid zu konfigurieren und die registrierten Nodes zu genehmigen. Wahrend
der Grid-Konfiguration kénnen Sie mehrere Grid-Subnetze konfigurieren. Beim Abschluss der Grid-
Konfiguration werden auf jedem Knoten statische Routen zu diesen Subnetzen tber das Grid-Netzwerk-
Gateway erstellt.

Deaktivieren des Admin-Netzwerks oder des Client-Netzwerks

Wenn Sie das Admin-Netzwerk oder das Client-Netzwerk deaktivieren mochten, kdnnen Sie die Konfiguration
wahrend des Node-Genehmigungsprozesses von ihnen entfernen oder das Change IP-Tool verwenden,
nachdem die Installation abgeschlossen ist (siehe "Konfigurieren Sie IP-Adressen").

Richtlinien nach der Installation

Befolgen Sie nach Abschluss der Implementierung und Konfiguration des Grid-Node die
folgenden Richtlinien fiur DHCP-Adressen und Anderungen der Netzwerkkonfiguration.

* Wenn DHCP zum Zuweisen von IP-Adressen verwendet wurde, konfigurieren Sie fur jede IP-Adresse in
den verwendeten Netzwerken eine DHCP-Reservierung.

Sie kénnen DHCP nur wahrend der Bereitstellungsphase einrichten. DHCP kann wahrend der
Konfiguration nicht eingerichtet werden.

@ Nodes werden neu gebootet, wenn sich ihre IP-Adressen andern. Dies kann zu Ausfallen
fihren, wenn sich eine DHCP-Adresse gleichzeitig auf mehrere Nodes auswirkt.

« Sie miissen die Verfahren zum Andern der IP-Adresse verwenden, wenn Sie IP-Adressen, Subnetzmaske
und Standard-Gateways fur einen Grid-Node andern méchten. Siehe "Konfigurieren Sie IP-Adressen”.

« Wenn Sie Anderungen an der Netzwerkkonfiguration vornehmen, einschlieRlich Routing- und Gateway-
Anderungen, geht die Client-Verbindung zum primaren Admin-Node und anderen Grid-Nodes unter
Umsténden verloren. Je nach den vorgenommenen Anderungen miissen Sie diese Verbindungen
moglicherweise erneut herstellen.

Referenz fuir Netzwerk-Ports

Sie mussen sicherstellen, dass die Netzwerkinfrastruktur interne und externe
Kommunikation zwischen Knoten innerhalb des Grid und externen Clients und Services
ermoglicht. Moglicherweise bendtigen Sie Zugriff Uber interne und externe Firewalls,
Switching-Systeme und Routing-Systeme.

Verwenden Sie die Details fur "Interne Kommunikation mit Grid-Nodes" Und "Externe Kommunikation" Um zu
bestimmen, wie die einzelnen erforderlichen Ports konfiguriert werden.
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Interne Kommunikation mit Grid-Nodes

Die interne StorageGRID Firewall ermdglicht eingehende Verbindungen zu bestimmten
Ports im Grid-Netzwerk. Verbindungen werden auch an Ports akzeptiert, die durch Load
Balancer-Endpunkte definiert wurden.

NetApp empfiehlt, ICMP (Internet Control Message Protocol)-Datenverkehr zwischen den Grid-
Knoten zu aktivieren. Wenn ICMP-Datenverkehr zugelassen wird, kann die Failover-
Performance verbessert werden, wenn ein Grid-Knoten nicht erreicht werden kann.

Zusatzlich zu ICMP und den in der Tabelle aufgefiihrten Ports verwendet StorageGRID das Virtual Router
Redundancy Protocol (VRRP). VRRP ist ein Internetprotokoll, das IP-Protokoll Nummer 112 verwendet.
StorageGRID verwendet VRRP nur im Unicast-Modus. VRRP ist nur erforderlich, wenn
"Hochverfugbarkeitsgruppen" Werden konfiguriert.

Richtlinien fiir Linux-basierte Knoten

Wenn Netzwerkrichtlinien des Unternehmens den Zugriff auf einen dieser Ports einschranken, kénnen Sie
Ports wahrend der Bereitstellung mithilfe eines Konfigurationsparameters neu zuordnen. Weitere Informationen
Uber die Zuordnung von Ports und die Konfigurationsparameter fiir die Bereitstellung finden Sie unter:

* "Installieren Sie Red hat Enterprise Linux oder CentOS"

 "Installieren Sie Ubuntu oder Debian"

Richtlinien fir VMware-basierte Nodes

Konfigurieren Sie die folgenden Ports nur dann, wenn Sie Firewall-Einschrankungen definieren mussen, die
sich aulRerhalb des VMware-Netzwerks befinden.

Wenn Netzwerkrichtlinien des Unternehmens den Zugriff auf eine dieser Ports einschranken, kénnen Sie bei
der Implementierung von Nodes mit dem VMware vSphere Web Client Ports neu zuordnen oder bei der
Automatisierung der Grid Node-Bereitstellung eine Konfigurationsdateieinstellung verwenden. Weitere
Informationen Uber die Zuordnung von Ports und die Konfigurationsparameter fiir die Bereitstellung finden Sie
unter"VMware installieren”.

Richtlinien fiir Appliance-Nodes

Wenn Netzwerkrichtlinien des Unternehmens den Zugriff auf eine dieser Ports einschranken, kénnen Sie Ports
mithilfe des StorageGRID Appliance Installer neu zuordnen. Siehe "Optional: Netzwerkports fur Appliance neu
zuordnen".

Interne StorageGRID-Ports

Port TCP oder Von Bis Details
UDP
22 TCP Primarer Alle Nodes Bei Wartungsarbeiten muss der primare Admin-Node
Admin-Node mit SSH am Port 22 mit allen anderen Nodes

kommunizieren konnen. Das Aktivieren von SSH-
Datenverkehr von anderen Nodes ist optional.
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Port

80

123

443

1055

1139

1501

1502

1504

1505

1506

1507

1508

1509

1511

22

TCP oder
UDP

TCP

UDP

TCP

TCP

TCP

TCP

TCP

TCP

TCP

TCP

TCP

TCP

TCP

TCP

Von

Appliances

Alle Nodes

Alle Nodes

Alle Nodes

Storage-

Nodes

Alle Nodes

Alle Nodes

Alle Nodes

Alle Nodes

Alle Nodes

Alle Nodes

Alle Nodes

Alle Nodes

Alle Nodes

Bis

Primarer

Admin-Node

Alle Nodes

Priméarer

Admin-Node

Primarer

Admin-Node

Storage-
Nodes

Storage-
Nodes mit
ADC

Storage-
Nodes

Admin-
Nodes

Admin-
Nodes

Alle Nodes

Gateway-
Nodes

Primarer

Admin-Node

Archiv-
Nodes

Storage-
Nodes

Details

Verwendet von StorageGRID-Appliances, um mit dem
primaren Admin-Knoten zu kommunizieren, um die
Installation zu starten.

Netzwerkzeitprotokolldienst. Jeder Node
synchronisiert seine Zeit mithilfe von NTP mit jedem
anderen Node.

Wird zur Kommunikation des Status an den priméaren
Admin-Knoten wahrend der Installation und anderen
Wartungsverfahren verwendet.

Interner Datenverkehr fur Installations-, Erweiterungs-
, Wiederherstellungs- und andere Wartungsverfahren.

Interner Datenverkehr zwischen Speicherknoten.

Reporting-, Audit- und Konfigurationsdatenverkehr.

Interner S3- und Swift-Datenverkehr.
NMS-Service-Berichterstellung und interner
Datenverkehr bei der Konfiguration.

AMS-Dienst internen Verkehr.

Serverstatus interner Datenverkehr.

Interner Datenverkehr des Load Balancer:

Interner Datenverkehr im Konfigurationsmanagement.

Interner Datenverkehr des Archivierungs-Knotens.

Interner Metadaten-Datenverkehr:



Port

5353

7001

7443

8011

8443

9042

9999

10226

10342

11139

18000

TCP oder
UDP

UbP

TCP

TCP

TCP

TCP

TCP

TCP

TCP

TCP

TCP

TCP

Von

Alle Nodes

Storage-
Nodes

Alle Nodes

Alle Nodes

Primarer
Admin-Node

Storage-
Nodes

Alle Nodes

Storage-
Nodes

Alle Nodes

Archivierung
/Storage-
Nodes

Admin/Stora
ge-Nodes

Bis

Alle Nodes

Storage-
Nodes

Priméarer
Admin-Node

Priméarer
Admin-Node

Appliance-
Nodes

Storage-
Nodes

Alle Nodes

Primarer
Admin-Node

Priméarer
Admin-Node

Archivierung
/Storage-
Nodes

Storage-
Nodes mit
ADC

Details

Bietet den Multicast-DNS-Dienst (mDNS), der fir IP-
Anderungen im gesamten Netzwerk und fiir die
Ermittlung des primaren Admin-Knotens wahrend der
Installation, Erweiterung und Wiederherstellung
verwendet wird.

Hinweis: Die Konfiguration dieses Ports ist optional.

Cassandra TLS zwischen Nodes-Cluster-
Kommunikation

Interner Datenverkehr fir Installation, Erweiterung,
Wiederherstellung, andere Wartungsverfahren und
Fehlerberichterstattung.

Interner Datenverkehr fir Installations-, Erweiterungs-
, Wiederherstellungs- und andere Wartungsverfahren.

Interner Datenverkehr im Zusammenhang mit dem
Wartungsmodus.

Cassandra-Client-Port:

Interner Datenverkehr fir mehrere Dienste. Beinhaltet
Wartungsvorgange, Kennzahlen und Netzwerk-
Updates.

Wird von StorageGRID Appliances verwendet, um
AutoSupport Meldungen von E-Series SANTtricity
System Manager an den primaren Admin-Node
weiterzuleiten.

Interner Datenverkehr fur Installations-, Erweiterungs-
, Wiederherstellungs- und andere Wartungsverfahren.

Interner Datenverkehr zwischen Speicherknoten und

Archivknoten.

Kontodienst, interner Datenverkehr.
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Port

18001

18002

18003

18017

18019

18082

18083

18086

18200

19000

Verwandte Informationen

"Externe Kommunikation"

TCP oder
UDP

TCP

TCP

TCP

TCP

TCP

TCP

TCP

TCP

TCP

TCP

Von

Admin/Stora
ge-Nodes

Admin/Stora
ge-Nodes

Admin/Stora
ge-Nodes

Admin/Stora
ge-Nodes

Storage-
Nodes

Admin/Stora
ge-Nodes

Alle Nodes

Alle Grid-
Nodes

Admin/Stora
ge-Nodes

Admin/Stora
ge-Nodes

Externe Kommunikation

Bis

Storage-
Nodes mit
ADC

Storage-
Nodes

Storage-
Nodes mit
ADC

Storage-
Nodes

Storage-
Nodes

Storage-
Nodes

Storage-
Nodes

Alle
Storage-
Nodes

Storage-
Nodes

Storage-
Nodes mit
ADC

Details

Interner Datenverkehr der Identitatsfoderation.

Interner API-Traffic im Zusammenhang mit
Objektprotokollen.

Plattform Dienste internen Traffic.

Interner Datenverkehr des Data Mover-Service flr
Cloud-Speicherpools.

Interner Traffic beim Chunk-Service fur Erasure
Coding.
Interner S3-Datenverkehr.

Swift-bezogener interner Traffic:

Interner Datenverkehr im Zusammenhang mit dem
LDR-Dienst.

Weitere Statistiken zu Client-Anforderungen.

Keystone-Service: Interner Datenverkehr.

Die Clients mussen mit den Grid-Nodes kommunizieren, um Inhalte aufzunehmen und
abzurufen. Die verwendeten Ports hangen von den ausgewahlten Objekt-Storage-
Protokollen ab. Diese Ports mussen dem Client zuganglich sein.
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Eingeschrankter Zugriff auf Ports

Wenn die Netzwerkrichtlinien des Unternehmens den Zugriff auf beliebige Ports einschranken, kdnnen Sie dies
verwenden "Load Balancer-Endpunkte" Um den Zugriff auf benutzerdefinierte Ports zu erlauben. Sie kbnnen
dann verwenden "Nicht vertrauenswirdige Client-Netzwerke" Um den Zugriff nur auf Endpunkt-Ports des Load
Balancer zu erlauben.

Port-Neuzuordnung

Um Systeme und Protokolle wie SMTP, DNS, SSH oder DHCP verwenden zu kénnen, missen Sie beim
Implementieren von Nodes Ports neu zuordnen. Sie sollten jedoch die Load Balancer-Endpunkte nicht neu
zuordnen. Informationen zur Port-Neuzuordnung finden Sie in den Installationsanweisungen:

* "Installieren Sie Red hat Enterprise Linux oder CentOS"

* "Installieren Sie Ubuntu oder Debian"

* "VMware installieren"

* "Optional: Netzwerkports fiir Appliance neu zuordnen"

Anschliisse fiir externe Kommunikation

In der folgenden Tabelle werden die Ports fur den Datenverkehr zu den Nodes aufgefihrt.

@ Diese Liste enthalt keine Ports, die als konfiguriert werden kénnen "Load Balancer-Endpunkte"
Oder verwendet fiir "Syslog-Server".

Port TCP oder Protokoll Von Bis Details
UDP
22 TCP SSH Service-  Alle Nodes Fur Verfahren mit Konsolenschritten ist ein
Laptop SSH- oder Konsolenzugriff erforderlich.
Optional kénnen Sie statt 22 auch Port 2022
verwenden.
25 TCP SMTP Admin- E-Mail- Wird fir Warnungen und E-Mail-basierte
Nodes Server AutoSupport verwendet. Sie kdnnen die

Standard-Porteinstellung von 25 (ber die Seite
~E-Mail-Server auRer Kraft setzen.

53 TCP/UDP DNS Alle Nodes DNS- Wird fir DNS verwendet.
Server
67 UbDP DHCP Alle Nodes DHCP- Optional zur Unterstitzung einer DHCP-

Service basierten Netzwerkkonfiguration. Der dhclient-
Dienst wird nicht fur statisch konfigurierte Grids

ausgefihrt.
68 UDP DHCP DHCP- Alle Nodes Optional zur Unterstlitzung einer DHCP-
Service basierten Netzwerkkonfiguration. Der dhclient-

Dienst wird nicht fiir Raster ausgefiihrt, die
statische IP-Adressen verwenden.
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Port

80

80

80

80

111

123

137

138

26

TCP oder

UDP
TCP

TCP

TCP

TCP

TCP/UDP

UDP

UDP

UDP

Protokoll

HTTP

HTTP

HTTP

HTTP

Rpcbind

NTP

NetBIOS

NetBIOS

Von

Browser

Browser

Storage-
Nodes mit
ADC

Storage-
Nodes

NFS Client

Priméare
NTP-
Knoten

SMB-
Client

SMB-
Client

Bis

Admin-
Nodes

Appliance

S

AWS

AWS

Admin-
Nodes

Externe
NTP

Admin-
Nodes

Admin-
Nodes

Details

Port 80 wird fur die Admin-Node-
Benutzeroberflache an Port 443 umgeleitet.

Port 80 wird flr das Installationsprogramm der
StorageGRID-Appliance an Port 8443
umgeleitet.

Wird fir Plattform-Services-Meldungen
verwendet, die an AWS oder andere externe
Services gesendet werden, die HTTP
verwenden. Mandanten kdnnen bei der
Erstellung eines Endpunkts die Standard-
HTTP-Porteinstellung von 80 aulRer Kraft
setzen.

An AWS Ziele mit HTTP gesendete Anfragen
von Cloud-Storage-Pools Grid-Administratoren
kénnen die Standard-HTTP-Port-Einstellung
von 80 bei der Konfiguration eines Cloud-
Storage-Pools aulier Kraft setzen.

Wird vom NFS-basierten Audit-Export
verwendet (Portmap).

Hinweis: dieser Port ist nur erforderlich, wenn
der NFS-basierte Audit-Export aktiviert ist.

Netzwerkzeitprotokolldienst. Als primare NTP-
Quellen ausgewahlte Nodes synchronisieren
auch die Uhrzeiten mit den externen NTP-
Zeitquellen.

Wird vom SMB-basierten Audit-Export fir
Clients verwendet, die NetBIOS-Unterstltzung
bendtigen.

Hinweis: dieser Port ist nur erforderlich, wenn
der SMB-basierte Audit-Export aktiviert ist.

Wird vom SMB-basierten Audit-Export fir
Clients verwendet, die NetBIOS-Unterstltzung
bendtigen.

Hinweis: dieser Port ist nur erforderlich, wenn
der SMB-basierte Audit-Export aktiviert ist.



Port

139

161

162

389

TCP oder Protokoll
UDP

TCP SMB

TCP/UDP SNMP

TCP/UDP SNMP-
Benachric
htigungen

TCP/UDP LDAP

Von

SMB-
Client

SNMP-
Client

Bis

Admin-
Nodes

Alle Nodes

Alle Nodes Benachric

Storage-
Nodes mit
ADC

htigungszi
ele

Active
Directory/L
DAP

Details

Wird vom SMB-basierten Audit-Export fiir
Clients verwendet, die NetBIOS-Unterstiitzung
bendtigen.

Hinweis: dieser Port ist nur erforderlich, wenn
der SMB-basierte Audit-Export aktiviert ist.

Wird fir SNMP-Abfrage verwendet. Alle Knoten
stellen grundlegende Informationen zur
Verfliigung; Admin Nodes stellen auch Alarm-
und Alarmdaten zur Verfiigung. Standardmafig
auf UDP-Port 161 gesetzt, wenn konfiguriert.

Hinweis: dieser Port ist nur erforderlich und
wird nur auf der Knoten-Firewall ge6ffnet, wenn
SNMP konfiguriert ist. Wenn Sie SNMP
verwenden mochten, konnen Sie alternative
Ports konfigurieren.

Hinweis: um Informationen zur Verwendung
von SNMP mit StorageGRID zu erhalten,
wenden Sie sich an lhren NetApp
Ansprechpartner.

Ausgehende SNMP-Benachrichtigungen und
Traps standardmafig auf UDP-Port 162.

Hinweis: dieser Port ist nur erforderlich, wenn
SNMP aktiviert ist und Benachrichtigungsziele
konfiguriert sind. Wenn Sie SNMP verwenden
mochten, kdnnen Sie alternative Ports
konfigurieren.

Hinweis: um Informationen zur Verwendung
von SNMP mit StorageGRID zu erhalten,
wenden Sie sich an |hren NetApp
Ansprechpartner.

Wird zur Verbindung mit einem Active
Directory- oder LDAP-Server fir Identity
Federation verwendet.
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Port TCP oder Protokoll Von Bis Details
UDP

443 TCP HTTPS Browser  Admin- Wird von Webbrowsern und Management-API-
Nodes Clients fur den Zugriff auf Grid Manager und
Tenant Manager verwendet.

Hinweis: Wenn Sie die Grid Manager-Ports
443 oder 8443 schliefden, verlieren alle
Benutzer, die derzeit an einem blockierten Port
angeschlossen sind, einschliel3lich Ihnen, den
Zugriff auf den Grid Manager, es sei denn, ihre
IP-Adresse wurde der Liste der privilegierten
Adressen hinzugefiigt. Siehe "Konfigurieren Sie
die Firewall-Steuerelemente" So konfigurieren
Sie privilegierte IP-Adressen:

443 TCP HTTPS Admin- Active Wird von Admin-Nodes verwendet, die eine
Nodes Directory  Verbindung zu Active Directory herstellen, wenn
Single Sign-On (SSO) aktiviert ist.

443 TCP HTTPS Archiv- Amazon  Wird fir den Zugriff von Archiv-Nodes auf
Nodes S3 Amazon S3 verwendet.

443 TCP HTTPS Storage- AWS Wird fUr Plattform-Services-Nachrichten
Nodes mit verwendet, die an AWS oder andere externe
ADC Services gesendet werden, die HTTPS
verwenden. Mandanten kdnnen bei der
Erstellung eines Endpunkts die Standard-
HTTP-Porteinstellung von 443 auller Kraft
setzen.

443 TCP HTTPS Storage- AWS Cloud-Storage-Pools-Anfragen werden an
Nodes AWS-Ziele mit HTTPS gesendet. Grid-
Administratoren kénnen die HTTPS-
Porteinstellung von 443 bei der Konfiguration
eines Cloud-Storage-Pools aulRer Kraft setzen.

445 TCP SMB SMB- Admin- Wird vom SMB-basierten Audit-Export
Client Nodes verwendet.

Hinweis: dieser Port ist nur erforderlich, wenn
der SMB-basierte Audit-Export aktiviert ist.

903 TCP NFS NFS Client Admin- Wird vom NFS-basierten Audit-Export
Nodes verwendet (rpc.mountd).

Hinweis: dieser Port ist nur erforderlich, wenn
der NFS-basierte Audit-Export aktiviert ist.
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Port

2022

2049

5353

5696

8022

TCP oder
UDP

TCP

TCP

ubpP

TCP

TCP

Protokoll

SSH

NFS

MDNS

KMIP

SSH

Von

Service-
Laptop

Bis

Alle Nodes

NFS Client Admin-

Nodes

Alle Nodes Alle Nodes

Appliance KMS

Service-
Laptop

Alle Nodes

Details

Fur Verfahren mit Konsolenschritten ist ein
SSH- oder Konsolenzugriff erforderlich.
Optional kdnnen Sie statt 2022 auch Port 22
verwenden.

Wird vom NFS-basierten Audit-Export
verwendet (nfs).

Hinweis: dieser Port ist nur erforderlich, wenn
der NFS-basierte Audit-Export aktiviert ist.

Bietet den Multicast-DNS-Dienst (mDNS), der
fur IP-Anderungen im gesamten Netzwerk und
fur die Ermittlung des primaren Admin-Knotens
wahrend der Installation, Erweiterung und
Wiederherstellung verwendet wird.

Hinweis: Die Konfiguration dieses Ports ist
optional.

KMIP (Key Management Interoperability
Protocol): Externer Datenverkehr von
Appliances, die fir die Node-Verschlisselung
auf den Verschlisselungsmanagement-Server
(Key Management Interoperability Protocol)
konfiguriert sind, es sei denn, ein anderer Port
wird auf der KMS-Konfigurationsseite des
StorageGRID Appliance Installer angegeben.

SSH auf Port 8022 gewahrt Zugriff auf das
Betriebssystem auf Appliance- und virtuellen
Node-Plattformen zur Unterstiitzung und
Fehlerbehebung. Dieser Port wird nicht fur
Linux-basierte (Bare Metal-)Nodes verwendet
und muss nicht zwischen Grid-Nodes oder
wahrend des normalen Betriebs zuganglich
sein.

29



Port

8443

9022

9091

9443

18082

18083

18084

30

TCP oder
UDP

TCP

TCP

TCP

TCP

TCP

TCP

TCP

Protokoll

HTTPS

SSH

HTTPS

HTTPS

HTTPS

HTTPS

HTTP

Von

Browser

Service-
Laptop

Externer
Grafana-
Service

Browser

S3-Clients

Swift
Clients

S3-Clients

Bis

Admin-
Nodes

Appliance
s

Admin-
Nodes

Admin-
Nodes

Storage-
Nodes

Storage-
Nodes

Storage-
Nodes

Details

Optional Wird von Webbrowsern und
Management-API-Clients fur den Zugriff auf
den Grid Manager verwendet. Kann zur
Trennung der Kommunikation zwischen Grid
Manager und Tenant Manager verwendet
werden.

Hinweis: Wenn Sie die Grid Manager-Ports
443 oder 8443 schliel3en, verlieren alle
Benutzer, die derzeit an einem blockierten Port
angeschlossen sind, einschliellich Thnen, den
Zugriff auf den Grid Manager, es sei denn, ihre
IP-Adresse wurde der Liste der privilegierten
Adressen hinzugefligt. Siehe "Konfigurieren Sie
die Firewall-Steuerelemente" So konfigurieren
Sie privilegierte IP-Adressen:

Gewahrt Zugriff auf StorageGRID Appliances
im Vorkonfigurationsmodus flr Support und
Fehlerbehebung. Dieser Port muss wahrend
des normalen Betriebs nicht zwischen Grid-
Nodes oder auf diesen zugreifen kénnen.

Wird von externen Grafana Services fiir
sicheren Zugriff auf den StorageGRID
Prometheus Service verwendet.

Hinweis: dieser Port wird nur benétigt, wenn
der zertifikatbasierte Prometheus-Zugriff
aktiviert ist.

Optional Wird von Webbrowsern und
Management-API-Clients flr den Zugriff auf
den Mandanten-Manager verwendet. Kann zur
Trennung der Kommunikation zwischen Grid
Manager und Tenant Manager verwendet
werden.

S3-Client-Datenverkehr direkt zu Storage-
Nodes (HTTPS).

Schneller Client-Verkehr direkt zu Storage
Nodes (HTTPS).

S3-Client-Traffic direkt zu Storage-Nodes
(HTTP).


https://docs.netapp.com/de-de/storagegrid-117/admin/configure-firewall-controls.html
https://docs.netapp.com/de-de/storagegrid-117/admin/configure-firewall-controls.html

Port

18085

23000-
23999

TCP oder
UDP

TCP

TCP

Protokoll

HTTP

HTTPS

Von

Swift
Clients

Alle Nodes
im Quell-
Grid flr
die Grid-
Ubergreife
nde
Replizieru
ng

Bis

Storage-
Nodes

Admin

Details

Schneller Client-Verkehr direkt zu Storage
Nodes (HTTP).

Dieser Port-Bereich ist flr Grid Federation-

Nodes und Verbindungen reserviert. Beide Grids in einer

Gateway
Nodes im
Ziel-Grid
fur Grid-
Ubergreife
nde
Replizieru
ng

bestimmten Verbindung verwenden den
gleichen Port.
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ZUFALLIGE, BESONDERE, BEISPIELHAFTE SCHADEN ODER FOLGESCHADEN (EINSCHLIESSLICH,
JEDOCH NICHT BESCHRANKT AUF DIE BESCHAFFUNG VON ERSATZWAREN ODER
-DIENSTLEISTUNGEN, NUTZUNGS-, DATEN- ODER GEWINNVERLUSTE ODER UNTERBRECHUNG DES
GESCHAFTSBETRIEBS), UNABHANGIG DAVON, WIE SIE VERURSACHT WURDEN UND AUF WELCHER
HAFTUNGSTHEORIE SIE BERUHEN, OB AUS VERTRAGLICH FESTGELEGTER HAFTUNG,
VERSCHULDENSUNABHANGIGER HAFTUNG ODER DELIKTSHAFTUNG (EINSCHLIESSLICH
FAHRLASSIGKEIT ODER AUF ANDEREM WEGE), DIE IN IRGENDEINER WEISE AUS DER NUTZUNG
DIESER SOFTWARE RESULTIEREN, SELBST WENN AUF DIE MOGLICHKEIT DERARTIGER SCHADEN
HINGEWIESEN WURDE.

NetApp behalt sich das Recht vor, die hierin beschriebenen Produkte jederzeit und ohne Vorankindigung zu
andern. NetApp Ubernimmt keine Verantwortung oder Haftung, die sich aus der Verwendung der hier
beschriebenen Produkte ergibt, es sei denn, NetApp hat dem ausdrticklich in schriftlicher Form zugestimmit.
Die Verwendung oder der Erwerb dieses Produkts stellt keine Lizenzierung im Rahmen eines Patentrechts,
Markenrechts oder eines anderen Rechts an geistigem Eigentum von NetApp dar.

Das in diesem Dokument beschriebene Produkt kann durch ein oder mehrere US-amerikanische Patente,
auslandische Patente oder anhangige Patentanmeldungen geschutzt sein.

ERLAUTERUNG ZU ,RESTRICTED RIGHTS*: Nutzung, Vervielfaltigung oder Offenlegung durch die US-
Regierung unterliegt den Einschrankungen gemaf Unterabschnitt (b)(3) der Klausel ,Rights in Technical Data
— Noncommercial ltems* in DFARS 252.227-7013 (Februar 2014) und FAR 52.227-19 (Dezember 2007).

Die hierin enthaltenen Daten beziehen sich auf ein kommerzielles Produkt und/oder einen kommerziellen
Service (wie in FAR 2.101 definiert) und sind Eigentum von NetApp, Inc. Alle technischen Daten und die
Computersoftware von NetApp, die unter diesem Vertrag bereitgestellt werden, sind gewerblicher Natur und
wurden ausschlie3lich unter Verwendung privater Mittel entwickelt. Die US-Regierung besitzt eine nicht
ausschlieBliche, nicht Gbertragbare, nicht unterlizenzierbare, weltweite, limitierte unwiderrufliche Lizenz zur
Nutzung der Daten nur in Verbindung mit und zur Unterstitzung des Vertrags der US-Regierung, unter dem
die Daten bereitgestellt wurden. Sofern in den vorliegenden Bedingungen nicht anders angegeben, durfen die
Daten ohne vorherige schriftliche Genehmigung von NetApp, Inc. nicht verwendet, offengelegt, vervielfaltigt,
geandert, aufgefiihrt oder angezeigt werden. Die Lizenzrechte der US-Regierung fir das US-
Verteidigungsministerium sind auf die in DFARS-Klausel 252.227-7015(b) (Februar 2014) genannten Rechte
beschrankt.

Markeninformationen

NETAPP, das NETAPP Logo und die unter http://www.netapp.com/TM aufgefihrten Marken sind Marken von
NetApp, Inc. Andere Firmen und Produktnamen kénnen Marken der jeweiligen Eigentiimer sein.
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