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Richten Sie die Hardware ein

Hardware einrichten: Ubersicht

Nachdem Sie die Appliance mit Strom versorgt haben, konfigurieren Sie die
Netzwerkverbindungen, die von StorageGRID verwendet werden.

Konfigurieren Sie die erforderlichen Netzwerkverbindungen

Bei allen Appliances fiihren Sie mehrere Aufgaben zur Konfiguration erforderlicher Netzwerkverbindungen aus,
z.B.:

» Greifen Sie auf den Appliance Installer zu
* Netzwerkverbindungen konfigurieren

+ Uberpriifen Sie Netzwerkverbindungen auf Portebene

Zusatzliche Konfiguration, die moglicherweise erforderlich ist

Je nachdem, welche Geratetypen Sie konfigurieren, ist moéglicherweise eine zusatzliche
Hardwarekonfiguration erforderlich.

SANtricity System Manager

Fir SG6000 und SG5700 konfigurieren Sie SANTtricity System Manager. Die SANtricity-Software wird
verwendet, um die Hardware flir diese Appliances zu Uberwachen.

BMC Schnittstelle

Die folgenden Gerate verflgen Uber eine BMC-Schnittstelle, die konfiguriert werden muss:

» SGF6112
» SG6000
» SG1000
+ SG100

Optionale Konfiguration

» Storage Appliances
o Konfigurieren Sie SANTtricity System Manager (SG6000 und SG5700) fiir die Hardware-Uberwachung
> Andern Sie den RAID-Modus
 Service-Appliances
o Greifen Sie auf die BMC-Schnittstelle fir den SG100 und SG1000 sowie den SG6000-CN-Controller zu

Konfigurieren Sie StorageGRID-Verbindungen



Rufen Sie das Installationsprogramm fiir StorageGRID-Appliances auf

Sie mussen auf das Installationsprogramm der StorageGRID Appliance zugreifen, um die
Installationsversion zu Uberprifen und die Verbindungen zwischen der Appliance und den
drei StorageGRID-Netzwerken zu konfigurieren: Das Grid-Netzwerk, das Admin-
Netzwerk (optional) und das Client-Netzwerk (optional).

Bevor Sie beginnen

 Sie verwenden einen beliebigen Management-Client, der eine Verbindung zum StorageGRID-Admin-
Netzwerk herstellen kann, oder Sie haben einen Service-Laptop.

* Der Client- oder Service-Laptop verfligt Gber einen "Unterstitzter Webbrowser".

» Der Service Appliance oder Storage Appliance Controller ist mit allen geplanten StorageGRID-Netzwerken
verbunden.

 Sie kennen die IP-Adresse, das Gateway und das Subnetz fir die Service-Appliance oder den Storage-
Appliance-Controller in diesen Netzwerken.

* Sie haben die geplanten Netzwerk-Switches konfiguriert.

Uber diese Aufgabe

Fir den ersten Zugriff auf das Installationsprogramm der StorageGRID-Appliance kénnen Sie die DHCP-
zugewiesene IP-Adresse fir den Port des Admin-Netzwerks auf der Services-Appliance oder dem Controller
der Storage-Appliance verwenden (vorausgesetzt, es ist mit dem Admin-Netzwerk verbunden). Alternativ
kénnen Sie einen Service-Laptop direkt an die Service-Appliance oder den Controller der Storage-Appliance
anschlielen.

Schritte

1. Verwenden Sie, falls moglich, die DHCP-Adresse fiir den Admin-Netzwerk-Port auf der Service-Appliance
oder dem Controller der Storage-Appliance. Der Admin-Netzwerkanschluss ist in der folgenden Abbildung
hervorgehoben. (Verwenden Sie die IP-Adresse im Grid-Netzwerk, wenn das Admin-Netzwerk nicht
verbunden ist.)


https://docs.netapp.com/de-de/storagegrid-117/admin/web-browser-requirements.html

SGF6112

E5700SG
Beim E5700SG haben Sie folgende Mdglichkeiten:

> Sehen Sie sich das Sieben-Segment-Display auf dem E5700SG-Controller an. Wenn
Management-Port 1 und 10/25-GbE-Ports 2 und 4 auf dem E5700SG-Controller mit Netzwerken
mit DHCP-Servern verbunden sind, versucht der Controller, beim Einschalten des Gehauses
dynamisch zugewiesene IP-Adressen zu erhalten. Nachdem der Controller den Einschaltvorgang
abgeschlossen hat, zeigt sein 7-Segment-Display HO an, gefolgt von einer sich wiederholenden
Sequenz von zwei Zahlen.

HO -- IP address for Admin Network —-- IP address for Grid Network
HO

In der Reihenfolge:

= Der erste Zahlensatz ist die DHCP-Adresse fir den Appliance-Speicherknoten im Admin-
Netzwerk, sofern er verbunden ist. Diese |IP-Adresse ist dem Management-Port 1 des
E5700SG-Controllers zugewiesen.

= Der zweite Zahlensatz ist die DHCP-Adresse fiir den Appliance-Speicherknoten im Grid-
Netzwerk. Diese IP-Adresse wird 10/25-GbE-Ports 2 und 4 zugewiesen, wenn Sie das Geréat
zum ersten Mal mit Strom versorgen.

@ Wenn eine IP-Adresse nicht Gber DHCP zugewiesen werden konnte, wird
0.0.0.0 angezeigt.

a. Suchen Sie das MAC-Adressenetikett auf der Vorderseite der Service Appliance oder Speicher-



Appliance, und bestimmen Sie die MAC-Adresse fir den Admin-Netzwerk-Port.
Auf dem MAC-Adressenetikett wird die MAC-Adresse fir den BMC-Verwaltungsport aufgelistet.

Um die MAC-Adresse fur den Admin-Netzwerk-Port zu ermitteln, figen Sie 2 zur Hexadezimalzahl auf
dem Etikett hinzu. Wenn die MAC-Adresse auf dem Etikett beispielsweise mit 09 endet, endet die
MAC-Adresse flr den Admin-Port in 0B. Wenn die MAC-Adresse auf dem Etikett mit (y)FF endet,
endet die MAC-Adresse fir den Admin-Port in (y+1)01. Sie kdnnen diese Berechnung einfach
durchfihren, indem Sie den Rechner unter Windows 6ffnen, ihn auf den Programmiermodus setzen,
Hex auswahlen, die MAC-Adresse eingeben und dann + 2 = eingeben.

. Geben Sie die MAC-Adresse an lhren Netzwerkadministrator an, damit er die DHCP-Adresse fiir die
Appliance im Admin-Netzwerk nachsuchen kann.

- Geben Sie auf dem Client diese URL fur den StorageGRID-Appliance-Installer ein:
https://Appliance IP:8443

Fir “Appliance_IP"Verwenden Sie die DHCP-Adresse (verwenden Sie die IP-Adresse fiir das Admin-
Netzwerk, wenn Sie diese haben).

. Wenn Sie aufgefordert werden, eine Sicherheitswarnung zu erhalten, zeigen Sie das Zertifikat mithilfe
des Browser-Installationsassistenten an und installieren Sie es.

Die Meldung wird beim nachsten Zugriff auf diese URL nicht angezeigt.

Die Startseite des StorageGRID-Appliance-Installationsprogramms wird angezeigt. Die Informationen
und Meldungen, die beim ersten Zugriff auf diese Seite angezeigt werden, hangen davon ab, wie |hr

Gerat derzeit mit StorageGRID-Netzwerken verbunden ist. Moéglicherweise werden Fehlermeldungen
angezeigt, die in spateren Schritten geldst werden.



NetApp® StorageGRID® Appliance Installer

Home Configure Networking = Configure Hardware - Monitor Installation Advanced -
Home

€ The installation is ready to be started. Review the settings below, and then click Start Installation.

This Node

MNode type Storage

Mode name MM-2-108-SGA-lab25

Primary Admin Node connection

Enable Admin Node discovery [
Primary Admin MNode [P 172.16.1.178

Connection state Connection to 172.16.1.178 ready

Installation

Current state Ready to start installation of MM-2-108-5GA-1ab25 into grid with
Admin Mede 172.16.1.178 running StorageGRID 11.2.0, using
StorageGRID software downloaded from the Admin Mode.

Start Installation

2. Wenn Sie keine IP-Adresse Uber DHCP erhalten kdnnen, kénnen Sie eine Link-Local-Verbindung
verwenden.



SGF6112

Schlieen Sie einen Service-Laptop mithilfe eines Ethernet-Kabels direkt an den ganz rechts am RJ-
45-Port der Appliance an.

SG6000-CN

SchlieRen Sie einen Service-Laptop mithilfe eines Ethernet-Kabels direkt an den rechtesten RJ-45-
Anschluss des SG6000-CN Controllers an.

E5700SG

Verbinden Sie den Service-Laptop Uber ein Ethernet-Kabel mit dem Management-Port 2 des
E5700SG Controllers.

SG100

SchlielRen Sie einen Service-Laptop mithilfe eines Ethernet-Kabels direkt an den rechtesten RJ-45-
Port des Services-Gerats an.

SG1000

Schliel3en Sie einen Service-Laptop mithilfe eines Ethernet-Kabels direkt an den rechtesten RJ-45-
Port des Services-Gerats an.

a. Offnen Sie einen Webbrowser auf dem Service-Laptop.

b. Geben Sie diese URL fiir das StorageGRID-Appliance-Installationsprogramm ein:
https://169.254.0.1:8443

Die Startseite des StorageGRID-Appliance-Installationsprogramms wird angezeigt. Die Informationen
und Meldungen, die beim ersten Zugriff auf diese Seite angezeigt werden, hangen davon ab, wie lhr
Gerat derzeit mit StorageGRID-Netzwerken verbunden ist. Méglicherweise werden Fehlermeldungen



angezeigt, die in spateren Schritten geldst werden.

Wenn Sie Uber eine Link-Local-Verbindung nicht auf die Startseite zugreifen kénnen,
konfigurieren Sie die Service-Laptop-IP-Adresse als 169.254.0. 2, Und versuchen Sie es
erneut.

Nachdem Sie fertig sind
Nach dem Zugriff auf das Installationsprogramm der StorageGRID-Appliance:
« Uberpriifen Sie, ob die Installationsversion der StorageGRID Appliance auf der Appliance mit der auf dem
StorageGRID-System installierten Softwareversion tUbereinstimmt. Aktualisieren Sie gegebenenfalls das
Installationsprogramm fir StorageGRID-Appliances.

"Uberpriifen und Aktualisieren der Installationsversion der StorageGRID Appliance"

+ Uberpriifen Sie alle Meldungen, die auf der Startseite des StorageGRID-Appliance-Installationsprogramms
angezeigt werden, und konfigurieren Sie die Linkkonfiguration und die IP-Konfiguration nach Bedarf.

NetApp® StorageGRID® Appliance Installer

‘ Home Configure Networking = ‘ Configure Hardware - ‘ Monitor Installstion Advanced -

Home

This Node

Node nype Gateway W

Mode name | xrBe-10

Primary Admin Node connection

Enable Adein Node ]
discovery

Primany Admin Node IP 132.1687.44

Connection state  Connection 1o 152.183.7.44 ready

Gt

Installation

Current state  Ready to start installation of xir§r-10
into grid with Admin Neode 132.185.7.44
running StorageGRID 11.8.0, using
StorageCRID saftware downloaded
from the Admin Node.




Uberpriifen und Aktualisieren der Installationsversion der StorageGRID Appliance

Die Installationsversion der StorageGRID Appliance auf der Appliance muss mit der auf
dem StorageGRID-System installierten Softwareversion Ubereinstimmen, um
sicherzustellen, dass alle StorageGRID-Funktionen unterstutzt werden.

Bevor Sie beginnen
Sie haben auf das Installationsprogramm fiir StorageGRID-Gerate zugegriffen.

Uber diese Aufgabe

StorageGRID-Appliances werden ab Werk mit dem StorageGRID-Appliance-Installationsprogramm
vorinstalliert. Wenn Sie einem kurzlich aktualisierten StorageGRID-System eine Appliance hinzufiigen, missen
Sie mdglicherweise das Installationsprogramm fiir StorageGRID-Appliances manuell aktualisieren, bevor Sie
die Appliance als neuen Node installieren.

Das Installationsprogramm von StorageGRID Appliance wird automatisch aktualisiert, wenn Sie auf eine neue
StorageGRID-Version aktualisieren. Sie missen den StorageGRID-Appliance-Installer nicht auf installierten
Appliance-Knoten aktualisieren. Diese Vorgehensweise ist nur erforderlich, wenn Sie eine Appliance
installieren, die eine frihere Version des Installationsprogramms flir StorageGRID-Gerate enthalt.

Schritte

1. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Erweitert > Firmware
aktualisieren aus.

2. Vergleichen Sie die aktuelle Firmware-Version mit der auf Ihrem StorageGRID System installierten
Softwareversion. (Wahlen Sie oben im Grid Manager das Hilfesymbol aus, und wahlen Sie liber.)

Die zweite Ziffer in den beiden Versionen sollte tibereinstimmen. Wenn auf lhrem StorageGRID-System
beispielsweise die Version 11.6.x.y ausgefiihrt wird, sollte die StorageGRID Appliance Installer-Version 3.6
.Z sein.

3. Wenn die Appliance Uber eine heruntergeebene Version des Installationsprogramms fiir StorageGRID-
Gerate verfugt, fahren Sie mit fort "NetApp Downloads mit StorageGRID Appliance”.

Melden Sie sich mit Inrem Benutzernamen und Passwort fir lhr NetApp Konto an.

4. Laden Sie die entsprechende Version der Support-Datei fiir StorageGRID-Gerate und der
entsprechenden Prifsummendatei herunter.

Die Support-Datei fir StorageGRID Appliances ist eine . zip Archiv, das die aktuellen und friiheren
Firmware-Versionen fir alle StorageGRID Appliance-Modelle enthalt.

Nachdem Sie die Support-Datei flir StorageGRID Appliances heruntergeladen haben, extrahieren Sie die
. zip Archivieren Sie die README-Datei, und lesen Sie sie, um wichtige Informationen zur Installation des
StorageGRID-Appliance-Installationsprogramms zu erhalten.

5. Befolgen Sie die Anweisungen auf der Seite Firmware aktualisieren lhres StorageGRID-Appliance-
Installationsprogramms, um die folgenden Schritte auszuflihren:

a. Laden Sie die entsprechende Support-Datei (Firmware-Image) fir Ihren Controller-Typ hoch. Einige
Firmware-Versionen erfordern auch das Hochladen einer Prifsummendatei. Wenn Sie zur Eingabe
einer Prifsummendatei aufgefordert werden, finden Sie diese auch in der Support-Datei fir
StorageGRID-Appliances.

b. Aktualisieren Sie die inaktive Partition.


https://mysupport.netapp.com/site/products/all/details/storagegrid-appliance/downloads-tab

c. Starten Sie neu und tauschen Sie die Partitionen aus.

d. Laden Sie die entsprechende Support-Datei (Firmware-Image) erneut fir Ihren Controller-Typ hoch.
Einige Firmware-Versionen erfordern auch das Hochladen einer Prifsummendatei. Wenn Sie zur
Eingabe einer Prifsummendatei aufgefordert werden, finden Sie diese auch in der Support-Datei fir
StorageGRID-Appliances.

e. Aktualisieren Sie die zweite (inaktive) Partition.

Verwandte Informationen
"Zugriff auf das Installationsprogramm der StorageGRID Appliance"

Netzwerkverbindungen konfigurieren

Sie kdnnen Netzwerkverbindungen fur die Ports konfigurieren, die zum Verbinden der
Appliance mit dem Grid-Netzwerk, dem Client-Netzwerk und dem Admin-Netzwerk
verwendet werden. Sie kdnnen die Verbindungsgeschwindigkeit sowie den Port- und
Netzwerk-Bond-Modus einstellen.

Wenn Sie ConfigBuilder zum Generieren einer JSON-Datei verwenden, konnen Sie die
Netzwerkverbindungen automatisch konfigurieren. Siehe "Automatisierung der Appliance-
Installation und -Konfiguration".

Bevor Sie beginnen

» Das ist schon "Zusatzliche Ausrustung erhalten" Erforderlich fir lhren Kabeltyp und die
Verbindungsgeschwindigkeit.

« Sie haben die richtigen Transceiver in den Ports installiert, basierend auf der Verbindungsgeschwindigkeit,
die Sie verwenden mochten.

 Sie haben die Netzwerk-Ports mit Switches verbunden, die lhre gewahlte Geschwindigkeit unterstitzen.

Wenn Sie den aggregierten Port Bond-Modus, den LACP Network Bond-Modus oder VLAN-Tagging
verwenden mdchten:

» Sie haben die Netzwerk-Ports an der Appliance mit Switches verbunden, die VLAN und LACP
unterstttzen.

» Wenn mehrere Switches an der LACP-Verbindung beteiligt sind, unterstiitzen die Switches MLAG (Multi-
Chassis Link Aggregation Groups) oder eine vergleichbare Position.

+ Sie wissen, wie Sie die Switches fiir die Verwendung von VLAN, LACP und MLAG oder Ahnliches
konfigurieren.

 Sie kennen das eindeutige VLAN-Tag, das fir jedes Netzwerk verwendet werden soll. Dieses VLAN-Tag
wird zu jedem Netzwerkpaket hinzugefligt, um sicherzustellen, dass der Netzwerkverkehr an das richtige
Netzwerk weitergeleitet wird.

Uber diese Aufgabe
Sie mussen nur die Einstellungen auf der Seite Link Configuration konfigurieren, wenn Sie eine nicht-

Standardeinstellung verwenden mdéchten.

@ Die LACP Ubertragungs-Hash-Richtlinie ist layer2+3.

Die Abbildungen und Tabellen fassen die Optionen fiir den Port Bond-Modus und den Network Bond-Modus


https://docs.netapp.com/de-de/storagegrid-117/installconfig/automating-appliance-installation-and-configuration.html
https://docs.netapp.com/de-de/storagegrid-117/installconfig/automating-appliance-installation-and-configuration.html
https://docs.netapp.com/de-de/storagegrid-117/installconfig/obtaining-additional-equipment-and-tools.html

fur jede Appliance zusammen. Weitere Informationen finden Sie im Folgenden:

- "Port-Bond-Modi (SGF6112)"
« "Port-Bond-Modi (SG6000-CN)"

- "Port-Bond-Modi (E5700SG)"

« "Port-Bond-Modi (SG1000 und SG100)"

10


https://docs.netapp.com/de-de/storagegrid-117/installconfig/port-bond-modes-for-sgf6112.html
https://docs.netapp.com/de-de/storagegrid-117/installconfig/port-bond-modes-for-sg6000-cn-controller.html
https://docs.netapp.com/de-de/storagegrid-117/installconfig/port-bond-modes-for-e5700sg-controller-ports.html
https://docs.netapp.com/de-de/storagegrid-117/installconfig/port-bond-modes-for-sg100-and-sg1000.html

SGF6112

Bond-Modus mit festem Port (Standard)
Die Abbildung zeigt, wie die vier Netzwerk-Ports im Bond-Modus mit festen Ports verbunden sind

(Standardkonfiguration).

Legende
C

Welche Ports sind verbunden

Die Ports 1 und 3 sind fiur das Client-Netzwerk verbunden, falls dieses

Netzwerk verwendet wird.

Die Ports 2 und 4 sind fir das Grid-Netzwerk verbunden.

In der Tabelle sind die Optionen fur die Konfiguration der Netzwerkports zusammengefasst. Sie missen
nur die Einstellungen auf der Seite Link Configuration konfigurieren, wenn Sie eine nicht-
Standardeinstellung verwenden mdchten.

Netzwerk-Bond-

Modus

Aktiv/Backup .
(Standard)

LACP (802.3ad) .

Die Ports 2 und 4 verwenden eine
aktiv-Backup-Verbindung flr das
Grid Network.

Die Ports 1 und 3 werden nicht
verwendet.

Ein VLAN-Tag ist optional.

Die Ports 2 und 4 verwenden eine
LACP-Verbindung fur das Grid-
Netzwerk.

Die Ports 1 und 3 werden nicht
verwendet.

Ein VLAN-Tag ist optional.

Client-Netzwerk deaktiviert (Standard) Client-Netzwerk aktiviert

¢ Die Ports 2 und 4 verwenden eine

aktiv-Backup-Verbindung fir das
Grid Network.

Die Ports 1 und 3 verwenden eine
aktiv-Backup-Verbindung fiir das
Client-Netzwerk.

* VLAN-Tags kénnen fir beide

Netzwerke festgelegt werden, damit
der Netzwerkadministrator dies tun
kann.

Die Ports 2 und 4 verwenden eine
LACP-Verbindung fur das Grid-
Netzwerk.

Die Ports 1 und 3 verwenden eine

LACP Bond fir das Client-Netzwerk.
* VLAN-Tags konnen fiir beide

Netzwerke festgelegt werden, damit
der Netzwerkadministrator dies tun
kann.

11
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Bond-Modus fiir aggregierten Ports
Die Abbildung zeigt, wie die vier Netzwerk-Ports im aggregierten Port-Bond-Modus verbunden sind.

Legende Welche Ports sind verbunden

1 Alle vier Ports werden in einer einzelnen LACP Bond gruppiert, sodass alle
Ports flr den Grid-Netzwerk- und Client-Netzwerk-Traffic verwendet werden
koénnen.

In der Tabelle sind die Optionen fir die Konfiguration der Netzwerkports zusammengefasst. Sie missen
nur die Einstellungen auf der Seite Link Configuration konfigurieren, wenn Sie eine nicht-
Standardeinstellung verwenden mdchten.

Netzwerk-Bond-  Client-Netzwerk deaktiviert (Standard) Client-Netzwerk aktiviert
Modus

Nur LACP (802.3ad -« Die Ports 1-4 verwenden einen * Die Ports 1-4 verwenden eine
einzelnen LACP Bond fiir das Grid einzelne LACP-Verbindung fir das
Network. Grid-Netzwerk und das Client-

« Ein einzelnes VLAN-Tag identifiziert Netzwerk.

Grid-Netzwerkpakete. » Zwei VLAN-Tags ermoglichen die
Trennung von Grid-Netzwerkpaketen
von Client-Netzwerkpaketen.

Active-Backup Netzwerk-Bond-Modus fiir Management-Ports

Diese Abbildung zeigt, wie die beiden 1-GbE-Management-Ports auf dem SGF6112 im Active-Backup-
Netzwerk-Bond-Modus flir das Admin-Netzwerk verbunden sind.

S$G6000
Bond-Modus mit festem Port (Standard)

Diese Abbildung zeigt, wie die vier Netzwerk-Ports im Bond-Modus mit festen Ports verbunden sind
(Standardkonfiguration).
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Legende Welche Ports sind verbunden

C Die Ports 1 und 3 sind fiir das Client-Netzwerk verbunden, falls dieses
Netzwerk verwendet wird.

G Die Ports 2 und 4 sind flir das Grid-Netzwerk verbunden.

In der Tabelle sind die Optionen fiir die Konfiguration der Netzwerkports zusammengefasst. Sie missen
nur die Einstellungen auf der Seite Link Configuration konfigurieren, wenn Sie eine nicht-
Standardeinstellung verwenden mochten.

Netzwerk- Client-Netzwerk deaktiviert (Standard) Client-Netzwerk aktiviert
Bond-Modus

Aktiv/Backup * Die Ports 2 und 4 verwenden eine aktiv- + Die Ports 2 und 4 verwenden eine aktiv-

(Standard) Backup-Verbindung fiir das Grid Backup-Verbindung fir das Grid
Network. Network.
* Die Ports 1 und 3 werden nicht * Die Ports 1 und 3 verwenden eine aktiv-
verwendet. Backup-Verbindung fur das Client-
Netzwerk.

» Ein VLAN-Tag ist optional.
» VLAN-Tags konnen fiir beide Netzwerke
festgelegt werden, damit der
Netzwerkadministrator dies tun kann.

LACP * Die Ports 2 und 4 verwenden eine * Die Ports 2 und 4 verwenden eine
(802.3ad) LACP-Verbindung fiir das Grid- LACP-Verbindung fiir das Grid-
Netzwerk. Netzwerk.
* Die Ports 1 und 3 werden nicht * Die Ports 1 und 3 verwenden eine
verwendet. LACP Bond fur das Client-Netzwerk.
* Ein VLAN-Tag ist optional. * VLAN-Tags kdnnen fir beide Netzwerke

festgelegt werden, damit der
Netzwerkadministrator dies tun kann.

Bond-Modus fiir aggregierten Ports
Die Abbildung zeigt, wie die vier Netzwerk-Ports im Bond-Modus flir aggregierte Ports verbunden sind.

Legende Welche Ports sind verbunden

1 Alle vier Ports werden in einer einzelnen LACP Bond gruppiert, sodass alle
Ports fiir den Grid-Netzwerk- und Client-Netzwerk-Traffic verwendet werden
koénnen.

In der Tabelle sind die Optionen fir die Konfiguration der Netzwerkports zusammengefasst. Sie missen
nur die Einstellungen auf der Seite Link Configuration konfigurieren, wenn Sie eine nicht-
Standardeinstellung verwenden maochten.

13
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Netzwerk- Client-Netzwerk deaktiviert (Standard)
Bond-Modus

Nur LACP * Die Ports 1-4 verwenden einen
(802.3ad einzelnen LACP Bond fiir das Grid
Network.

* Ein einzelnes VLAN-Tag identifiziert
Grid-Netzwerkpakete.

Client-Netzwerk aktiviert

e Die Ports 1-4 verwenden eine einzelne
LACP-Verbindung fur das Grid-
Netzwerk und das Client-Netzwerk.

« Zwei VLAN-Tags ermdglichen die
Trennung von Grid-Netzwerkpaketen
von Client-Netzwerkpaketen.

Active-Backup Netzwerk-Bond-Modus fiir Management-Ports

Diese Abbildung zeigt, wie die beiden 1-GbE-Management-Ports des SG6000-CN-Controllers im Active-
Backup-Netzwerk-Bond-Modus des Admin-Netzwerks verbunden sind.

SG5700
Bond-Modus mit festem Port (Standard)

Die Abbildung zeigt, wie die vier 10/25-GbE-Ports im Bond-Modus mit festen Ports

(Standardkonfiguration) verbunden sind.

Legende Welche Ports sind verbunden

C Die Ports 1 und 3 sind fiur das Client-Netzwerk verbunden, falls dieses

Netzwerk verwendet wird.

G Die Ports 2 und 4 sind fir das Grid-Netzwerk verbunden.

In der Tabelle sind die Optionen fir die Konfiguration der vier 10/25-GbE-Ports zusammengefasst. Sie
mussen nur die Einstellungen auf der Seite Link Configuration konfigurieren, wenn Sie eine nicht-

Standardeinstellung verwenden mdchten.



Netzwerk-Bond-
Modus

Aktiv/Backup
(Standard)

LACP (802.3ad)

Client-Netzwerk deaktiviert (Standard) Client-Netzwerk aktiviert

* Die Ports 2 und 4 verwenden eine
aktiv-Backup-Verbindung flr das
Grid Network.

e Die Ports 1 und 3 werden nicht
verwendet.

* Ein VLAN-Tag ist optional.

* Die Ports 2 und 4 verwenden eine
LACP-Verbindung fur das Grid-
Netzwerk.

e Die Ports 1 und 3 werden nicht
verwendet.

* Ein VLAN-Tag ist optional.

Bond-Modus fiir aggregierten Ports
Diese Abbildung zeigt, wie die vier 10/25-GbE-Ports im Bond-Modus fiir aggregierte Ports verbunden

sind.

Legende
1

Welche Ports sind verbunden

» Die Ports 2 und 4 verwenden eine

aktiv-Backup-Verbindung fir das
Grid Network.

Die Ports 1 und 3 verwenden eine
aktiv-Backup-Verbindung fiir das
Client-Netzwerk.

* VLAN-Tags konnen fiir beide

Netzwerke festgelegt werden, damit
der Netzwerkadministrator dies tun
kann.

Die Ports 2 und 4 verwenden eine
LACP-Verbindung fur das Grid-
Netzwerk.

Die Ports 1 und 3 verwenden eine
LACP Bond fiur das Client-Netzwerk.

* VLAN-Tags konnen fiir beide

Netzwerke festgelegt werden, damit
der Netzwerkadministrator dies tun
kann.

Alle vier Ports werden in einer einzelnen LACP Bond gruppiert, sodass alle
Ports fur den Grid-Netzwerk- und Client-Netzwerk-Traffic verwendet werden

konnen.

In der Tabelle sind die Optionen fir die Konfiguration der vier 10/25-GbE-Ports zusammengefasst. Sie
mussen nur die Einstellungen auf der Seite Link Configuration konfigurieren, wenn Sie eine nicht-
Standardeinstellung verwenden maochten.

Netzwerk-Bond-
Modus

Nur LACP (802.3ad

Client-Netzwerk deaktiviert (Standard) Client-Netzwerk aktiviert

* Die Ports 1-4 verwenden einen

einzelnen LACP Bond fir das Grid

Network.

 Ein einzelnes VLAN-Tag identifiziert

Grid-Netzwerkpakete.

* Die Ports 1-4 verwenden eine

einzelne LACP-Verbindung fir das
Grid-Netzwerk und das Client-
Netzwerk.

« Zwei VLAN-Tags ermoglichen die

Trennung von Grid-Netzwerkpaketen
von Client-Netzwerkpaketen.
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Active-Backup Netzwerk-Bond-Modus fiir Management-Ports

Diese Abbildung zeigt, wie die zwei 1-GbE-Management-Ports auf dem E5700SG Controller im Active-
Backup-Netzwerk-Bond-Modus fur das Admin-Netzwerk verbunden sind.

SG100 und SG1000
Bond-Modus mit festem Port (Standard)

Die Abbildungen zeigen, wie die vier Netzwerk-Ports des SG1000 oder SG100 im Fixed Port Bond-
Modus (Standardkonfiguration) verbunden sind.

SG1000:

Legende Welche Ports sind verbunden

C Die Ports 1 und 3 sind fir das Client-Netzwerk verbunden, falls dieses
Netzwerk verwendet wird.

G Die Ports 2 und 4 sind fir das Grid-Netzwerk verbunden.

In der Tabelle sind die Optionen fir die Konfiguration der vier Netzwerkanschlisse zusammengefasst. Sie
mussen nur die Einstellungen auf der Seite Link Configuration konfigurieren, wenn Sie eine nicht-
Standardeinstellung verwenden moéchten.
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Netzwerk-Bond-
Modus

Aktiv/Backup
(Standard)

LACP (802.3ad)

Die Ports 2 und 4 verwenden eine
aktiv-Backup-Verbindung flr das
Grid Network.

Die Ports 1 und 3 werden nicht
verwendet.

Ein VLAN-Tag ist optional.

Die Ports 2 und 4 verwenden eine
LACP-Verbindung fur das Grid-
Netzwerk.

Die Ports 1 und 3 werden nicht
verwendet.

Ein VLAN-Tag ist optional.

Bond-Modus fiir aggregierten Ports
Diese Abbildungen zeigen, wie die vier Netzwerk-Ports im aggregierten Port Bond-Modus verbunden

sind.

SG1000:

Client-Netzwerk deaktiviert (Standard) Client-Netzwerk aktiviert

 Die Ports 2 und 4 verwenden eine
aktiv-Backup-Verbindung fir das
Grid Network.

¢ Die Ports 1 und 3 verwenden eine
aktiv-Backup-Verbindung fiir das
Client-Netzwerk.

* VLAN-Tags koénnen fir beide
Netzwerke festgelegt werden, damit
der Netzwerkadministrator dies tun
kann.

¢ Die Ports 2 und 4 verwenden eine
LACP-Verbindung fur das Grid-
Netzwerk.

¢ Die Ports 1 und 3 verwenden eine
LACP Bond fiur das Client-Netzwerk.

* VLAN-Tags konnen fir beide
Netzwerke festgelegt werden, damit
der Netzwerkadministrator dies tun
kann.
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Legende Welche Ports sind verbunden

1 Alle vier Ports werden in einer einzelnen LACP Bond gruppiert, sodass alle
Ports fiir den Grid-Netzwerk- und Client-Netzwerk-Traffic verwendet werden
kénnen.

In der Tabelle sind die Optionen fiir die Konfiguration der vier Netzwerkanschliisse zusammengefasst. Sie
mussen nur die Einstellungen auf der Seite Link Configuration konfigurieren, wenn Sie eine nicht-
Standardeinstellung verwenden mochten.

Netzwerk-Bond-  Client-Netzwerk deaktiviert (Standard) Client-Netzwerk aktiviert
Modus

Nur LACP (802.3ad < Die Ports 1-4 verwenden einen * Die Ports 1-4 verwenden eine
einzelnen LACP Bond fiir das Grid einzelne LACP-Verbindung fir das
Network. Grid-Netzwerk und das Client-
Netzwerk.

* Ein einzelnes VLAN-Tag identifiziert
Grid-Netzwerkpakete. » Zwei VLAN-Tags ermdglichen die
Trennung von Grid-Netzwerkpaketen
von Client-Netzwerkpaketen.

Active-Backup Netzwerk-Bond-Modus fiir Management-Ports

Diese Abbildungen zeigen, wie die beiden 1-GbE-Management-Ports auf den Appliances im Active-
Backup-Netzwerk-Bond-Modus fur das Admin-Netzwerk verbunden sind.

SG1000:

Schritte

1. Klicken Sie in der Menlileiste des StorageGRID-Appliance-Installationsprogramms auf Netzwerke
konfigurieren > Link-Konfiguration.

Auf der Seite Network Link Configuration wird ein Diagramm der Appliance angezeigt, in dem die
Netzwerk- und Verwaltungsports nummeriert sind.
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In der Tabelle Verbindungsstatus werden der Verbindungsstatus, die Verbindungsgeschwindigkeit und
andere Statistiken der nummerierten Ports aufgeflhrt.

Das erste Mal, wenn Sie diese Seite aufrufen:

> Verbindungsgeschwindigkeit ist auf Auto eingestellt.
o Port Bond Modus ist auf fest eingestellt.
> Network Bond Mode ist fir das Grid Network auf Active-Backup eingestellt.
o Das Admin-Netzwerk ist aktiviert, und der Netzwerk-Bond-Modus ist auf unabhangig eingestellt.
o Das Client-Netzwerk ist deaktiviert.
2. Wahlen Sie die Verbindungsgeschwindigkeit fir die Netzwerkanschliisse aus der Dropdown-Liste Link

Speed aus.

Die Netzwerk-Switches, die Sie fir das Grid-Netzwerk und das Client-Netzwerk verwenden, missen
ebenfalls fir diese Geschwindigkeit konfiguriert sein. Fur die konfigurierte Verbindungsgeschwindigkeit
mussen Sie die entsprechenden Adapter oder Transceiver verwenden. Verwenden Sie die automatische
Verbindungsgeschwindigkeit, wenn maglich, da diese Option sowohl die Verbindungsgeschwindigkeit als
auch den FEC-Modus (Forward Error Correction) mit dem Link-Partner verhandelt.

Wenn Sie die 25-GbE-Verbindungsgeschwindigkeit fir die SG6000- oder SG5700-Netzwerkports
verwenden moéchten:
o Verwenden Sie SFP28 Transceiver und SFP28 Twinax-Kabel oder optische Kabel.

o Wahlen Sie fur den SG6000 aus der Dropdown-Liste Verbindungsgeschwindigkeit die Option Auto
aus.

o Wabhlen Sie flir den SG5700 25GbE aus der Dropdown-Liste Link Speed aus.

3. Aktivieren oder deaktivieren Sie die StorageGRID-Netzwerke, die Sie verwenden mochten.
Das Grid-Netzwerk ist erforderlich. Dieses Netzwerk kann nicht deaktiviert werden.

a. Wenn das Gerat nicht mit dem Admin-Netzwerk verbunden ist, deaktivieren Sie das Kontrollkastchen
Netzwerk aktivieren fiir das Admin-Netzwerk.

b. Wenn das Gerat mit dem Client-Netzwerk verbunden ist, aktivieren Sie das Kontrollkastchen Netzwerk
aktivieren fir das Client-Netzwerk.

Die Client-Netzwerkeinstellungen fiir die Daten-NIC-Ports werden nun angezeigt.

4. In der Tabelle finden Sie Informationen zum Konfigurieren des Port-Bond-Modus und des Netzwerk-Bond-
Modus.

Dieses Beispiel zeigt:

o Aggregate und LACP ausgewahlt fiir das Grid und die Client Netzwerke. Sie mussen fir jedes
Netzwerk ein eindeutiges VLAN-Tag angeben. Sie kdnnen Werte zwischen 0 und 4095 auswahlen.

> Active-Backup fir das Admin-Netzwerk ausgewahlt.
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Link Settings
Link spead

Part bond mode

Grid Network

Enabie network

Netwerk bord mode

Enabiz VLAN (802,13} tagging

VLAN {202 Tq) tag

MAC Addresses

Admin Metwork
Enable network

Network bond mode

WAC Addresses

Client Metwork
Enable network

Network bord mods

Ensbie VLAN {802, Tq} tagging

VLAN (B0Z. 1q) tag

MAC Addresses

=

OFmad { e |
AL _J\-'- “

Choos= Fooed n"ﬁde|I'3,,-nuwar|tmLrsemnsZamF4lmﬂEGmNem'ﬂrkandpun&‘:aerBEnrme

Client Network (if enabled). Choose Aggregate port bond mode if you want all connected ports to share a single

LAGF bond for both the Grd and Client Netaorks,

7
| Active-Backup
If the port bond mode is

{802 3ad)
masst be in LACP (B02. 3ad) mode.

ENBbdb:42:dT:00 5XEb:db:42:d7:01 ElBbodb 424724 BDBb4b:42:d725

I you are using DHCP, it is recommended that you configure a permanent DHCP reservation. Use all of these
MAL addressec in the reservation to assign one |P address fo this network interiace.

&

(yindependent @cﬁve—ﬂaﬁﬂqﬁ

Connect the Admin Metwork to ports & and 8. |f necessany, you can maks a temporzry dirsct Ethernat
connection by disconnecting ports 5 and &, then comnecting to port & and using link-local IP addreses 1692584001

for sooess.

d8:c4:5T7:2a:24:55

If you are using DHCP, it is recommended that you configurs 3 permanent DHCP reservation. Use sl of these
MALC addresses in the reservation to assign one |P address fo this network interfzce.

b1
(T Aptive-Backup t"@_ LACP (802.3ad) )

If the port bond mode is.ﬁwega‘be: all bonds must be in LACP (B02.2ad) mode.

b
R

5D:8b:4b:42:dT:00 ED:6bidb 42:d7:01 BQBb:4b42.d7T:24 5lGb4b:42:d7T:2E

If you are using DHCP, it = recommended that you configure 3 permanent DHCP reservation. Use all of these
MAC sddrecses in the reservation to assign ong |P address to this netwerk interface

5. Wenn Sie mit lhrer Auswahl zufrieden sind, klicken Sie auf Speichern.
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Wenn Sie Anderungen am Netzwerk oder an der Verbindung vorgenommen haben, iiber die
Sie verbunden sind, kdnnen Sie die Verbindung verlieren. Wenn die Verbindung nicht

@ innerhalb von 1 Minute wiederhergestellt wird, geben Sie die URL fir den StorageGRID-
Appliance-Installer erneut ein. Verwenden Sie dazu eine der anderen |IP-Adressen, die der
Appliance zugewiesen sind:
https://appliance IP:8443

Konfigurieren Sie StorageGRID-IP-Adressen

Sie verwenden das Installationsprogramm der StorageGRID-Appliance, um die IP-
Adressen und Routinginformationen zu konfigurieren, die fur die Service-Appliance oder
den Speicher-Node der Appliance im StorageGRID-Grid-, Administrator- und Client-
Netzwerk verwendet werden.

Wenn Sie mit ConfigBuilder eine JSON-Datei erstellen, kdnnen Sie IP-Adressen automatisch konfigurieren.
Siehe "Automatisierung der Appliance-Installation und -Konfiguration”.

Uber diese Aufgabe

Sie mussen entweder auf jedem verbundenen Netzwerk eine statische IP-Adresse fur das Gerat zuweisen
oder einen permanenten Leasing fir die Adresse des DHCP-Servers zuweisen.

Informationen zum Andern der Verbindungskonfiguration finden Sie in den folgenden Anweisungen:

» "Andern der Link-Konfiguration der SGF6112-Appliance"

+ "Andern Sie die Verbindungskonfiguration des SG6000-CN Controllers"

+ "Andern Sie die Link-Konfiguration des E5700SG Controllers"

« "Andern der Link-Konfiguration der Service-Appliance SG100 oder SG1000"

Schritte

1. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Netzwerke konfigurieren >
IP-Konfiguration aus.

Die Seite IP-Konfiguration wird angezeigt.
2. Um das Grid-Netzwerk zu konfigurieren, wahlen Sie entweder statisch oder DHCP im Abschnitt Grid

Network der Seite aus.

3. Wenn Sie statisch ausgewahlt haben, fihren Sie die folgenden Schritte aus, um das Grid-Netzwerk zu
konfigurieren:

a. Geben Sie die statische IPv4-Adresse unter Verwendung von CIDR-Notation ein.

b. Geben Sie das Gateway ein.
Wenn lhr Netzwerk kein Gateway aufweist, geben Sie die gleiche statische IPv4-Adresse erneut ein.

c. Wenn Sie Jumbo Frames verwenden mochten, andern Sie das MTU-Feld in einen flir Jumbo Frames
geeigneten Wert, z. B. 9000. Behalten Sie andernfalls den Standardwert 1500 bei.

Der MTU-Wert des Netzwerks muss mit dem Wert Ubereinstimmen, der auf dem Switch-
@ Port konfiguriert ist, mit dem der Node verbunden ist. Andernfalls kénnen Probleme mit
der Netzwerkleistung oder Paketverluste auftreten.
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Fir die beste Netzwerkleistung sollten alle Knoten auf ihnren Grid Network Interfaces mit
ahnlichen MTU-Werten konfiguriert werden. Die Warnung Grid Network MTU

@ mismatch wird ausgeldst, wenn sich die MTU-Einstellungen fir das Grid Network auf
einzelnen Knoten erheblich unterscheiden. Die MTU-Werte missen nicht fur alle
Netzwerktypen gleich sein.

d. Klicken Sie Auf Speichern.
Wenn Sie die IP-Adresse andern, kdnnen sich auch das Gateway und die Liste der Subnetze andern.

Wenn die Verbindung zum Installationsprogramm fir StorageGRID-Gerate unterbrochen wird, geben
Sie die URL mithilfe der neuen statischen IP-Adresse, die Sie gerade zugewiesen haben, erneut ein.
Beispiel:

https://appliance IP:8443

e. Bestatigen Sie, dass die Liste der Grid Network Subnets korrekt ist.

Wenn Sie Grid-Subnetze haben, ist das Grid-Netzwerk-Gateway erforderlich. Alle angegebenen Grid-
Subnetze missen Uber dieses Gateway erreichbar sein. Diese Grid-Netzwerknetze missen beim
Starten der StorageGRID-Installation auch in der Netznetzwerksubnetz-Liste auf dem primaren Admin-
Node definiert werden.

@ Die Standardroute wird nicht aufgefihrt. Wenn das Client-Netzwerk nicht aktiviert ist,
verwendet die Standardroute das Grid-Netzwerk-Gateway.

= Um ein Subnetz hinzuzufligen, klicken Sie auf das Insert-Symbol £= Rechts neben dem letzten
Eintrag.

= Um ein nicht verwendetes Subnetz zu entfernen, klicken Sie auf das Léschsymbol .
f. Klicken Sie Auf Speichern.
4. Wenn Sie DHCP ausgewahlt haben, fihren Sie die folgenden Schritte aus, um das Grid-Netzwerk zu
konfigurieren:

a. Nachdem Sie das Optionsfeld DHCP aktiviert haben, klicken Sie auf Speichern.

Die Felder IPv4 Address, Gateway und Subnets werden automatisch ausgefillt. Wenn der DHCP-
Server so konfiguriert ist, dass er einen MTU-Wert zuweist, wird das Feld MTU mit diesem Wert
ausgefiillt, und das Feld ist schreibgeschiitzt.

Ihr Webbrowser wird automatisch an die neue IP-Adresse fiir das StorageGRID-Appliance-
Installationsprogramm umgeleitet.

b. Bestatigen Sie, dass die Liste der Grid Network Subnets korrekt ist.
Wenn Sie Grid-Subnetze haben, ist das Grid-Netzwerk-Gateway erforderlich. Alle angegebenen Grid-
Subnetze missen Uber dieses Gateway erreichbar sein. Diese Grid-Netzwerknetze miissen beim

Starten der StorageGRID-Installation auch in der Netznetzwerksubnetz-Liste auf dem primaren Admin-
Node definiert werden.

@ Die Standardroute wird nicht aufgefihrt. Wenn das Client-Netzwerk nicht aktiviert ist,
verwendet die Standardroute das Grid-Netzwerk-Gateway.

= Um ein Subnetz hinzuzufiigen, klicken Sie auf das Insert-Symbol 4= Rechts neben dem letzten
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Eintrag.
= Um ein nicht verwendetes Subnetz zu entfernen, klicken Sie auf das Léschsymbol %.

c. Wenn Sie Jumbo Frames verwenden mochten, andern Sie das MTU-Feld in einen fur Jumbo Frames
geeigneten Wert, z. B. 9000. Behalten Sie andernfalls den Standardwert 1500 bei.

Der MTU-Wert des Netzwerks muss mit dem Wert Gbereinstimmen, der auf dem Switch-
@ Port konfiguriert ist, mit dem der Node verbunden ist. Andernfalls kénnen Probleme mit
der Netzwerkleistung oder Paketverluste auftreten.

FUr die beste Netzwerkleistung sollten alle Knoten auf ihren Grid Network Interfaces mit
@ ahnlichen MTU-Werten konfiguriert werden. Die Warnung Grid Network MTU mismatch

wird ausgeldst, wenn sich die MTU-Einstellungen fur das Grid Network auf einzelnen Knoten

erheblich unterscheiden. Die MTU-Werte missen nicht fiir alle Netzwerktypen gleich sein.

a. Klicken Sie Auf Speichern.

5. Um das Admin-Netzwerk zu konfigurieren, wahlen Sie im Abschnitt Admin-Netzwerk der Seite entweder
statisch oder DHCP aus.

@ Um das Admin-Netzwerk zu konfigurieren, aktivieren Sie das Admin-Netzwerk auf der Seite
Verbindungskonfiguration.

Admin Network

The Admin Metwoark is a closed network used for system administration and maintenance. The Admin
Metworl: is typically a private network and does not need to be routable between sites.

IF ® Static (D BHCP
Assignment
IPvd Address 10.224. 3 72/21
(CIDR}
Gateway 1022401
Subnets 0.0.0.0/32 +
(CIDR}
MTL 1500 1

6. Wenn Sie statisch ausgewahlt haben, fihren Sie die folgenden Schritte aus, um das Admin-Netzwerk zu
konfigurieren:

a. Geben Sie die statische IPv4-Adresse mit CIDR-Schreibweise fiir Management-Port 1 auf dem Gerat
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ein.

Management-Port 1 befindet sich links von den beiden 1-GbE-RJ45-Ports am rechten Ende der
Appliance.

. Geben Sie das Gateway ein.

Wenn lhr Netzwerk kein Gateway aufweist, geben Sie die gleiche statische IPv4-Adresse erneut ein.

. Wenn Sie Jumbo Frames verwenden mochten, andern Sie das MTU-Feld in einen fur Jumbo Frames

geeigneten Wert, z. B. 9000. Behalten Sie andernfalls den Standardwert 1500 bei.

Der MTU-Wert des Netzwerks muss mit dem Wert Ubereinstimmen, der auf dem Switch-
@ Port konfiguriert ist, mit dem der Node verbunden ist. Andernfalls kénnen Probleme mit
der Netzwerkleistung oder Paketverluste auftreten.

. Klicken Sie Auf Speichern.

Wenn Sie die IP-Adresse andern, kdnnen sich auch das Gateway und die Liste der Subnetze andern.

Wenn die Verbindung zum Installationsprogramm fiir StorageGRID-Gerate unterbrochen wird, geben
Sie die URL mithilfe der neuen statischen IP-Adresse, die Sie gerade zugewiesen haben, erneut ein.
Beispiel:

https://appliance:8443

. Bestatigen Sie, dass die Liste der Admin-Netzwerk-Subnetze korrekt ist.

Sie mussen uberprifen, ob alle Subnetze Uber das von lhnen angegebene Gateway erreicht werden
kdnnen.

@ Die Standardroute kann nicht fir die Verwendung des Admin-Netzwerk-Gateways
erstellt werden.

= Um ein Subnetz hinzuzuflgen, klicken Sie auf das Insert-Symbol 4= Rechts neben dem letzten
Eintrag.

= Um ein nicht verwendetes Subnetz zu entfernen, klicken Sie auf das Léschsymbol .

f. Klicken Sie Auf Speichern.

7. Wenn Sie DHCP ausgewabhlt haben, fiihren Sie die folgenden Schritte aus, um das Admin-Netzwerk zu
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konfigurieren:
a. Nachdem Sie das Optionsfeld DHCP aktiviert haben, klicken Sie auf Speichern.

Die Felder IPv4 Address, Gateway und Subnets werden automatisch ausgeftillt. Wenn der DHCP-
Server so konfiguriert ist, dass er einen MTU-Wert zuweist, wird das Feld MTU mit diesem Wert
ausgefullt, und das Feld ist schreibgeschitzt.

Ihr Webbrowser wird automatisch an die neue IP-Adresse flr das StorageGRID-Appliance-
Installationsprogramm umgeleitet.

. Bestatigen Sie, dass die Liste der Admin-Netzwerk-Subnetze korrekt ist.

Sie mussen Uberprifen, ob alle Subnetze lber das von Ihnen angegebene Gateway erreicht werden
kénnen.



@ Die Standardroute kann nicht fur die Verwendung des Admin-Netzwerk-Gateways
erstellt werden.

= Um ein Subnetz hinzuzuflgen, klicken Sie auf das Insert-Symbol 4= Rechts neben dem letzten
Eintrag.

= Um ein nicht verwendetes Subnetz zu entfernen, klicken Sie auf das Léschsymbol %.

c. Wenn Sie Jumbo Frames verwenden mochten, andern Sie das MTU-Feld in einen fir Jumbo Frames
geeigneten Wert, z. B. 9000. Behalten Sie andernfalls den Standardwert 1500 bei.

Der MTU-Wert des Netzwerks muss mit dem Wert libereinstimmen, der auf dem Switch-
@ Port konfiguriert ist, mit dem der Node verbunden ist. Andernfalls kénnen Probleme mit
der Netzwerkleistung oder Paketverluste auftreten.

d. Klicken Sie Auf Speichern.

8. Um das Client-Netzwerk zu konfigurieren, wahlen Sie entweder statisch oder DHCP im Abschnitt Client-
Netzwerk der Seite aus.

CD Um das Client-Netzwerk zu konfigurieren, aktivieren Sie das Client-Netzwerk auf der Seite
Verbindungskonfiguration.

Client Network

The Client Netwark is an open network used to provide access to client applications. including 53 and Swift.
The Client MNetwork enables grid nodes to communicate with any subnet reachable through the Client Metwiork
gateway. The Client Network does not become operational until you complete the StorageGRID configuration

steps
IF (® Static () DHCP
Assignment
IPvd Address A7 AT T 183/21
(CIDR)
Gateway 47.47.0.1
MTU 1500 &

9. Wenn Sie statisch ausgewahlt haben, fihren Sie die folgenden Schritte aus, um das Client-Netzwerk zu
konfigurieren:

a. Geben Sie die statische IPv4-Adresse unter Verwendung von CIDR-Notation ein.
b. Klicken Sie Auf Speichern.
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c. Vergewissern Sie sich, dass die IP-Adresse fur das Client-Netzwerk-Gateway korrekt ist.

Wenn das Client-Netzwerk aktiviert ist, wird die Standardroute angezeigt. Die
@ Standardroute verwendet das Client-Netzwerk-Gateway und kann nicht auf eine andere
Schnittstelle verschoben werden, wahrend das Client-Netzwerk aktiviert ist.

d. Wenn Sie Jumbo Frames verwenden mochten, andern Sie das MTU-Feld in einen fir Jumbo Frames
geeigneten Wert, z. B. 9000. Behalten Sie andernfalls den Standardwert 1500 bei.

Der MTU-Wert des Netzwerks muss mit dem Wert Ubereinstimmen, der auf dem Switch-
@ Port konfiguriert ist, mit dem der Node verbunden ist. Andernfalls kénnen Probleme mit
der Netzwerkleistung oder Paketverluste auftreten.

e. Klicken Sie Auf Speichern.

10. Wenn Sie DHCP ausgewahlt haben, fiihren Sie die folgenden Schritte aus, um das Client-Netzwerk zu
konfigurieren:

a. Nachdem Sie das Optionsfeld DHCP aktiviert haben, klicken Sie auf Speichern.

Die Felder IPv4 Address und Gateway werden automatisch ausgefiillt. Wenn der DHCP-Server so
konfiguriert ist, dass er einen MTU-Wert zuweist, wird das Feld MTU mit diesem Wert ausgefiillt, und
das Feld ist schreibgeschutzt.

Ihr Webbrowser wird automatisch an die neue IP-Adresse flir das StorageGRID-Appliance-
Installationsprogramm umgeleitet.

a. Vergewissern Sie sich, dass das Gateway korrekt ist.

Wenn das Client-Netzwerk aktiviert ist, wird die Standardroute angezeigt. Die
@ Standardroute verwendet das Client-Netzwerk-Gateway und kann nicht auf eine andere
Schnittstelle verschoben werden, wahrend das Client-Netzwerk aktiviert ist.

b. Wenn Sie Jumbo Frames verwenden mochten, &ndern Sie das MTU-Feld in einen fur Jumbo Frames
geeigneten Wert, z. B. 9000. Behalten Sie andernfalls den Standardwert 1500 bei.

Der MTU-Wert des Netzwerks muss mit dem Wert Gbereinstimmen, der auf dem Switch-
@ Port konfiguriert ist, mit dem der Node verbunden ist. Andernfalls kdnnen Probleme mit
der Netzwerkleistung oder Paketverluste auftreten.

Netzwerkverbindungen priifen

Vergewissern Sie sich, dass Sie Uber die Appliance auf die StorageGRID-Netzwerke
zugreifen kdnnen, die Sie verwenden. Um das Routing Uber Netzwerk-Gateways zu
validieren, sollten Sie die Verbindung zwischen dem StorageGRID Appliance Installer
und den IP-Adressen in verschiedenen Subnetzen testen. Sie konnen auch die MTU-
Einstellung Uberprifen.

Schritte

1. Klicken Sie in der Menlleiste des StorageGRID-Appliance-Installationsprogramms auf Netzwerke
konfigurieren > Ping und MTU-Test.
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Die Seite Ping und MTU Test wird angezeigt.

Ping and MTU Test

Use a ping request to check the appliance’s connectivity to a remote host. Select the network you want to check connectivity
through. and enter the IP address of the host you want to reach. To verify the MTU setting for the entire path through the netwark to
the destination, select Test MTU

Ping and MTU Test
Metwork Grid ~

Destination [Pvd
Address or FQDON

Test MTU [

. Wahlen Sie aus dem Dropdown-Feld Netzwerk das Netzwerk aus, das Sie testen mochten: Grid, Admin
oder Client.

. Geben Sie die IPv4-Adresse oder den vollqualifizierten Domanennamen (FQDN) fur einen Host in diesem
Netzwerk ein.

Beispielsweise mochten Sie das Gateway im Netzwerk oder den primaren Admin-Node pingen.

. Aktivieren Sie optional das Kontrollkdstchen MTU testen, um die MTU-Einstellung fiir den gesamten Pfad
durch das Netzwerk zum Ziel zu Gberprifen.

Sie kdnnen beispielsweise den Pfad zwischen dem Appliance-Node und einem Node an einem anderen
Standort testen.

. Klicken Sie Auf Konnektivitat Testen.

Wenn die Netzwerkverbindung gliltig ist, wird die Meldung ,Ping Test bestanden” angezeigt, wobei die
Ausgabe des Ping-Befehls aufgelistet ist.
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Ping and MTU Test

lUse a ping request to check the appliance’s connectivity to a remote host. Select the network you want to check connectraty
through, and enter the |P address of the host you want to reach. To verify the MTU setting for the entire path through the network to
the destination, select Test MTU

Ping and MTU Test

Metwiork Grid [

Destination |Pvd 10.96.104 223
Address or FQDOMN

Test MTU

Test Connectivity

Ping test passed

Fing command output

PING 18.96.184,223 (1€.95.184,223) 1472(1588) bytes of data.
1438 bytes from 18.96.164.223: icmp_seq=1 ttl=64 time=8,318 ms

--- 18.96.184.223 ping statistics ---
1 packets transmitted, 1 received, 8% packet loss, time @ms
rtt min/favg/max/mdev = 8.318/8.318/8.318/8.808 ms

Found MTU 1588 for 18.96.164.223 via bre

Verwandte Informationen
* "Netzwerkverbindungen konfigurieren"

* "MTU-Einstellung andern"

Uberpriifen Sie Netzwerkverbindungen auf Portebene

Damit der Zugriff zwischen dem Installationsprogramm der StorageGRID Appliance und
anderen Nodes nicht durch Firewalls beeintrachtigt wird, vergewissern Sie sich, dass der
Installer von StorageGRID eine Verbindung zu einem bestimmten TCP-Port oder einem
Satz von Ports an der angegebenen |IP-Adresse oder dem angegebenen Adressbereich
herstellen kann.

Uber diese Aufgabe

Mithilfe der Liste der im StorageGRID-Appliance-Installationsprogramm bereitgestellten Ports kdnnen Sie die
Verbindung zwischen der Appliance und den anderen Nodes im Grid-Netzwerk testen.

Darlber hinaus konnen Sie die Konnektivitat auf den Admin- und Client-Netzwerken sowie auf UDP-Ports
testen, wie sie fir externe NFS- oder DNS-Server verwendet werden. Eine Liste dieser Ports finden Sie im
"Netzwerkportreferenz".
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Die in der Tabelle fir die Portkonnektivitat aufgefiihrten Netznetzwerkports sind nur fiir
StorageGRID Version 11.7 glltig. Um zu Uberprtifen, welche Ports fiir jeden Node-Typ korrekt
sind, sollten Sie immer die Netzwerkrichtlinien fir Ihre Version von StorageGRID lesen.

Schritte

1. Klicken Sie im Installationsprogramm der StorageGRID-Appliance auf Netzwerke konfigurieren > Port
Connectivity Test (nmap).

Die Seite Port Connectivity Test wird angezeigt.
In der Tabelle fir die Portkonnektivitat werden Node-Typen aufgefihrt, fir die im Grid-Netzwerk TCP-
Konnektivitat erforderlich ist. Fir jeden Node-Typ werden in der Tabelle die Grid-Netzwerkanschlisse

aufgefuihrt, auf die Ihre Appliance Zugriff haben sollte.

Sie kdénnen die Verbindung zwischen den in der Tabelle aufgeflihrten Appliance-Ports und den anderen
Nodes im Grid-Netzwerk testen.

2. Wahlen Sie im Dropdown-MenlU Netzwerk das Netzwerk aus, das Sie testen mdéchten: Grid, Admin oder
Client.

3. Geben Sie einen Bereich von IPv4-Adressen fir die Hosts in diesem Netzwerk an.
Beispielsweise mochten Sie das Gateway im Netzwerk oder den primaren Admin-Node aufsuchen.
Geben Sie einen Bereich mit einem Bindestrich an, wie im Beispiel gezeigt.

4. Geben Sie eine TCP-Portnummer, eine Liste von Ports, die durch Kommas getrennt sind, oder eine Reihe
von Ports ein.

Port Connectivity Test

Network Grid y
IPv4 Address 10.224.6.160-161
Ranges
Port Ranges 22,2022
Protocol ® TCP UDP
Test Connectivity

5. Klicken Sie Auf Konnektivitat Testen.
> Wenn die ausgewahlten Netzwerkverbindungen auf Portebene gliltig sind, wird die Meldung

.Verbindungstest bestanden"in einem grinen Banner angezeigt. Die Ausgabe des nmap-
Befehls ist unter dem Banner aufgefiihrt.
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Port connectivity test passed

Nmap command output. Note: Unreachable hosts will not appear in the output

# Nmap 7.70 scan initiated Fri Nov 13 18:32:@3 2020 as: /usr/bin/nmap -n -oN - -e br@ -p 22,2022 10.224.6.160-161
Nmap scan report for 10.224.6.160
Host is up (0.80872s latency).

PORT STATE SERVICE
22/tcp open ssh
2022/tcp open down

Nmap scan report for 10.224.6.161
Host is up (@.00860s latency).

PORT STATE SERVICE
22/tcp open ssh
2022/tcp open down

# Nmap done at Fri Nov 13 18:32:04 2020 -- 2 IP addresses (2 hosts up) scanned in 9.55 seconds

o Wenn eine Netzwerkverbindung auf Portebene zum Remote-Host hergestellt wird, der Host jedoch
nicht auf einem oder mehreren der ausgewahlten Ports hort, wird die Meldung ,verbindungstest
fehlgeschlagen®in einem gelben Banner angezeigt. Die Ausgabe des nmap-Befehls ist unter dem
Banner aufgeflhrt.

Jeder Remote-Port, auf den der Host nicht hort, hat den Status ,Geschlossen®. Beispielsweise sieht
dieses gelbe Banner, wenn der Node, zu dem eine Verbindung hergestellt werden soll, bereits
installiert ist und der StorageGRID-NMS-Service auf diesem Node noch nicht ausgefihrt wird.

© Port connectivity test failed
Connection not established. Services might not be listening on target ports

Nmap command output. Note: Unreachable hosts will not appear in the output.

# Nmap 7.70 scan initiated Sat May 16 17:07:02 2020 as: fusr/bin/nmap -n -oN - -e bre -p 22,80,443,1524,1505,1506,1508,7443,9999
Nmap scan report for 172.16.4.71
Host is up (@.00020s latency).

PORT STATE SERVICE

22/tcp open ssh

80/tcp open http

443/tcp open  https

1504/tcp closed evb-elm
1505/tcp open  funkproxy
1506/tcp open  utcd

1508/tcp open  diagmond
7443/tcp open oracleas-https
9999/tcp open  abyss

MAC Address: 00:50:56:87:39:AE (VMware)

# Nmap done at Sat May 16 17:07:03 2020 -- 1 IP address (1 host up) scanned in @.59 seconds

o Wenn fUr einen oder mehrere ausgewahlte Ports keine Netzwerkverbindung auf Portebene hergestellt
werden kann, wird die Meldung ,Verbindungstest fir Port fehlgeschlagen®in einem roten
Banner angezeigt. Die Ausgabe des nmap-Befehls ist unter dem Banner aufgefihrt.

Das rote Banner zeigt an, dass eine TCP-Verbindung zu einem Port auf dem Remote-Host hergestellt

wurde, aber dem Sender wurde nichts zurtickgegeben. Wenn keine Antwort zuriickgegeben wird, hat
der Port einen Status ,gefiltert und wird wahrscheinlich durch eine Firewall blockiert.

@ Ports mit ,c1losed" werden ebenfalls aufgeflhrt.



© Port connectivity test failed
Connection failed to one or more ports.

Nmap command output. Note: Unreachable hosts will not appear in the output.

# Nmap 7.70 scan initiated Sat May 16 17:11:01 2020 as: fusr/bin/nmap
Nmap scan report for 172.16.4.71
Host is up (@.00029s latency).

PORT STATE
22/tcp open
79/tcp  filtered
80/tcp  open
443/tcp open
15@4/tcp closed
1505/tcp open
1506/tcp open
1508/tcp open
7443/tcp open
9999/tcp open

SERVICE
ssh
finger
http
https
evb-elm
funkproxy
utcd
diagmond
oracleas-https
abyss

MAC Address: 0@:50:56:87:39:AE (VMware)

# Nmap done at Sat May 16 17:11:02 2020 --

-n

-oN -

-e bro -p 22,79,80,443,1504,1505,1506,1508,7443,9999 172.16.4.71

1 IP address (1 host up) scanned in 1.6@ seconds

Konfiguration von SANtricity System Manager (SG6000 und SG5700)

Mit SANTtricity System Manager Iasst sich der Status von Storage Controllern, Storage-
Festplatten und anderen Hardwarekomponenten im Storage Controller-Shelf
Uberwachen. Sie kdnnen aulRerdem einen Proxy fur AutoSupport der E-Series
konfigurieren, mit dem Sie AutoSupport Meldungen von der Appliance senden kdnnen,
ohne den Managementport zu verwenden.

Einrichten und Zugreifen auf SANtricity System Manager

Sie mussen moglicherweise auf SANTtricity System Manager auf dem Storage Controller zugreifen, um die
Hardware im Storage Controller Shelf zu iberwachen oder um E-Series AutoSupport zu konfigurieren.

Bevor Sie beginnen

» Sie verwenden ein "Unterstutzter Webbrowser".

* FUr den Zugriff auf den SANTtricity System Manager Uber den Grid-Manager haben Sie StorageGRID
installiert, und Sie verfligen Uber die Berechtigung zum Administrator der Storage-Appliance oder zum

Root-Zugriff.

* Um Uber das Installationsprogramm fiir das StorageGRID-Gerat auf den SANTtricity-System-Manager
zuzugreifen, verfligen Sie Uber den Benutzernamen und das Kennwort des SANTtricity-System-Managers.

* FUr den direkten Zugriff auf SANtricity System Manager Uber einen Webbrowser verfigen Sie Uber den
Benutzernamen und das Passwort fir den SANtricity System Manager Administrator.

Sie mussen Uber SANtricity-Firmware 8.70 oder héher verfligen, um mithilfe des Grid-Managers

@ oder des StorageGRID-Appliance-Installationsprogramms auf SANtricity System Manager
zuzugreifen. Sie kdnnen lhre Firmware-Version mithilfe des StorageGRID-Appliance-
Installationsprogramms Uberpriifen und wahlen Hilfe > Info.
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Der Zugriff auf den SANtricity System Manager tiber den Grid Manager oder tber den Appliance
Installer beschrénkt sich im Allgemeinen nur auf die Uberwachung der Hardware und die

@ Konfiguration von E-Series AutoSupport. Viele Funktionen und Vorgé!_nge in SANftricity System
Manager, beispielsweise ein Firmware-Upgrade, gelten nicht fir die Uberwachung Ihrer
StorageGRID Appliance. Um Probleme zu vermeiden, befolgen Sie immer die Hardware-
Installations- und Wartungsanweisungen fir Ihr Gerat.

Uber diese Aufgabe

Es gibt drei Moglichkeiten, auf den SANtricity System Manager zuzugreifen, je nachdem, in welcher Phase des
Installations- und Konfigurationsprozesses Sie sich befinden:

» Wenn die Appliance noch nicht als Knoten in Ihrem StorageGRID-System bereitgestellt wurde, sollten Sie
die Registerkarte Erweitert im StorageGRID-Appliance-Installationsprogramm verwenden.

@ Sobald der Knoten bereitgestellt ist, kbnnen Sie den StorageGRID Appliance Installer zum
Zugriff auf den SANTtricity System Manager nicht mehr verwenden.

* Wenn die Appliance als Node in Ihrem StorageGRID-System bereitgestellt wurde, verwenden Sie die
Registerkarte SANtricity System Manager auf der Seite Nodes im Grid Manager.

* Wenn Sie das Installationsprogramm oder den Grid-Manager der StorageGRID Appliance nicht verwenden
koénnen, kénnen Sie Uber einen mit dem Managementport verbundenen Webbrowser direkt auf den
SANTtricity System Manager zugreifen.

Diese Vorgehensweise umfasst Schritte fir den ersten Zugriff auf den SANTtricity System Manager. Wenn Sie
SANtricity System Manager bereits eingerichtet haben, fahren Sie mit fort Schritt fur die Hardware-
Warnmeldungen konfigurieren.

Wenn Sie entweder den Grid-Manager oder den StorageGRID-Appliance-Installer verwenden,
kénnen Sie auf SANTtricity System Manager zugreifen, ohne den Management-Port der
Appliance konfigurieren oder verbinden zu missen.

Mit SANTtricity System Manager Uberwachen Sie Folgendes:
» Performance-Daten wie die Performance auf Storage-Array-Ebene, I/O-Latenz, CPU-Auslastung und
Durchsatz
 Status der Hardwarekomponenten

 Unterstlitzung von Funktionen, einschlief3lich Anzeige von Diagnosedaten
Mit SANTtricity System Manager kénnen Sie die folgenden Einstellungen konfigurieren:

* E-Mail-Warnmeldungen, SNMP-Warnmeldungen oder Syslog-Warnmeldungen fiir die Komponenten im
Storage Controller-Shelf

» AutoSupport-Einstellungen der E-Series fur die Komponenten im Storage Controller Shelf
Weitere Informationen zur E-Series AutoSupport finden Sie im "NetApp E-Series Systems Documentation
Site".

» Laufwerkssicherheitsschlissel, die zum Entsperren gesicherter Laufwerke erforderlich sind (dieser Schritt
ist erforderlich, wenn die Laufwerksicherheitsfunktion aktiviert ist)

» Administratorpasswort fir den Zugriff auf SANTtricity System Manager
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Schritte
1. FUhren Sie einen der folgenden Schritte aus:

> Verwenden Sie das StorageGRID-Appliance-Installationsprogramm, und wahlen Sie Erweitert >
SANtricity-Systemmanager

° Verwenden Sie den Grid-Manager und wahlen Sie NODES > aus appliance Storage Node >
SANtricity System Manager

Wenn diese Optionen nicht verfiigbar sind oder die Anmeldeseite nicht angezeigt wird,
@ verwenden Sie die IP-Adressen flir die Storage Controller. Greifen Sie auf SANtricity
System Manager zu, indem Sie die Storage Controller-IP aufrufen.

2. Legen Sie das Administratorpasswort fest oder geben Sie es ein.

SANTtricity System Manager verwendet ein einziges Administratorkennwort, das von allen Benutzern
verwendet wird.

Set Up SANtricity® System Manager b ¢

Mare (10 total) »

Welcome to the SANtricity® System Manager! With System Manager, you can...
® Configure your storage array and set up alerts.
* Monitor and troubleshoot any problems when they occur.

e Keep track of how your system is performing in real time.

\'\-_ _-J

3. Wahlen Sie Abbrechen, um den Assistenten zu schliel3en.

@ SchlielRen Sie den Einrichtungsassistenten fir eine StorageGRID Appliance nicht ab.
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4. Hardware-Warnmeldungen konfigurieren.
a. Wahlen Sie Hilfe, um die Online-Hilfe fir SANTtricity System Manager zu 6ffnen.

b. Verwenden Sie den Abschnitt Einstellungen > Alarme der Online-Hilfe, um mehr Uber Warnungen zu
erfahren.

C. Folgen Sie den Anweisungen ,How to“, um E-Mail-Warnmeldungen, SNMP-Warnmeldungen oder
Syslog-Warnmeldungen einzurichten.

5. Managen Sie AutoSupport flr die Komponenten im Storage Controller Shelf.
a. Wahlen Sie Hilfe, um die Online-Hilfe fir SANtricity System Manager zu 6ffnen.

b. Im Abschnitt SUPPORT > Support Center der Online-Hilfe erfahren Sie mehr Uiber die AutoSupport-
Funktion.

C. Folgen Sie den Anweisungen ,Anleitung®, um AutoSupport zu managen.
Spezielle Anweisungen zum Konfigurieren eines StorageGRID-Proxys zum Senden von E-Series

AutoSupport-Meldungen ohne Verwendung des Management-Ports finden Sie unter "Anweisungen zur
Konfiguration von Speicher-Proxy-Einstellungen”.

6. Wenn die Laufwerkssicherheitsfunktion fur die Appliance aktiviert ist, erstellen und verwalten Sie den
Sicherheitsschlissel.
a. Wahlen Sie Hilfe, um die Online-Hilfe fur SANtricity System Manager zu 6ffnen.

b. Verwenden Sie den Abschnitt Einstellungen > System > Sicherheitsschliisselverwaltung der
Online-Hilfe, um mehr Gber Drive Security zu erfahren.

C. Befolgen Sie die Anweisungen ,Anleitung®, um den Sicherheitsschlissel zu erstellen und zu
verwalten.

7. Andern Sie optional das Administratorpasswort.
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a. Wahlen Sie Hilfe, um die Online-Hilfe fir SANtricity System Manager zu 6ffnen.

b. Verwenden Sie den Abschnitt Home > Storage Array Administration der Online-Hilfe, um mehr tber
das Administrator-Passwort zu erfahren.

C. Befolgen Sie die Anweisungen ,Anleitung®, um das Passwort zu andern.

Uberpriifen Sie den Hardwarestatus in SANtricity System Manager

Mit SANTtricity System Manager kénnen Sie die einzelnen Hardwarekomponenten im Storage Controller-Shelf
Uberwachen und verwalten. Darliber hinaus werden Hardware-Diagnose- und Umgebungsinformationen, z. B.
Komponentententententemperaturen oder Problemen mit den Laufwerken, tUberpruft.

Bevor Sie beginnen

» Sie verwenden ein "Unterstutzter Webbrowser".

* FUr den Zugriff auf den SANTtricity System Manager Uber den Grid-Manager verfligen Sie Uber eine
Administratorberechtigung oder Root-Zugriff der Storage-Appliance.

» Um Uber das Installationsprogramm fiir das StorageGRID-Gerat auf den SANtricity-System-Manager
zuzugreifen, verfligen Sie Giber den Benutzernamen und das Kennwort des SANTtricity-System-Managers.

* Fir den direkten Zugriff auf SANtricity System Manager Uber einen Webbrowser verfiigen Sie Giber den
Benutzernamen und das Passwort flir den SANtricity System Manager Administrator.

Sie mussen Uber SANTtricity-Firmware 8.70 oder hoher verfigen, um mithilfe des Grid-Managers
@ oder des StorageGRID-Appliance-Installationsprogramms auf SANtricity System Manager
zuzugreifen.

Der Zugriff auf den SANtricity System Manager tiber den Grid Manager oder tGber den Appliance
Installer beschrankt sich im Allgemeinen nur auf die Uberwachung der Hardware und die

@ Konfiguration von E-Series AutoSupport. Viele Funktionen und Vorgél__nge in SANftricity System
Manager, beispielsweise ein Firmware-Upgrade, gelten nicht fur die Uberwachung Ihrer
StorageGRID Appliance. Um Probleme zu vermeiden, befolgen Sie immer die Hardware-
Installations- und Wartungsanweisungen fir lhr Gerat.

Schritte
1. Greifen Sie auf SANTtricity System Manager zu.
2. Geben Sie bei Bedarf den Benutzernamen und das Kennwort des Administrators ein.
3. Klicken Sie auf Abbrechen, um den Einrichtungsassistenten zu schlieen und die Startseite des
SANTtricity-System-Managers anzuzeigen.

Die Startseite von SANTtricity System Manager wird angezeigt. In SANtricity System Manager wird das
Controller Shelf als Storage-Array bezeichnet.
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4. Uberprifen Sie die angezeigten Informationen fiir die Appliance-Hardware und vergewissern Sie sich,
dass alle Hardwarekomponenten den Status ,optimal“ aufweisen.

a. Klicken Sie auf die Registerkarte Hardware.

b. Klicken Sie auf Zuriick von Regal anzeigen.

Home Hardware

HARDWARE

Learn More »

Legend v ™ Show status icon details g
Controller Shetf 99~ £ [ & [ Show front of shelf
Fan Canister 1 Powrer Canister 1 E Fan Canister 2

Controller A

i

Controller B

Powrer Canister 2

&

Von der Riickseite des Shelfs kdnnen Sie sowohl Storage-Controller als auch den Akku in jedem Storage
Controller, die beiden Power Kanister, die beiden Lifter-Kanister und Erweiterungs-Shelfs (falls vorhanden)
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anzeigen. Sie kénnen auch Komponententententemperaturen anzeigen.
a. Um die Einstellungen fir jeden Speicher-Controller anzuzeigen, wahlen Sie den Controller aus, und
wahlen Sie im KontextmenU Einstellungen anzeigen aus.

b. Um die Einstellungen fur andere Komponenten auf der Rickseite des Shelf anzuzeigen, wahlen Sie
die Komponente aus, die Sie anzeigen méchten.

c. Klicken Sie auf Vorderseite des Regals, und wahlen Sie die Komponente aus, die Sie anzeigen
mochten.

Von der Vorderseite des Shelfs kdnnen die Laufwerke und die Laufwerksfacher fir das Storage
Controller-Shelf oder die Erweiterungs-Shelfs (falls vorhanden) angezeigt werden.

Falls der Status einer Komponente Achtung erfordert, fiihren Sie die Schritte im Recovery Guru zur Lésung
des Problems durch oder wenden Sie sich an den technischen Support.

Legen Sie IP-Adressen fiir Storage Controller mithilfe des StorageGRID Appliance Installer fest

Management-Port 1 auf jedem Storage-Controller verbindet die Appliance mit dem Managementnetzwerk fur
SANTtricity System Manager. Wenn Sie vom Installationsprogramm der StorageGRID Appliance nicht auf den
SANTtricity System Manager zugreifen kénnen, legen Sie eine statische IP-Adresse flr jeden Storage Controller
fest, um sicherzustellen, dass lhre Managementverbindung zur Hardware und zur Controller-Firmware im
Controller-Shelf nicht verloren geht.

Bevor Sie beginnen

 Sie verwenden einen beliebigen Management-Client, der eine Verbindung zum StorageGRID-Admin-
Netzwerk herstellen kann, oder Sie haben einen Service-Laptop.

* Der Client- oder Service-Laptop verfligt Uber einen unterstitzten Webbrowser.

Uber diese Aufgabe

Adressen, die durch DHCP zugewiesen werden, kdnnen jederzeit geandert werden. Weisen Sie den
Controllern statische IP-Adressen zu, um einen konsistenten Zugriff zu gewahrleisten.

Befolgen Sie dieses Verfahren nur, wenn Sie keinen Zugriff auf den SANTtricity-System-Manager
@ vom Installationsprogramm der StorageGRID-Appliance (Erweitert > SANtricity-System-
Manager) oder vom Grid-Manager (KNOTEN > SANtricity-System-Manager) haben.

Schritte

1. Geben Sie auf dem Client die URL fiir den StorageGRID-Appliance-Installer ein:
https://Appliance Controller IP:8443

Fir Appliance Controller IP, Verwenden Sie die IP-Adresse fiir die Appliance in einem beliebigen
StorageGRID-Netzwerk.

Die Startseite des StorageGRID-Appliance-Installationsprogramms wird angezeigt.
2. Wahlen Sie Hardware Konfigurieren > Storage Controller-Netzwerkkonfiguration.
Die Seite Speichercontroller-Netzwerkkonfiguration wird angezeigt.

3. Wahlen Sie je nach Netzwerkkonfiguration aktiviert fir IPv4, IPv6 oder beides.

4. Notieren Sie sich die automatisch angezeigte IPv4-Adresse.
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DHCP ist die Standardmethode, um dem Management-Port des Storage Controllers eine IP-Adresse
zuzuweisen.

@ Es kann einige Minuten dauern, bis die DHCP-Werte angezeigt werden.

IPv4 Address Assignment 1 Static = DHCP
IPvd Address (CIDR) 10.224 .5 166121
Cefault Gateway 10.224 01

5. Legen Sie optional eine statische IP-Adresse flir den Management-Port des Storage Controllers fest.

@ Sie sollten entweder eine statische IP fur den Management-Port zuweisen oder einen
permanenten Leasing fur die Adresse auf dem DHCP-Server zuweisen.

a. Wahlen Sie Statisch.
b. Geben Sie die IPv4-Adresse unter Verwendung der CIDR-Schreibweise ein.

c. Geben Sie das Standard-Gateway ein.

IPv4 Address Assignment & Static DHCP
IPv4 Address (CIDR) 102242 200/21
Default Gateway 10.224 0.1

d. Klicken Sie Auf Speichern.
Es kann einige Minuten dauern, bis Ihre Anderungen angewendet werden.

Wenn Sie eine Verbindung zu SANTtricity System Manager herstellen, verwenden Sie die neue statische IP-

Adresse als URL:
https://Storage Controller IP

Konfiguration der BMC-Schnittstelle (SGF6112, SG6000,
SG100 und SG1000)

BMC-Schnittstelle: Uberblick (SGF6112, SG6000, SG100 und SG1000)

Die Benutzeroberflache des Baseboard Management Controllers (BMC) auf der
SGF6112-, SG6000- oder Services-Appliance liefert Statusinformationen zur Hardware
und ermoglicht Ihnen die Konfiguration von SNMP-Einstellungen und anderen Optionen

fur die Appliances.
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Gehen Sie wie folgt vor, um den BMC bei der Installation des Gerats zu konfigurieren:

+ "Andern Sie das Admin- oder Root-Passwort fiir die BMC-Schnittstelle”
* "Legen Sie die IP-Adresse fur den BMC-Managementport fest"

* "Greifen Sie auf die BMC-Schnittstelle zu"

+ "Konfigurieren Sie die SNMP-Einstellungen"

+ "E-Mail-Benachrichtigungen fir BMC-Warnungen einrichten"

Wenn die Appliance bereits in einem Grid installiert wurde und StorageGRID-Software
ausgefluhrt wird, gehen Sie wie folgt vor:

 "Stellen Sie das Gerat in den Wartungsmodus" Um auf das Installationsprogramm fir die
@ StorageGRID Appliance zuzugreifen.

* Siehe "Legen Sie die IP-Adresse flir den BMC-Managementport fest" Fr Informationen
Uber den Zugriff auf die BMC-Schnittstelle mithilfe des StorageGRID-Appliance-
Installationsprogramms.

Andern Sie das Admin- oder Root-Passwort fiir die BMC-Schnittstelle

Aus Sicherheitsgrinden mussen Sie das Kennwort fur den Admin- oder Root-Benutzer
des BMC andern.

Bevor Sie beginnen
Der Management-Client verwendet ein "Unterstutzter Webbrowser".

Uber diese Aufgabe

Wenn Sie die Appliance zum ersten Mal installieren, verwendet der BMC ein Standardkennwort fir den Admin-
oder Root-Benutzer. Sie missen das Passwort flir den Administrator oder Root-Benutzer andern, um Ihr
System zu sichern.

Der Standardbenutzer hangt davon ab, wann Sie lhre StorageGRID-Appliance installiert haben. Der
Standardbenutzer ist admin flr neue Installationen und root fiir altere Installationen.

Schritte

1. Geben Sie auf dem Client die URL fiir den StorageGRID-Appliance-Installer ein:
https://Appliance IP:8443

Fur Appliance IP, Verwenden Sie die IP-Adresse fir die Appliance in einem beliebigen StorageGRID-
Netzwerk.

Die Startseite des StorageGRID-Appliance-Installationsprogramms wird angezeigt.

2. Wahlen Sie Hardware konfigurieren > BMC-Konfiguration.
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NetApp® StorageGRID® Appliance Installer

Home Configure Networking + Configure Hardware « Monitor Installation

BMC Configuration
Home Storage Controller Metwork Configuration

Die Seite Baseboard Management Controller Configuration wird angezeigt.

3. Geben Sie in den beiden Feldern ein neues Passwort fir das Admin- oder Root-Konto ein.

4. Klicken Sie Auf Speichern.

Legen Sie die IP-Adresse fur den BMC-Managementport fest

Bevor Sie auf die BMC-Schnittstelle zugreifen konnen, konfigurieren Sie die IP-Adresse
fur den BMC-Verwaltungsport auf den SGF6112-, SG6000-CN-Controllern oder Service-
Appliances.

Wenn Sie mit ConfigBuilder eine JSON-Datei erstellen, kdnnen Sie IP-Adressen automatisch konfigurieren.
Siehe "Automatisierung der Appliance-Installation und -Konfiguration".

Bevor Sie beginnen
* Der Management-Client verwendet ein "Unterstitzter Webbrowser".

« Sie verwenden jeden Management-Client, der eine Verbindung zu einem StorageGRID-Netzwerk
herstellen kann.

» Der BMC-Management-Port ist mit dem Managementnetzwerk verbunden, das Sie verwenden mdchten.
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SG6112

Uber diese Aufgabe
Zu Support-Zwecken erméglicht der BMC-Management-Port einen niedrigen Hardwarezugriff.

Sie sollten diesen Port nur mit einem sicheren, vertrauenswiurdigen, internen

@ Managementnetzwerk verbinden. Wenn kein solches Netzwerk verflgbar ist, lassen Sie den
BMC-Port nicht verbunden oder blockiert, es sei denn, eine BMC-Verbindung wird vom
technischen Support angefordert.

Schritte

1. Geben Sie auf dem Client die URL fiir den StorageGRID-Appliance-Installer ein:
https://Appliance IP:8443

Fir Appliance_ IP, Verwenden Sie die IP-Adresse fir die Appliance in einem beliebigen StorageGRID-
Netzwerk.

Die Startseite des StorageGRID-Appliance-Installationsprogramms wird angezeigt.

2. Wahlen Sie Hardware konfigurieren > BMC-Konfiguration.

NetApp® StorageGRID® Appliance Installer

Home Configure Networking + Configure Hardware « Monitor Installation

BMC Configuration
Home Storage Controller Metwork Configuration
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Die Seite Baseboard Management Controller Configuration wird angezeigt.
3. Notieren Sie sich die automatisch angezeigte IPv4-Adresse.

DHCP ist die Standardmethode zum Zuweisen einer IP-Adresse zu diesem Port.
@ Es kann einige Minuten dauern, bis die DHCP-Werte angezeigt werden.

Baseboard Management Controller Configuration

LAN IP Settings

IP Assignment " Static ¢ DHCP
MAC Address d8:c4:97:28:50:62
IPv4 Address (CIDR) 1
Default gateway 10.224.01

I T

4. Legen Sie optional eine statische IP-Adresse fir den BMC-Verwaltungsport fest.

@ Sie sollten entweder eine statische IP fur den BMC-Verwaltungsport zuweisen oder einen
permanenten Leasing fir die Adresse auf dem DHCP-Server zuweisen.

a. Wahlen Sie Statisch.

b. Geben Sie die IPv4-Adresse unter Verwendung der CIDR-Schreibweise ein.

c. Geben Sie das Standard-Gateway ein.

Baseboard Management Controller Configuration

LAN IP Settings

IP Assignment & Static  DHCP
MAC Address d8:c4:97:28:50:62
IPv4 Address (CIDR) 10.224.3.225/21
Default gateway 1022401

B

d. Klicken Sie Auf Speichern.

Es kann einige Minuten dauern, bis Ihre Anderungen angewendet werden.
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Greifen Sie auf die BMC-Schnittstelle zu

Sie kdnnen auf die BMC-Schnittstelle iber die DHCP- oder statische IP-Adresse fur den
BMC-Verwaltungsport auf den folgenden Appliance-Modellen zugreifen:

» SGF6112
» SG6000
+ SG1000
+ SG100

Bevor Sie beginnen
* Der Management-Client verwendet ein "Unterstitzter Webbrowser".

* Der BMC-Managementport der Appliance ist mit dem zu verwendenden Managementnetzwerk verbunden.

SGF6112

Schritte

1. Geben Sie die URL fiir die BMC-Schnittstelle ein:
https://BMC_Port IP

Fur BMC Port IP, Verwenden Sie die DHCP- oder statische IP-Adresse fir den BMC-Management-Port.

Die BMC-Anmeldeseite wird angezeigt.
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Wenn Sie noch nicht konfiguriert haben BMC Port IP, Folgen Sie den Anweisungen in
"Konfigurieren Sie die BMC-Schnittstelle". Wenn Sie diese Vorgehensweise aufgrund eines
Hardwareproblems nicht ausflihren kdnnen und noch keine BMC-IP-Adresse konfiguriert
haben, kdnnen Sie mdglicherweise weiterhin auf den BMC zugreifen. Standardmafig erhalt
der BMC Uiber DHCP eine IP-Adresse. Wenn DHCP im BMC-Netzwerk aktiviert ist, kann lhr
@ Netzwerkadministrator die dem BMC-MAC zugewiesene IP-Adresse angeben, die auf dem
Etikett auf der Vorderseite des Gerats aufgedruckt ist. Wenn DHCP im BMC-Netzwerk nicht
aktiviert ist, reagiert der BMC nach einigen Minuten nicht und weist sich selbst die
standardmafRige statische IP zu 192.168.0.120. Mdglicherweise mussen Sie Ihren Laptop
direkt mit dem BMC-Port verbinden und die Netzwerkeinstellung &ndern, um lhrem Laptop
eine IP-Adresse wie zuzuweisen 192.168.0.200/24, Um zu suchen 192.168.0.120.

2. Geben Sie den Admin- oder Root-Benutzernamen und das Passwort ein. Geben Sie dabei das Passwort
ein, das Sie bei Ihrer Einstellung festgelegt haben "Das Standard-Root-Passwort wurde geandert":

Der Standardbenutzer hangt davon ab, wann Sie lhre StorageGRID-Appliance installiert
haben. Der Standardbenutzer ist admin fir neue Installationen und root fiir altere
Installationen.

3. Wahlen Sie Signh me in aus.

A Osync  ZRefresh A root~

* # Home - Dashboard

Dashboard conerolpznel

# Dashboard

62d 13"

Device Information
BMC Date&Time: 17 Sep 2018

18:05:48 System Up Time

@ System Inventory

Power Cycle @

© FRU Information More info ©

© BIOSPOST Code & Today (4) Details & 30days(64)  petais & Threshold Sensor Monitoring

¥ Server Identify

All threshold sensors are normal.

\ |
& Settings ’
Login Info Login Info
4 events 32 events

~

L Remote Control

@ Power Control

4 Maintenance

= Signout

4. Erstellen Sie optional weitere Benutzer, indem Sie Einstellungen > Benutzerverwaltung wahlen und auf
einen beliebigen Benutzer “disabled” klicken.

@ Wenn sich Benutzer zum ersten Mal anmelden, werden sie mdglicherweise aufgefordert, ihr
Passwort zu andern, um die Sicherheit zu erhéhen.

Konfigurieren Sie die SNMP-Einstellungen fiir BMC

Wenn Sie mit der Konfiguration von SNMP flr Hardware vertraut sind, kdnnen Sie die
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SNMP-Einstellungen fur die SGF6112-, SG6000- und Service-Appliances Uber die BMC-

Schnittstelle konfigurieren. Sie konnen sichere Community-Strings bereitstellen, SNMP-
Trap aktivieren und bis zu finf SNMP-Ziele angeben.

Bevor Sie beginnen
» Wissen Sie, wie Sie auf das BMC-Dashboard zugreifen kénnen.

 Sie haben Erfahrung in der Konfiguration von SNMP-Einstellungen fir SNMPv1-v2¢c Gerate.

Die durch diese Vorgehensweise vorgenommenen BMC-Einstellungen bleiben mdglicherweise

@ nicht erhalten, wenn das Gerat ausfallt und ersetzt werden muss. Stellen Sie sicher, dass Sie
Uber eine Aufzeichnung aller Einstellungen verfligen, die Sie angewendet haben, so dass sie
nach einem Hardware-Austausch bei Bedarf leicht wieder angewendet werden kénnen.

Schritte
1. Wahlen Sie im BMC-Dashboard Einstellungen > SNMP-Einstellungen aus.

2. Wahlen Sie auf der Seite SNMP-Einstellungen die Option SNMP V1/V2 aktivieren und geben Sie dann
eine schreibgeschutzte Community-Zeichenfolge und eine Read-Write Community-Zeichenfolge an.

Die schreibgeschitzte Community-Zeichenfolge ist wie eine Benutzer-ID oder ein Passwort. Sie sollten

diesen Wert andern, um zu verhindern, dass Eindringlinge Informationen Uber Ihr Netzwerk-Setup erhalten.

Die Lese-Schreib-Community-Zeichenfolge schiitzt das Gerat vor nicht autorisierten Anderungen.

3. Wahlen Sie optional Trap aktivieren aus, und geben Sie die erforderlichen Informationen ein.

@ Geben Sie die Ziel-IP fur jeden SNMP-Trap unter Verwendung einer IP-Adresse ein.
Vollstandig qualifizierte Domanennamen werden nicht unterstutzt.

Aktivieren Sie Traps, wenn die Appliance sofortige Benachrichtigungen an eine SNMP-Konsole senden
soll, wenn sie sich in einem ungewohnlichen Zustand befindet. Je nach Gerat kénnen Traps auf
Hardwareausfalle verschiedener Komponenten, auf Verbindungsabstande, Temperaturschwellenwerte
oder hohen Datenverkehr hinweisen.

4. Klicken Sie optional auf Test-Trap senden, um lhre Einstellungen zu testen.

5. Wenn die Einstellungen korrekt sind, klicken Sie auf Speichern.

E-Mail-Benachrichtigungen fiir BMC-Warnungen einrichten

Wenn Sie mochten, dass E-Mail-Benachrichtigungen bei Auftreten von Warnungen
gesendet werden, verwenden Sie die BMC-Schnittstelle, um SMTP-Einstellungen,
Benutzer, LAN-Ziele, Warnungsrichtlinien und Ereignisfilter zu konfigurieren.

BMC-Einstellungen, die durch dieses Verfahren vorgenommen werden, bleiben méglicherweise
nicht erhalten, wenn der SG6000-CN-Controller oder die Services-Appliance ausfallt und ersetzt

@ werden muss. Stellen Sie sicher, dass Sie Uber eine Aufzeichnung aller Einstellungen verflgen,
die Sie angewendet haben, so dass sie nach einem Hardware-Austausch bei Bedarf leicht
wieder angewendet werden kdnnen.

Bevor Sie beginnen
Wissen Sie, wie Sie auf das BMC-Dashboard zugreifen kdnnen.
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Uber diese Aufgabe

In der BMC-Schnittstelle verwenden Sie die Optionen SMTP-Einstellungen, Benutzerverwaltung und
Platform Event Filters auf der Seite Einstellungen, um E-Mail-Benachrichtigungen zu konfigurieren.

Settlngs Configure BMC options

5 & &t

Log Settings Network Settings

e}

SAS IT Management SMTP Settings

5 11 8

SOL Settings

L

External User Services KVM Mouse Setting

4
(o)

Platform Event Filters RAID Management

#*
[ »)

SSL Settings System Firewall User Management

1

SNMP Settings Cold Redundancy NIC Selection

oL
il

Schritte
1. "Konfigurieren Sie die SNMP-Einstellungen fiir BMC".

a. Wahlen Sie Einstellungen > SMTP-Einstellungen.
b. Geben Sie fir die Absender-E-Mail-ID eine glltige E-Mail-Adresse ein.

Diese E-Mail-Adresse wird als von-Adresse angegeben, wenn der BMC E-Mail sendet.

2. Richten Sie Benutzer fir den Empfang von Warnungen ein.
a. Wahlen Sie im BMC-Dashboard die Option Einstellungen > Benutzerverwaltung aus.
b. Fligen Sie mindestens einen Benutzer hinzu, um Benachrichtigungen zu erhalten.
Die fur einen Benutzer konfigurierte E-Mail-Adresse ist die Adresse, an die BMC Warnmeldungen

sendet. Sie kdnnen beispielsweise einen generischen Benutzer wie ,notification-user, "
hinzufligen und die E-Mail-Adresse einer E-Mail-Verteilerliste flir das technische Support-Team

verwenden.
3. Konfigurieren Sie das LAN-Ziel fir Meldungen.
a. Wahlen Sie Einstellungen > Plattformereignisfilter > LAN-Ziele.
b. Konfigurieren Sie mindestens ein LAN-Ziel.

= Wahlen Sie als Zieltyp E-Mail aus.
= Wahlen Sie fir BMC-Benutzername einen Benutzernamen aus, den Sie zuvor hinzugefigt haben.

= Wenn Sie mehrere Benutzer hinzugefligt haben und mochten, dass alle von ihnen
Benachrichtigungs-E-Mails erhalten, figen Sie fir jeden Benutzer ein LAN-Ziel hinzu.

c. Eine Testwarnung senden.

4. Konfigurieren von Meldungsrichtlinien, um festzulegen, wann und wo BMC Alarme sendet
a. Wahlen Sie Einstellungen > Plattformereignisfilter > Benachrichtigungsrichtlinien Aus.
b. Konfigurieren Sie mindestens eine Meldungsrichtlinie fir jedes LAN-Ziel.

= Wabhlen Sie fur die Policengruppennummer 1 aus.

= Wahlen Sie fur Policy Action * immer Warnung an dieses Ziel senden* aus.
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= Wahlen Sie fir LAN-Kanal 1 aus.
= Wahlen Sie in der Zielauswahl das LAN-Ziel fur die Richtlinie aus.

5. Ereignisfilter konfigurieren, um Warnmeldungen flr verschiedene Ereignistypen an die entsprechenden
Benutzer zu leiten.

a. Wahlen Sie Einstellungen > Plattformereignisfilter > Ereignisfilter.
b. Geben Sie fir die Nummer der Meldungsrichtlinie 1 ein.

c. Erstellen Sie Filter fur jedes Ereignis, Uber das die Meldungsrichtlinie-Gruppe benachrichtigt werden
soll.

= Sie kdnnen Ereignisfilter fir Energieaktionen, bestimmte Sensorereignisse oder alle Ereignisse
erstellen.

= Wenn Sie unsicher sind, welche Ereignisse Uberwacht werden sollen, wahlen Sie Alle Sensoren
fur den Sensortyp und Alle Ereignisse flr Ereignisoptionen. Wenn Sie unerwiinschte
Benachrichtigungen erhalten, kénnen Sie lhre Auswahl spater andern.

Optional: Node-Verschlusselung aktivieren

Wenn Sie die Node-Verschliusselung aktivieren, konnen die Festplatten Ihrer Appliance
durch eine sichere KMS-Verschlisselung (Key Management Server) gegen physischen
Verlust oder die Entfernung vom Standort geschutzt werden. Wahrend der Appliance-
Installation mussen Sie die Node-Verschlisselung auswahlen und aktivieren. Die
Knotenverschlisselung kann nach dem Start der KMS-Verschlisselung nicht deaktiviert
werden.

Wenn Sie ConfigBuilder zum Generieren einer JSON-Datei verwenden, kdnnen Sie die Node-Verschlisselung
automatisch aktivieren. Siehe "Automatisierung der Appliance-Installation und -Konfiguration".

Bevor Sie beginnen
Uberpriifen Sie die Informationen tiber "Konfigurieren von KMS".

Uber diese Aufgabe

Eine Appliance mit aktivierter Node-Verschlusselung stellt eine Verbindung zum externen
Verschllisselungsmanagement-Server (KMS) her, der fir den StorageGRID-Standort konfiguriert ist. Jeder
KMS (oder KMS-Cluster) verwaltet die Schlissel fir alle Appliance-Nodes am Standort. Diese Schlissel
verschlisseln und entschlisseln die Daten auf jedem Laufwerk in einer Appliance mit aktivierter Node-
VerschlUsselung.

Ein KMS kann im Grid Manager vor oder nach der Installation der Appliance in StorageGRID eingerichtet
werden. Weitere Informationen zur KMS- und Appliance-Konfiguration finden Sie in den Anweisungen zur
Administration von StorageGRID.

* Wenn ein KMS vor der Installation der Appliance eingerichtet wird, beginnt die KMS-kontrollierte
Verschlusselung, wenn Sie die Node-Verschlisselung auf der Appliance aktivieren und diese zu einem
StorageGRID Standort hinzufligen, an dem der KMS konfiguriert wird.

» Wenn vor der Installation der Appliance kein KMS eingerichtet wird, wird fur jede Appliance, deren Node-
Verschlisselung aktiviert ist, KMS-gesteuerte Verschlisselung durchgefiihrt, sobald ein KMS konfiguriert
ist und fur den Standort, der den Appliance-Node enthalt, verfigbar ist.

47


https://docs.netapp.com/de-de/storagegrid-117/installconfig/automating-appliance-installation-and-configuration.html
https://docs.netapp.com/de-de/storagegrid-117/admin/kms-configuring.html

Wenn eine Appliance mit aktivierter Node-Verschlusselung installiert wird, wird ein temporarer
Schlissel zugewiesen. Die Daten auf der Appliance werden erst dann geschitzt, wenn die

@ Appliance mit dem Key Management System (KMS) verbunden und ein KMS-
Sicherheitsschliissel festgelegt ist. Siehe "Ubersicht (iber die KMS-Appliance-Konfiguration”
Finden Sie weitere Informationen.

Ohne den KMS-Schliissel, der zur Entschlisselung der Festplatte bendtigt wird, kénnen die Daten auf der
Appliance nicht abgerufen werden und gehen effektiv verloren. Dies ist der Fall, wenn der
Entschlisselungsschlissel nicht vom KMS abgerufen werden kann. Der Schlissel ist nicht mehr zuganglich,
wenn ein Kunde die KMS-Konfiguration I8scht, ein KMS-Schlissel ablauft, die Verbindung zum KMS verloren
geht oder die Appliance aus dem StorageGRID System entfernt wird, wo die KMS-Schliissel installiert sind.

Schritte

1. Offnen Sie einen Browser, und geben Sie eine der IP-Adressen fiir den Computing-Controller der
Appliance ein.

https://Controller IP:8443

Controller IP DielP-Adresse des Compute-Controllers (nicht des Storage-Controllers) in einem der
drei StorageGRID-Netzwerke.

Die Startseite des StorageGRID-Appliance-Installationsprogramms wird angezeigt.

CD Nachdem die Appliance mit einem KMS-Schlissel verschlisselt wurde, kdnnen die
Geratelaufwerke nicht entschliisselt werden, ohne denselben KMS-Schliissel zu verwenden.

2. Wahlen Sie Hardware Konfigurieren > Node Encryption.

NetApp® StorageGRID® Appliance Installer Help +

Home Configure Networking - Configure Hardware ~ IMonitor Installation Advanced -

Node Encryption
Mode encryption allows you to use an external key management server (KMS) to encrypt all StorageGRID data on this appliance. If node encryption is enabled for the

appliance and a KMS is configured for the site, you cannot access any data on the appliance unless the appliance can communicate with the KMS.

Encryption Status

A\ You can only enable node encryption for an appliance during installation. You cannot enable or disable the node encryption setting after the appliance is installed.

Enable node encryption |

Kev Manaaement Server Details

3. Wahlen Sie Node-Verschliisselung aktivieren.

Vor der Installation der Appliance kénnen Sie die Option Enable Node Encryption deaktivieren, ohne
dass es zu Datenverlust kommt. Sobald die Installation beginnt, greift der Appliance-Node auf die KMS-
Verschlisselungsschlissel im StorageGRID System zu und beginnt mit der Festplattenverschliisselung.
Sie kénnen die Node-Verschlisselung nicht deaktivieren, nachdem die Appliance installiert wurde.
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Nachdem Sie eine Appliance mit aktivierter Knotenverschlisselung zu einem StorageGRID-
Standort mit KMS hinzugefligt haben, kénnen Sie die KMS-Verschlisselung fur den Knoten
nicht mehr verwenden.

4. Wahlen Sie Speichern.

5. Implementieren Sie die Appliance als Node in lhrem StorageGRID System.

DIE KMS-gesteuerte Verschlisselung beginnt, wenn die Appliance auf die fur lhre StorageGRID Site
konfigurierten KMS-SchlUssel zugreift. Das Installationsprogramm zeigt wahrend des KMS-

Verschlisselungsprozesses Fortschrittsmeldungen an. Dies kann je nach Anzahl der Festplatten-Volumes

in der Appliance einige Minuten dauern.

Die Appliances werden anfanglich mit einem zufalligen Verschlisselungsschlissel ohne
KMS konfiguriert, der jedem Festplatten-Volume zugewiesen wird. Die Laufwerke werden

@ mit diesem temporaren Verschllsselungsschlissel verschlisselt, der nicht sicher ist, bis die
Appliance mit aktivierter Node-Verschlisselung auf die KMS-Schlissel zugreift, die fur lhre
StorageGRID-Site konfiguriert wurden.

Nachdem Sie fertig sind

Wenn sich der Appliance-Node im Wartungsmodus befindet, kdnnen Sie den Verschlisselungsstatus, die
KMS-Details und die verwendeten Zertifikate anzeigen. Siehe "Uberwachung der Node-Verschlisselung im
Wartungsmodus" Zur Information.

Optional: Andern des RAID-Modus

Bei einigen Appliance-Modellen konnen Sie zu einem anderen RAID-Modus auf der
Appliance wechseln, um lhre Speicher- und Recovery-Anforderungen zu erfullen. Sie
konnen den Modus nur andern, bevor Sie den Appliance-Speicherknoten bereitstellen.

Wenn Sie mit ConfigBuilder eine JSON-Datei erstellen, konnen Sie den RAID-Modus automatisch andern.
Siehe "Automatisierung der Appliance-Installation und -Konfiguration”.

Uber diese Aufgabe

Wenn die Appliance unterstitzt, kbnnen Sie eine der folgenden Optionen fir die Volume-Konfiguration
auswahlen:

* Dynamic Disk Pools (DDP): Dieser Modus verwendet zwei Paritatslaufwerke fur je acht Datenlaufwerke.
Dies ist der Standard- und empfohlene Modus fiir alle Appliances. Im Vergleich zu RAID 6 erzielt DDP eine

bessere System-Performance, kiurzere Wiederherstellungszeiten nach Laufwerksausfallen und ein
vereinfachtes Management. DDP bietet auch Schutz vor Schubladenverlusten in SG5760 Appliances.

Aufgrund der beiden SSDs bietet DDP in SG6060 Appliances keinen Schubladenschutz.
Der Schutz vor Schubladenverlusten ist in allen Erweiterungs-Shelfs, die zu einem SG6060
hinzugeflgt werden, wirksam.

* DDP16: In diesem Modus werden fir alle 16 Datenlaufwerke zwei Paritatslaufwerke verwendet. Dies flhrt

im Vergleich zu DDP zu einer héheren Storage-Effizienz. Im Vergleich zu RAID 6 bietet DDP16 eine
bessere Systemperformance, kiirzere Wiederherstellungszeiten nach Laufwerksausfallen,
benutzerfreundliches Management und vergleichbare Storage-Effizienz. Um den DDP16-Modus zu
verwenden, muss lhre Konfiguration mindestens 20 Laufwerke enthalten. DDP16 bietet keinen
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Schubladenschutz.

* RAID 6: Dieser Modus verwendet zwei Paritatslaufwerke pro 16 oder mehr Datenlaufwerken. Es handelt
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sich um ein Hardware-Sicherungsschema, das Paritatsstreifen auf jeder Festplatte verwendet und zwei
Festplattenausfalle innerhalb des RAID-Satzes zulasst, bevor Daten verloren gehen. Fir die Verwendung
des RAID 6-Modus muss lhre Konfiguration mindestens 20 Laufwerke enthalten. Obwohl RAID 6 die
Storage-Effizienz der Appliance im Vergleich zu DDP steigern kann, wird dies in den meisten StorageGRID
Umgebungen nicht empfohlen.

Wenn bereits Volumes konfiguriert wurden oder bereits StorageGRID installiert war, werden die
@ Volumes durch eine Anderung des RAID-Modus entfernt und ersetzt. Alle Daten auf diesen
Volumes gehen verloren.



S$G6000
Bevor Sie beginnen
 Sie verwenden jeden Client, der eine Verbindung zu StorageGRID herstellen kann.

* Der Client verfugt Gber eine "Unterstutzter Webbrowser".

Schritte

1. Offnen Sie einen Browser, und geben Sie eine der IP-Adressen fiir den Computing-Controller der
Appliance ein.

https://Controller IP:8443

Controller IPDie|P-Adresse des Compute-Controllers (nicht des Storage-Controllers) in einem
der drei StorageGRID-Netzwerke.

Die Startseite des StorageGRID-Appliance-Installationsprogramms wird angezeigt.

2. Wahlen Sie Erweitert > RAID-Modus.

3. Wahlen Sie auf der Seite RAID-Modus konfigurieren den gewiinschten RAID-Modus aus der
Dropdown-Liste Modus aus.

4. Klicken Sie Auf Speichern.

SG5760
Bevor Sie beginnen

» Sie haben ein SG5760 mit 60 Laufwerken. Wenn SG5712 vorhanden ist, miissen Sie den DDP-
Standardmodus verwenden.

 Sie verwenden jeden Client, der eine Verbindung zu StorageGRID herstellen kann.

* Der Client verflgt Uber eine "Unterstutzter Webbrowser".

Schritte

1. Offnen Sie mithilfe des Service-Laptops einen Webbrowser, und greifen Sie auf das
Installationsprogramm der StorageGRID-Appliance: + zu https://
E5700SG_Controller IP:8443

Wo E5700SG _Controller IP Gibteine der IP-Adressen fur den E5700SG-Controller an.

2. Wahlen Sie Erweitert > RAID-Modus.

3. Wahlen Sie auf der Seite RAID-Modus konfigurieren den gewiinschten RAID-Modus aus der
Dropdown-Liste Modus aus.

4. Klicken Sie Auf Speichern.

Verwandte Informationen

"NetApp E-Series Systems Documentation Site"

Optional: Netzwerkports fur Appliance neu zuordnen

Optional kdnnen Sie die internen Ports auf einem Appliance-Node verschiedenen


https://docs.netapp.com/de-de/storagegrid-117/admin/web-browser-requirements.html
https://docs.netapp.com/de-de/storagegrid-117/admin/web-browser-requirements.html
http://mysupport.netapp.com/info/web/ECMP1658252.html

externen Ports neu zuordnen. Aufgrund eines Firewall-Problems muissen Sie
maoglicherweise Ports neu zuordnen.

Bevor Sie beginnen

+ Sie haben zuvor auf das Installationsprogramm fir StorageGRID-Gerate zugegriffen.

Uber diese Aufgabe

Fir Load Balancer-Endpunkte kdnnen keine neu zugeordneten Ports verwendet werden. Wenn Sie einen neu
zugeordneten Port entfernen mussen, fihren Sie die Schritte unter aus "Entfernen Sie die Port-Remaps".

Schritte

1.

Wahlen Sie im Installationsprogramm des StorageGRID-Gerats die Option Netzwerk konfigurieren >
Ports neu zusammenfassen.

Die Seite Remap Port wird angezeigt.

Wahlen Sie aus dem Dropdown-Feld Netzwerk das Netzwerk fir den Port aus, den Sie neu zuordnen
mochten: Grid, Administrator oder Client.

3. Wahlen Sie aus dem Dropdown-Feld Protokoll das IP-Protokoll TCP oder UDP aus.

Wahlen Sie aus dem Dropdown-Feld Remap Direction aus, welche Verkehrsrichtung Sie flr diesen Port
neu zuordnen moéchten: Inbound, Outbound oder Bi-direktional.

5. Geben Sie fir Original Port die Nummer des Ports ein, den Sie neu zuordnen méchten.
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Geben Sie fir den * Port zugeordnet* die Nummer des Ports ein, den Sie stattdessen verwenden méchten.

Wahlen Sie Regel Hinzufiigen.
Die neue Port-Zuordnung wird der Tabelle hinzugeflgt, und die erneute Zuordnung wird sofort wirksam.

Um eine Port-Zuordnung zu entfernen, aktivieren Sie das Optionsfeld fiir die Regel, die Sie entfernen
mochten, und wahlen Sie Ausgewadhlite Regel entfernen aus.


https://docs.netapp.com/de-de/storagegrid-117/maintain/removing-port-remaps.html
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