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StorageGRID Best Practices fur FabricPool

Best Practices fur Hochverfugbarkeitsgruppen (High
Availability groups, HA-Gruppen

Bevor Sie StorageGRID als FabricPool-Cloud-Tier hinzufugen, erfahren Sie mehr tber
StorageGRID HA-Gruppen (High Availability, Hochverfugbarkeit) und lesen Sie die Best
Practices zur Verwendung von HA-Gruppen mit FabricPool durch.

Was ist eine HA-Gruppe?

Eine HA-Gruppe (High Availability, Hochverfiigbarkeit) ist eine Sammlung von Schnittstellen aus mehreren
StorageGRID Gateway-Nodes, Admin-Nodes oder beidem. Eine HA-Gruppe hilft, Client-Datenverbindungen
verfigbar zu halten. Wenn die aktive Schnittstelle in der HA-Gruppe ausfallt, kann eine Backup-Schnittstelle
den Workload mit geringer Auswirkung auf die FabricPool-Vorgange managen.

Jede HA-Gruppe ermdglicht einen hochverfligbaren Zugriff auf die Shared Services auf den zugehdorigen
Nodes. Beispielsweise bietet eine HA-Gruppe, die aus Schnittstellen nur auf Gateway-Nodes oder sowohl
Admin-Nodes als auch Gateway-Nodes besteht, einen hochverfigbaren Zugriff auf den Shared Load Balancer
Service.

Weitere Informationen zu Hochverfligbarkeitsgruppen finden Sie unter "Managen Sie
Hochverflugbarkeitsgruppen (High Availability Groups, HA-Gruppen)".

Verwenden von HA-Gruppen

Die Best Practices fir die Erstellung einer StorageGRID HA-Gruppe fir FabricPool hangen von den Workloads
ab.

* Wenn Sie FabricPool fur primare Workload-Daten verwenden méchten, missen Sie eine HA-Gruppe
erstellen, die mindestens zwei Nodes fur Lastausgleich enthalt, um eine Unterbrechung des Datenabrufs
zu verhindern.

* Wenn Sie eine FabricPool Richtlinie fiir das reine Volume-Tiering nur flir Snapshots oder nicht fiir lokale
Performance-Tiers (z. B. Disaster Recovery-Standorte oder NetApp SnapMirror Ziele) verwenden
mdchten, kdnnen Sie eine HA-Gruppe mit nur einem Node konfigurieren.

Diese Anweisungen beschreiben die Einrichtung einer HA-Gruppe fiir Active-Backup HA (ein Node ist aktiv
und ein Node ist ein Backup). Moglicherweise verwenden Sie jedoch lieber DNS Round Robin oder Active-
Active HA. Informationen zu den Vorteilen dieser anderen HA-Konfigurationen finden Sie unter
"Konfigurationsoptionen fur HA-Gruppen".

Best Practices fur Lastausgleich fur FabricPool

Bevor Sie StorageGRID als FabricPool-Cloud-Tier einbinden, sollten Sie sich die Best
Practices fur die Verwendung von Load Balancern mit FabricPool ansehen.

Allgemeine Informationen zum StorageGRID Load Balancer und zum Load Balancer-Zertifikat finden Sie unter
"Uberlegungen zum Lastausgleich".
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Best Practices fur den Mandantenzugriff auf den fiir FabricPool verwendeten Load
Balancer-Endpunkt

Sie kdnnen steuern, welche Mandanten einen bestimmten Load Balancer-Endpunkt fiir den Zugriff auf ihre
Buckets verwenden kénnen. Sie kdnnen alle Mandanten erlauben, einige Mandanten zulassen oder einige
Mandanten blockieren. Wenn Sie einen Endpunkt fir die Lastverteilung fir die FabricPool-Nutzung erstellen,
wahlen Sie Alle Mandanten zulassen aus. ONTAP verschlisselt die in StorageGRID Buckets gespeicherten
Daten, sodass diese zusatzliche Sicherheitsschicht nur wenig zusatzliche Sicherheit bietet.

Best Practices fiir das Sicherheitszertifikat

Wenn Sie einen StorageGRID Load Balancer-Endpunkt fir die Verwendung mit FabricPool erstellen, geben
Sie das Sicherheitszertifikat an, mit dem ONTAP sich mit StorageGRID authentifizieren kann.

In den meisten Fallen sollte bei der Verbindung zwischen ONTAP und StorageGRID die TLS-Verschlisselung
(Transport Layer Security) verwendet werden. Die Verwendung von FabricPool ohne TLS-Verschlisselung
wird unterstitzt, aber nicht empfohlen. Wenn Sie das Netzwerkprotokoll fiir den Endpunkt des StorageGRID
Load Balancer auswahlen, wahlen Sie HTTPS aus. Stellen Sie dann das Sicherheitszertifikat bereit, mit dem
ONTAP sich mit StorageGRID authentifizieren kann.

Weitere Informationen zum Serverzertifikat fir einen Lastausgleichsendpunkt:

» "Verwalten von Sicherheitszertifikaten"
» "Uberlegungen zum Lastausgleich"

 "Hartungsrichtlinien fir Serverzertifikate"

Zertifikat zu ONTAP hinzufiigen

Wenn Sie StorageGRID als FabricPool-Cloud-Tier hinzufligen, missen Sie dasselbe Zertifikat auf dem
ONTAP-Cluster installieren, einschliel3lich des Stammzertifikats und aller untergeordneten
Zertifizierungsstellenzertifikate.

Managen Sie den Ablauf des Zertifikats

Wenn das Zertifikat zur Sicherung der Verbindung zwischen ONTAP und StorageGRID auslauft,
@ funktioniert FabricPool voriibergehend nicht mehr, und ONTAP verliert voriibergehend den
Zugriff auf Daten, die auf StorageGRID-Daten verteilt sind.

Befolgen Sie die folgenden Best Practices, um Probleme mit dem Ablauf von Zertifikaten zu vermeiden:

+ Uberwachen Sie sorgfaltig alle Warnungen, die darauf hinweisen, dass sich das Ablaufdatum des
Zertifikats nahert, z. B. das Endpunktzertifikat Ablauf des Load Balancer und Ablauf des globalen
Serverzertifikats fiir S3- und Swift-API-Warnungen.

* Halten Sie die StorageGRID- und ONTAP-Versionen des Zertifikats immer synchron. Wenn Sie das fur
einen Load Balancer-Endpunkt verwendete Zertifikat ersetzen oder erneuern, miissen Sie das von ONTAP
fur die Cloud-Tier verwendete Zertifikat ersetzen oder erneuern.

« Ein offentlich signiertes CA-Zertifikat verwenden. Wenn Sie ein von einer Zertifizierungsstelle signiertes
Zertifikat verwenden, kdnnen Sie die Grid-Management-API verwenden, um die Zertifikatrotation zu
automatisieren. So kdnnen Sie bald abgelaufende Zertifikate unterbrechungsfrei ersetzen.

* Wenn Sie ein selbstsigniertes StorageGRID-Zertifikat generiert haben und dieses Zertifikat kurz vor dem
Ablauf steht, missen Sie das Zertifikat sowohl in StorageGRID als auch in ONTAP manuell ersetzen,
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bevor das vorhandene Zertifikat ablauft. Wenn ein selbstsigniertes Zertifikat bereits abgelaufen ist,
deaktivieren Sie die Zertifikatvalidierung in ONTAP, um einen Zugriffsverlust zu verhindern.

Siehe "NetApp Knowledge Base: So konfigurieren Sie ein neues selbstsigniertes StorageGRID
Serverzertifikat fur eine vorhandene ONTAP FabricPool Implementierung” Weitere Anweisungen.

Best Practices fur die Verwendung von ILM mit FabricPool-
Daten

Wenn Sie FabricPool fur das Tiering von Daten fur StorageGRID verwenden, mussen Sie
die Anforderungen fur die Verwendung von StorageGRID Information Lifecycle
Management (ILM) mit FabricPool-Daten kennen.

FabricPool ist nicht mit den StorageGRID ILM-Regeln oder -Richtlinien bekannt. Wenn die

@ StorageGRID ILM-Richtlinie falsch konfiguriert ist, kann es zu Datenverlustqn kommen.
Ausflhrliche Informationen finden Sie unter "Erstellen Sie eine ILM-Regel: Uberblick" Und
"Erstellen Sie eine ILM-Richtlinie: Uberblick".

Richtlinien flir die Verwendung von ILM mit FabricPool

Bei Verwendung des FabricPool-Einrichtungsassistenten erstellt der Assistent automatisch eine neue ILM-
Regel fir jeden von Ihnen erstellten S3-Bucket, fligt diese Regel einer vorgeschlagenen Richtlinie hinzu und
fordert Sie zur Aktivierung der neuen Richtlinie im Rahmen des Assistenten auf. Die automatisch erstellte
Regel folgt den empfohlenen Best Practices: Sie verwendet 2+1 Erasure Coding an einem einzigen Standort.

Wenn Sie StorageGRID manuell konfigurieren und nicht den FabricPool Setup-Assistenten verwenden, lesen
Sie diese Richtlinien, um sicherzustellen, dass Ihre ILM-Regeln und ILM-Richtlinien fir FabricPool-Daten und
Ihre Geschaftsanforderungen geeignet sind. Mdglicherweise miissen Sie neue Regeln erstellen und Ihre aktive
ILM-Richtlinie aktualisieren, um diese Richtlinien zu erfillen.

 Sie kénnen jede beliebige Kombination aus Replizierung und Verfahren zur Einhaltung von
Datenkonsistenz zum Schutz von Cloud-Tiering-Daten verwenden.

Die empfohlene Best Practice besteht darin, ein 2+1-Verfahren zur Einhaltung von Datenkonsistenz an
einem Standort zu verwenden, um eine kosteneffiziente Datensicherung zu gewahrleisten. Das Verfahren
zur Einhaltung von Datenkonsistenz bendtigt zwar mehr CPU, bietet aber wesentlich weniger Storage-
Kapazitat als Replizierung. Die Schemata 4+1 und 6+1 bendtigen weniger Kapazitat als das Schema 2+1.
Die Schemata 4+1 und 6+1 sind jedoch weniger flexibel, wenn Sie wahrend der Grid-Erweiterung Storage-
Nodes hinzufiigen missen. Weitere Informationen finden Sie unter "Erweitern Sie Storage-Kapazitat fur
Objekte, die nach dem Erasure-Coding-Verfahren codiert wurden".

Jede auf FabricPool-Daten angewandte Regel muss entweder Erasure Coding verwenden oder
mindestens zwei replizierte Kopien erstellen.

Eine ILM-Regel, die immer nur eine replizierte Kopie erstellt, gefahrdet Daten permanent.
Wenn nur eine replizierte Kopie eines Objekts vorhanden ist, geht dieses Objekt verloren,

@ wenn ein Speicherknoten ausfallt oder einen betrachtlichen Fehler hat. Wahrend
Wartungsarbeiten wie Upgrades verlieren Sie auch vortibergehend den Zugriff auf das
Objekt.

» Wenn es notig ist "FabricPool-Daten aus StorageGRID entfernen”, Verwenden Sie ONTAP, um alle Daten
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flr das FabricPool-Volume abzurufen und auf die Performance-Tier zu Ubertragen.

Verwenden Sie zur Vermeidung von Datenverlust keine ILM-Regel, die auslauft oder die

@ Cloud-Tiering-Daten von FabricPool I6scht. Legen Sie den Aufbewahrungszeitraum in jeder
ILM-Regel auf Forever fest, um sicherzustellen, dass FabricPool Objekte nicht durch
StorageGRID ILM geléscht werden.

* Erstellen Sie keine Regeln, um Daten aus FabricPool Cloud-Tiers an einen anderen Speicherort zu
verschieben. Sie kdnnen keinen Cloud-Speicherpool verwenden, um FabricPool-Daten in einen anderen
Objektspeicher zu verschieben. Ebenso kdnnen Sie FabricPool-Daten nicht mit einem Archivknoten auf
Band archivieren.

Die Verwendung von Cloud Storage Pools mit FabricPool wird nicht unterstitzt, weil die
@ zusatzliche Latenz zum Abrufen eines Objekts aus dem Cloud-Storage-Pool-Ziel
hinzugeftigt wird.

* Ab ONTAP 9.8 kdnnen Sie optional Objekt-Tags erstellen, um Daten in Tiers zu klassifizieren und zu
sortieren und das Management zu erleichtern. Beispielsweise konnen Sie Tags nur auf FabricPool
Volumes festlegen, die an StorageGRID angebunden sind. Wenn Sie dann ILM-Regeln in StorageGRID
erstellen, kdbnnen Sie diese Daten mithilfe des erweiterten Filter Object Tag auswahlen und platzieren.

Weitere Best Practices fur StorageGRID und FabricPool

Wenn Sie ein StorageGRID-System flr die Verwendung mit FabricPool konfigurieren,
mussen Sie moglicherweise andere StorageGRID-Optionen andern. Bevor Sie eine
globale Einstellung &ndern, tiberlegen Sie, wie sich die Anderung auf andere S3-
Anwendungen auswirkt.

Uberwachungsmeldung und Protokollziele

FabricPool-Workloads verfligen oft Gber eine hohe Rate an Lesevorgangen, die ein hohes Volumen an Audit-
Nachrichten erzeugen konnen.

» Wenn Sie keine Aufzeichnung von Client-Leseoperationen fir FabricPool oder eine andere S3-Anwendung
benétigen, gehen Sie optional zu CONFIGURATION > Monitoring > Audit und Syslog-Server. Andern
Sie die Einstellung Client reads auf Error, um die Anzahl der im Auditprotokoll aufgezeichneten
Uberwachungsmeldungen zu verringern. Siehe "Konfigurieren von Uberwachungsmeldungen und
Protokollzielen" Entsprechende Details.

» Wenn Sie uber ein groRRes Grid verfigen, mehrere Arten von S3-Applikationen verwenden oder alle Audit-
Daten behalten mochten, konfigurieren Sie einen externen Syslog-Server und speichern Sie Audit-
Informationen Remote. Durch die Verwendung eines externen Servers werden die Auswirkungen der
Protokollierung von Audit-Nachrichten auf die Performance minimiert, ohne dass die Vollstandigkeit der
Audit-Daten reduziert wird. Siehe "Uberlegungen fiir externen Syslog-Server" Entsprechende Details.

Objektverschliisselung

Beim Konfigurieren von StorageGRID kénnen Sie optional den aktivieren "Globale Option fir Verschlisselung
gespeicherter Objekte" Falls Datenverschlisselung fiir andere StorageGRID Clients erforderlich ist. Die Daten,
die von FabricPool zu StorageGRID verschoben werden, sind bereits verschlisselt, d. h. die Aktivierung der
StorageGRID-Einstellung ist nicht erforderlich. Die Client-seitige Verschlisselung ist Eigentum von ONTAP.
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Objektkomprimierung

Aktivieren Sie beim Konfigurieren von StorageGRID nicht das "Globale Option zum Komprimieren
gespeicherter Objekte". Die Daten, die von FabricPool zu StorageGRID verschoben werden, werden bereits
komprimiert. Durch Verwendung der Option StorageGRID wird die Grof3e eines Objekts nicht weiter reduziert.

Bucket-Konsistenzstufe

Fur FabricPool Buckets ist die empfohlene Bucket-Konsistenzstufe Read-after-New-write, was die
Standardeinstellung fiir einen neuen Bucket ist. Bearbeiten Sie FabricPool Buckets nicht, um verfiigbar oder
eine andere Konsistenzstufe zu verwenden.

FabricPool Tiering

Wenn ein StorageGRID Node Storage verwendet, der von einem NetApp ONTAP System zugewiesen wurde,
vergewissern Sie sich, dass auf dem Volume keine FabricPool-Tiering-Richtlinie aktiviert ist. Wenn
beispielsweise ein StorageGRID Node auf einem VMware Host ausgeflihrt wird, stellen Sie sicher, dass fur
das Volume, das den Datastore fur den StorageGRID Node unterstutzt, keine FabricPool-Tiering-Richtlinie
aktiviert ist. Das Deaktivieren von FabricPool Tiering fiir Volumes, die in Verbindung mit StorageGRID Nodes
verwendet werden, vereinfacht die Fehlerbehebung und Storage-Vorgange.

Verwenden Sie FabricPool niemals, um StorageGRID-bezogene Daten in das Tiering zurlck zu

@ StorageGRID selbst zu verschieben. Das Tiering von StorageGRID-Daten zuriick in die
StorageGRID verbessert die Fehlerbehebung und reduziert die Komplexitat von betrieblichen
Ablaufen.
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