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Unterstutzung fur Amazon S3-REST-API

Details zur S3-REST-API-Implementierung

Das StorageGRID System implementiert die Simple Storage Service APl (API Version
2006-03-01) mit Unterstitzung der meisten Operationen und mit einigen
Einschrankungen. Wenn Sie S3 REST-API-Client-Applikationen integrieren, sind die
Implementierungsdetails bekannt.

Das StorageGRID System unterstitzt sowohl Virtual-Hosted-Style-Anforderungen als auch Anforderungen im
Pfadstil.

Umgang mit Daten

Die StorageGRID Implementierung der S3-REST-API unterstitzt nur glltige HTTP-Datumsformate.

Das StorageGRID-System unterstutzt nur gultige HTTP-Datumsformate fir alle Header, die Datumswerte
akzeptieren. Der Zeitbereich des Datums kann im Greenwich Mean Time (GMT)-Format oder im UTC-Format
(Universal Coordinated Time) ohne Zeitzonenversatz angegeben werden (+0000 muss angegeben werden).
Wenn Sie die einschliefen x-amz-date Kopfzeile in Ihrer Anfrage, es Uberschreibt alle Werte, die in der
Kopfzeile der Datumsanforderung angegeben sind. Bei Verwendung von AWS Signature Version 4, das x-
amz-date Die Kopfzeile muss in der signierten Anforderung vorhanden sein, da die Datumsuberschrift nicht
unterstutzt wird.

Allgemeine Anfragemopfe

Das StorageGRID-System unterstitzt die von definierten allgemeinen Anforderungsheader "Amazon Simple
Storage Service API-Referenz: Common Request Header", Mit einer Ausnahme.

Kopfzeile der Anfrage Implementierung
Autorisierung Vollstandige Unterstutzung fur AWS Signature Version 2
Unterstutzung fur AWS Signature Version 4, mit folgenden Ausnahmen:

* Der SHA256-Wert wird fir den Kérper der Anforderung nicht
berechnet. Der vom Benutzer eingereichte Wert wird ohne
Validierung angenommen, als ob der Wert UNSTIGNED-PAYLOAD
War fir die vorgesehen x-amz-content-sha256 Kopfzeile.

X-amz-Sicherheits-Token Nicht implementiert. Kehrt Zurliick XNot Implemented.

Allgemeine Antwortkopfzeilen

Das StorageGRID System unterstitzt alle gangigen Antwortheader, die durch die Simple Storage Service API
Reference definiert wurden. Eine Ausnahme bilden die Antwort.


https://docs.aws.amazon.com/AmazonS3/latest/API/RESTCommonRequestHeaders.html
https://docs.aws.amazon.com/AmazonS3/latest/API/RESTCommonRequestHeaders.html

Kopfzeile der Antwort Implementierung

X-amz-id-2 Nicht verwendet

Authentifizieren von Anfragen

Das StorageGRID-System unterstutzt GUber die S3-API sowohl authentifizierten als auch
anonymen Zugriff auf Objekte.

Die S3-API unterstitzt Signature Version 2 und Signature Version 4 zur Authentifizierung von S3-API-
Anforderungen.

Authentifizierte Anfragen missen mit lhrer Zugriffsschltissel-ID und Ihrem geheimen Zugriffsschliissel signiert
werden.

Das StorageGRID System untersttitzt zwei Authentifizierungsmethoden: Den HTTP Authorization
Kopfzeile und Verwendung von Abfrageparametern.

Verwenden Sie den HTTP-Autorisierungskopf

Das HTTP Authorization Kopfzeile wird von allen S3-API-Operationen verwendet aulder anonymen
Anfragen, sofern dies durch die Bucket-Richtlinie zulassig ist. Der Authorization Der Header enthalt alle
erforderlichen Signierungsdaten, um eine Anforderung zu authentifizieren.

Abfrageparameter verwenden

Sie kdnnen Abfrageparameter verwenden, um Authentifizierungsinformationen zu einer URL hinzuzufigen.
Dies wird als Vorsignierung der URL bezeichnet, mit der ein temporarer Zugriff auf bestimmte Ressourcen
gewahrt werden kann. Benutzer mit der vorgeschichteten URL mussen den geheimen Zugriffsschliissel nicht
kennen, um auf die Ressource zuzugreifen. So kénnen Sie beschrankten Zugriff von Drittanbietern auf eine
Ressource bereitstellen.

Betrieb auf dem Service

Das StorageGRID System unterstitzt die folgenden Vorgange beim Service.

Betrieb Implementierung
GET Service Wird mit dem gesamten Amazon S3-REST-API-Verhalten implementiert.
Anderungen vorbehalten.
(ListBuckets)
GET Storage-Auslastung Der Antrag ZUR GET Storage-Nutzung gibt Ihnen die Gesamtzahl des

verwendeten Storage durch ein Konto und flr jeden mit dem Account
verknipften Bucket an. Dies ist eine Operation auf dem Dienst mit
einem Pfad von / und einem benutzerdefinierten Abfrageparameter (?x-
ntap-sg-usage) Hinzugefugt.



Betrieb Implementierung

OPTIONEN / Client-Applikationen kénnen Probleme haben OPTIONS / Anfragen an
den S3-Port auf einem Storage-Node ohne die Zugangsdaten fiir die
S3-Authentifizierung, um zu ermitteln, ob der Storage-Node verfligbar
ist. Sie kdnnen diese Anforderung zum Monitoring verwenden oder um
zu erm0oglichen, dass externe Load Balancer eingesetzt werden, wenn
ein Storage-Node ausfallt.

Verwandte Informationen

"GET Storage-Auslastung"

Operationen auf Buckets

Das StorageGRID System unterstutzt fur jedes S3-Mandantenkonto maximal 1,000
Buckets.

Einschrankungen fiir Bucket-Namen folgen den regionalen Einschrankungen des AWS US Standard. Sie
sollten sie jedoch weiter auf DNS-Namenskonventionen beschranken, um Anforderungen im virtuellen Hosted-
Stil von S3 zu unterstitzen.

Weitere Informationen finden Sie im Folgenden:

* "Amazon Web Services (AWS) Dokumentation: Bucket-Einschrankungen und -Einschrankungen"
+ "Konfigurieren Sie die Dom&nennamen des S3-Endpunkts”

Operationen ,GET Bucket® (Listenobjekte) und ,GET Bucket-Versionen® unterstiitzen die StorageGRID-
Konsistenzkontrollen.

Sie kdnnen Uberpriifen, ob fir einzelne Buckets Updates zur letzten Zugriffszeit aktiviert oder deaktiviert
wurden.

In der folgenden Tabelle wird beschrieben, wie StorageGRID S3-REST-API-Bucket-Operationen implementiert
Um einen dieser Vorgange durchzufthren, missen die erforderlichen Anmeldedaten fur den Zugriff fur das
Konto bereitgestellt werden.

Betrieb Implementierung

Bucket LOSCHEN Durch diesen Vorgang wird der Bucket geldscht.
Bucket-Cors LOSCHEN  Durch diesen Vorgang wird die CORS-Konfiguration fiir den Bucket geléscht.

Bucket-Verschlisselung  Bei diesem Vorgang wird die Standardverschllisselung aus dem Bucket geldscht.
LOSCHEN Vorhandene verschlisselte Objekte bleiben verschliisselt, neue Objekte, die dem
Bucket hinzugefligt wurden, werden jedoch nicht verschlisselt.

Bucket-Lebenszyklus Bei diesem Vorgang wird die Lebenszyklukonfiguration aus dem Bucket geldscht.
LOSCHEN Siehe "S3-Lebenszykluskonfiguration erstellen”.


https://docs.netapp.com/de-de/storagegrid-117/s3/get-storage-usage-request.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/BucketRestrictions.html
https://docs.netapp.com/de-de/storagegrid-117/admin/configuring-s3-api-endpoint-domain-names.html
https://docs.netapp.com/de-de/storagegrid-117/s3/create-s3-lifecycle-configuration.html

Betrieb

Bucket-Richtlinie
LOSCHEN

Bucket-Replizierung
LOSCHEN

Bucket-Tagging
LOSCHEN

GET Bucket
(ListObjects)

(ListObjectsV2)

Get Bucket-
Objektversionen

(ListObjectVersions)

Bucket-acl ABRUFEN

Bucket-Cors ABRUFEN

Get Bucket-
Verschllsselung

BUCKET-Lebenszyklus
ABRUFEN

(GetBucketLifecycleConfi
guration)

Bucket-Speicherort
ABRUFEN

Implementierung

Bei diesem Vorgang wird die Richtlinie geldscht, die dem Bucket zugeordnet ist.

Bei diesem Vorgang wird die an den Bucket angeschlossene
Replizierungskonfiguration geldscht.

Dieser Vorgang verwendet das tagging unterressource, um alle Tags aus einem
Bucket zu entfernen

Dieser Vorgang gibt einige oder alle (bis zu 1,000) Objekte in einem Bucket
zuruck. Die Speicherklasse fir Objekte kann einen von zwei Werten haben, auch
wenn das Objekt mit aufgenommen wurde REDUCED REDUNDANCY Option fur
Storage-Klasse:

* STANDARD, Die angibt, dass das Objekt in einem Speicherpool gespeichert
wird, der aus Storage-Nodes besteht.

* GLACIER, Dies bedeutet, dass das Objekt in den vom Cloud-Speicherpool
angegebenen externen Bucket verschoben wurde.

Wenn der Bucket eine groRe Anzahl von geléschten Schlisseln enthalt, die
dasselbe Prafix haben, kann die Antwort einige enthalten CommonPrefixes Die
keine Schllssel enthalten.

Mit LESEZUGRIFF auf einen Bucket erfolgt dieser Vorgang mit dem versions
unterressource listet Metadaten aller Versionen von Objekten im Bucket auf.

Dieser Vorgang gibt eine positive Antwort und die ID, DisplayName und die
Erlaubnis des Bucket-Besitzers zuriick, was darauf hinweist, dass der Besitzer
vollen Zugriff auf den Bucket hat.

Dieser Vorgang gibt den zuriick cors Konfiguration fir den Bucket.

Dieser Vorgang gibt die Standardverschliisselungskonfiguration fir den Bucket
zuruck.

Dieser Vorgang gibt die Lifecycle-Konfiguration fur den Bucket zurtick. Siehe "S3-
Lebenszykluskonfiguration erstellen”.

Dieser Vorgang gibt die Region zuriick, die mit dem festgelegt wurde
LocationConstraint Elementin DER PUT Bucket Anforderung. Wenn der
Eimer-Bereich ist us-east-1, Eine leere Zeichenfolge wird fir die Region
zurtickgegeben.


https://docs.netapp.com/de-de/storagegrid-117/s3/create-s3-lifecycle-configuration.html
https://docs.netapp.com/de-de/storagegrid-117/s3/create-s3-lifecycle-configuration.html

Betrieb

Bucket-Benachrichtigung
ABRUFEN

(GetBucketNotificationCo
nfiguration)

Get Bucket-Richtlinie

GET Bucket-Replizierung

Get Bucket-Tagging

Get Bucket-Versionierung

Konfiguration der
Objektsperre ABRUFEN

EIMER

Implementierung

Dieser Vorgang gibt die Benachrichtigungskonfiguration an den Bucket zurtick.

Dieser Vorgang gibt die Richtlinie zurtick, die dem Bucket zugeordnet ist.

Dieser Vorgang gibt die am Bucket angeschlossene Replizierungskonfiguration
zuruck.

Dieser Vorgang verwendet das tagging unterressource, um alle Tags fur einen
Bucket zurtickzugeben

Diese Implementierung verwendet das versioning subressource zur Rickgabe
des Versionierungsstatus eines Buckets.

* Blank: Versionierung wurde noch nie aktiviert (Bucket ist ,Unversioniert®)
* Aktiviert: Versionierung ist aktiviert

» Suspendiert: Die Versionierung war zuvor aktiviert und wird ausgesetzt

Dieser Vorgang liefert den Bucket-Standardaufbewahrungsmodus und den
Standardaufbewahrungszeitraum, sofern konfiguriert.

Siehe "Konfigurieren Sie die S3-Objektsperre tber die S3-REST-API".

Dieser Vorgang bestimmt, ob ein Bucket vorhanden ist und Sie Uber die
Berechtigung zum Zugriff auf ihn verfligen.

Dieser Vorgang liefert Folgendes zurtick:

* x-ntap-sg-bucket-id: Die UUID des Buckets im UUID-Format.

* x-ntap-sg-trace-id: Die eindeutige Trace-ID der zugehorigen Anfrage.


https://docs.netapp.com/de-de/storagegrid-117/s3/use-s3-api-for-s3-object-lock.html

Betrieb
Put Bucket

Bucket-Cors EINGEBEN

Implementierung

Durch diesen Vorgang wird ein neuer Bucket erstellt. Mit dem Erstellen des
Buckets werden Sie zum Bucket-Eigentiimer.

Bucket-Namen mussen die folgenden Regeln einhalten:

> Jedes StorageGRID System muss eindeutig sein (nicht nur innerhalb des
Mandantenkontos).

o Muss DNS-konform sein.
o Darf mindestens 3 und nicht mehr als 63 Zeichen enthalten.

o Kann eine Reihe von einer oder mehreren Etiketten sein, wobei
angrenzende Etiketten durch einen Zeitraum getrennt sind. Jedes Etikett
muss mit einem Kleinbuchstaben oder einer Zahl beginnen und enden. Es
kénnen nur Kleinbuchstaben, Ziffern und Bindestriche verwendet werden.

o Darf nicht wie eine Text-formatierte IP-Adresse aussehen.

o Perioden sollten nicht in Anforderungen im virtuellen gehosteten Stil
verwendet werden. Perioden verursachen Probleme bei der Uberpriifung
des Server-Platzhalterzertifikats.

Standardmafig werden Buckets im erstellt us-east-1 Region; jedoch
kdnnen Sie die verwenden LocationConstraint Anforderungselement im
Anforderungskdrper, um eine andere Region anzugeben. Bei Verwendung
des LocationConstraint Element, Sie missen den genauen Namen einer
Region angeben, die mit dem Grid Manager oder der Grid Management API
definiert wurde. Wenden Sie sich an Ihren Systemadministrator, wenn Sie den
zu verwendenden Regionalnamen nicht kennen.

Hinweis: Ein Fehler tritt auf, wenn lhre PUT Bucket-Anforderung eine Region
verwendet, die nicht in StorageGRID definiert wurde.

Sie kénnen die einschliellen x-amz-bucket-object-lock-enabled
Kopfzeile zum Erstellen eines Buckets anfordern, wobei S3-Objektsperre
aktiviert ist. Siehe "Konfigurieren Sie die S3-Objektsperre Uber die S3-REST-
API".

Sie mulssen die S3-Objektsperre aktivieren, wenn Sie den Bucket erstellen.
Sie kdnnen S3-Objektsperre nicht hinzufiigen oder deaktivieren, nachdem ein
Bucket erstellt wurde. Fur die S3-Objektsperre ist eine Bucket-Versionierung
erforderlich. Diese wird bei der Erstellung des Buckets automatisch aktiviert.

Mit diesem Vorgang wird die CORS-Konfiguration fiir einen Bucket festgelegt,
damit der Bucket die Cross-Origin-Requests bedienen kann. CORS (Cross-Origin
Resource Sharing) ist ein Sicherheitsmechanismus, mit dem Client-
Webanwendungen in einer Doméne auf Ressourcen in einer anderen Doméane
zugreifen kdnnen. Angenommen, Sie verwenden einen S3-Bucket mit dem
Namen images Zum Speichern von Grafiken. Durch Festlegen der CORS-
Konfiguration fir das images Bucket: Sie kdnnen zulassen, dass die Bilder in
diesem Bucket auf der Website angezeigt werden http://www.example.com.


https://docs.netapp.com/de-de/storagegrid-117/s3/use-s3-api-for-s3-object-lock.html
https://docs.netapp.com/de-de/storagegrid-117/s3/use-s3-api-for-s3-object-lock.html

Betrieb

Bucket-Verschlisselung

PUT Bucket-
Lebenszyklus

(PutkBucketLifecycleConfi
guration)

Implementierung

Dieser Vorgang legt den Standardverschlisselungsstatus eines vorhandenen
Buckets fest. Bei aktivierter Verschliisselung auf Bucket-Ebene sind alle neuen
dem Bucket hinzugefligten Objekte verschlisselt.StorageGRID unterstutzt
serverseitige Verschlisselung mit von StorageGRID gemanagten Schlusseln.
Wenn Sie die Konfigurationsregel fir die serverseitige Verschlisselung angeben,
legen Sie die fest SSEAlgorithm Parameter an AES256 " Und verwenden Sie
nicht die ‘KMSMasterKeyID Parameter.

Die Standardverschlisselungskonfiguration von Buckets wird ignoriert, wenn in
der Anfrage fur das Hochladen von Objekten bereits eine Verschlisselung
angegeben ist (d. h., wenn die Anforderung den umfasst x-amz-server-side-
encryption-* Kopfzeile der Anfrage).

Dieser Vorgang erstellt eine neue Lifecycle-Konfiguration flr den Bucket oder
ersetzt eine vorhandene Lifecycle-Konfiguration. StorageGRID unterstitzt in einer
Lebenszykluskonfiguration bis zu 1,000 Lebenszyklusregeln. Jede Regel kann die
folgenden XML-Elemente enthalten:

Ablauf (Tage, Datum)

NoncurrentVersionExpiration (NoncurrentDays)
Filter (Prafix, Tag)

 Status

« ID

StorageGRID bietet folgende MalRnahmen nicht:

» AbortinsetteMultipartUpload
» ExpiredObjectDeleteMarker
+ Ubergang

Siehe "S3-Lebenszykluskonfiguration erstellen”. Informationen tber die
Interaktion der Aktion ,Ablauf* in einem Bucket-Lebenszyklus mit den
Anweisungen zur ILM-Platzierung finden Sie unter "Wie ILM im gesamten Leben
eines Objekts funktioniert".

Hinweis: Die Konfiguration des Bucket-Lebenszyklus kann fiir Buckets verwendet
werden, fur die S3-Objektsperre aktiviert ist. Die Bucket-
Lebenszykluskonfiguration wird jedoch fiir altere kompatible Buckets nicht
unterstitzt.


https://docs.netapp.com/de-de/storagegrid-117/s3/create-s3-lifecycle-configuration.html
https://docs.netapp.com/de-de/storagegrid-117/ilm/how-ilm-operates-throughout-objects-life.html
https://docs.netapp.com/de-de/storagegrid-117/ilm/how-ilm-operates-throughout-objects-life.html

Betrieb Implementierung

PUT Bucket- Mit diesem Vorgang werden Benachrichtigungen fir den Bucket mithilfe der im
Benachrichtigung Anfraentext enthaltenen XML-Benachrichtigungskonfiguration konfiguriert. Sie
sollten folgende Implementierungsdetails kennen:
(PutkBucketNotificationCo
nfiguration) » StorageGRID unterstitzt SNS-Themen (Simple Notification Service) als Ziele.
SQS (Simple Queue Service)- oder Amazon Lambda-Endpunkte werden nicht
unterstatzt.

 Das Ziel fiur Benachrichtigungen muss als URN eines StorageGRID-
Endpunkts angegeben werden. Endpunkte kénnen mit dem Mandanten-
Manager oder der Mandanten-Management-API erstellt werden.

Der Endpunkt muss vorhanden sein, damit die
Benachrichtigungskonfiguration erfolgreich ausgefiihrt werden kann. Wenn
der Endpunkt nicht vorhanden ist, A 400 Bad Request Der Code gibt einen
Fehler zurlick InvalidArgument.

+ Sie konnen keine Benachrichtigung fur die folgenden Ereignistypen
konfigurieren. Diese Ereignistypen werden nicht unterstitzt.

° s3:ReducedRedundancyLostObject
° s3:0bjectRestore:Completed

» Aus StorageGRID gesendete Ereignisbenachrichtigungen verwenden das
JSON-Standardformat, auf3er dass sie einige Schllssel nicht enthalten und
bestimmte Werte fiir andere verwenden, wie in der folgenden Liste gezeigt:

o EventSource
sgws:s3

> AwsRegion
Nicht enthalten

o * X-amz-id-2*
Nicht enthalten

o arn

urn:sgws:s3:::bucket name

Bucket-Richtlinie Dieser Vorgang legt die Richtlinie fest, die an den Bucket gebunden ist.



Betrieb
PUT Bucket-Replizierung

Implementierung

Dieser Vorgang wird konfiguriert "StorageGRID CloudMirror Replizierung" Fur
den Bucket unter Verwendung der XML-Replikationskonfiguration, die im
Anforderungskorper bereitgestellt wurde. Fir die CloudMirror-Replikation sollten
Sie die folgenden Implementierungsdetails beachten:

StorageGRID unterstitzt nur V1 der Replizierungskonfiguration. Das
bedeutet, dass StorageGRID die Verwendung von nicht unterstiitzt Filter
Element fir Regeln und folgt V1-Konventionen zum Léschen von
Objektversionen. Weitere Informationen finden Sie im "Amazon S3-
Dokumentation zur Replizierungskonfiguration".

Die Bucket-Replizierung kann fir versionierte oder nicht versionierte Buckets
konfiguriert werden.

Sie kénnen in jeder Regel der XML-Replikationskonfiguration einen anderen
Ziel-Bucket angeben. Ein Quell-Bucket kann auf mehrere Ziel-Bucket
replizieren.

Ziel-Buckets mussen als URN der StorageGRID-Endpunkte angegeben
werden, wie im Mandantenmanager oder der Mandantenmanagement-API
angegeben. Siehe "CloudMirror-Replizierung konfigurieren".

Der Endpunkt muss vorhanden sein, damit die Replizierungskonfiguration
erfolgreich ausgefuhrt werden kann. Wenn der Endpunkt nicht vorhanden ist,
schlagt die Anforderung als a fehl 400 Bad Request. In der Fehlermeldung
steht: Unable to save the replication policy. The specified
endpoint URN does not exist: URN.

Sie missen keinen angeben Role In der Konfigurations-XML. Dieser Wert
wird von StorageGRID nicht verwendet und wird bei der Einreichung ignoriert.

Wenn Sie die Storage-Klasse aus der XML-Konfiguration weglassen,
verwendet StorageGRID das STANDARD Standardmafig Storage-Klasse.

Wenn Sie ein Objekt aus dem Quell-Bucket I6schen oder den Quell-Bucket
selbst [6schen, sieht das Verhalten der regionsubergreifenden Replizierung
wie folgt aus:

> Wenn Sie das Objekt oder den Bucket I6schen, bevor es repliziert wurde,
wird das Objekt/Bucket nicht repliziert, und Sie werden nicht
benachrichtigt.

> Wenn Sie das Objekt oder Bucket nach der Replizierung I6schen, befolgt
StorageGRID das standardmaflige Loschverhalten von Amazon S3 fir
die V1 der regionsubergreifenden Replizierung.


https://docs.netapp.com/de-de/storagegrid-117/tenant/understanding-cloudmirror-replication-service.html
https://docs.aws.amazon.com/AmazonS3/latest/userguide/replication-add-config.html
https://docs.aws.amazon.com/AmazonS3/latest/userguide/replication-add-config.html
https://docs.netapp.com/de-de/storagegrid-117/tenant/configuring-cloudmirror-replication.html

Betrieb
PUT Bucket-Tagging

PUT Bucket-
Versionierung

PUT Objekt Lock-
Konfiguration

Verwandte Informationen
"Konsistenzkontrollen"

Implementierung

Dieser Vorgang verwendet das tagging unterressource, um einen Satz von
Tags fur einen Bucket hinzuzufligen oder zu aktualisieren Beachten Sie beim
Hinzuflgen von Bucket-Tags die folgenden Einschrankungen:

» StorageGRID und Amazon S3 unterstiitzen fir jeden Bucket bis zu 50 Tags.

* Tags, die einem Bucket zugeordnet sind, missen eindeutige Tag-Schlissel
haben. Ein Tag-Schlissel kann bis zu 128 Unicode-Zeichen lang sein.

* Die Tag-Werte kdnnen bis zu 256 Unicode-Zeichen lang sein.

* Bei den Schlisseln und Werten wird die GroRR-/Kleinschreibung beachtet.

Diese Implementierung verwendet das versioning unterressource, um den
Versionierungsstatus eines vorhandenen Buckets festzulegen. Sie kénnen den
Versionierungsstatus mit einem der folgenden Werte festlegen:

* Aktiviert: Versionierung fir die Objekte im Bucket Alle dem Bucket
hinzugefiigten Objekte erhalten eine eindeutige Version-ID.

» Suspendiert: Deaktiviert die Versionierung fir die Objekte im Bucket. Alle dem
Bucket hinzugefugten Objekte erhalten die Version-ID null.

Dieser Vorgang konfiguriert oder entfernt den Bucket-
Standardaufbewahrungsmodus und den Standardaufbewahrungszeitraum.

Wenn der Standardaufbewahrungszeitraum geandert wird, bleiben die bisherigen
Objektversionen unverandert und werden im neuen
Standardaufbewahrungszeitraum nicht neu berechnet.

Siehe "Konfigurieren Sie die S3-Objektsperre Uber die S3-REST-API"
Ausflhrliche Informationen finden Sie unter.

"ZEITPUNKT des letzten Zugriffs FUR den Bucket ABRUFEN"

"Verwendung von Bucket- und Gruppenzugriffsrichtlinien”

"S3-Vorgange werden in Prifprotokollen nachverfolgt"

Benutzerdefinierte Vorgange fiir Buckets

Das StorageGRID System unterstutzt benutzerdefinierte Bucket-Vorgange, die der S3-
REST-API hinzugefiugt wurden und sich speziell auf das System bezieht.

In der folgenden Tabelle sind die von StorageGRID unterstitzten benutzerdefinierten Bucket-Vorgange

aufgefihrt.
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https://docs.netapp.com/de-de/storagegrid-117/s3/use-s3-api-for-s3-object-lock.html
https://docs.netapp.com/de-de/storagegrid-117/s3/consistency-controls.html
https://docs.netapp.com/de-de/storagegrid-117/s3/get-bucket-last-access-time-request.html
https://docs.netapp.com/de-de/storagegrid-117/s3/bucket-and-group-access-policies.html
https://docs.netapp.com/de-de/storagegrid-117/s3/s3-operations-tracked-in-audit-logs.html

Betrieb

Get Bucket-Konsistenz

PUT Bucket-Konsistenz

ZEITPUNKT des letzten Zugriffs
FUR den Bucket ABRUFEN

PUT Bucket-Zeit fur den letzten
Zugriff

Konfiguration fir die
Benachrichtigung tber Bucket-
Metadaten LOSCHEN

Konfiguration der Bucket-
Metadaten-Benachrichtigungen
ABRUFEN

PUT Bucket-Metadaten-
Benachrichtigungskonfiguration

Bucket mit Compliance-

Einstellungen

Bucket-Compliance

BUCKET-Compliance

Beschreibung

Gibt die auf einen bestimmten
Bucket angewendete
Konsistenzstufe zurlick.

Legt die Konsistenzstufe flr einen
bestimmten Bucket fest.

Gibt an, ob Updates der letzten
Zugriffszeit flir einen bestimmten
Bucket aktiviert oder deaktiviert
wurden.

Hiermit kdnnen Sie Updates der
letzten Zugriffszeit fir einen
bestimmten Bucket aktivieren oder
deaktivieren.

Léscht die XML-Konfiguration fr
die Metadatenbenachrichtigung,
die mit einem bestimmten Bucket
verknUpft ist.

Gibt die XML-XML-
Benachrichtigungskonfiguration flr
Metadaten zuriick, die einem
bestimmten Bucket zugeordnet ist.

Konfiguriert den Metadaten-
Benachrichtigungsdienst fur einen
Bucket

Veraltet und nicht unterstitzt: Sie
kdonnen keine neuen Buckets mit
aktivierter Compliance mehr
erstellen.

Veraltet, aber unterstitzt: Gibt die
Compliance-Einstellungen zurck,
die derzeit fUr einen vorhandenen
Legacy-konformen Bucket wirksam
sind.

Veraltet, aber unterstitzt:
Ermoglicht es Ihnen, die

Compliance-Einstellungen fur einen

vorhandenen, alteren konformen
Bucket zu andern.

Finden Sie weitere Informationen

"Get Bucket-Konsistenz"

"PUT Bucket-Konsistenz"

"ZEITPUNKT des letzten Zugriffs
FUR den Bucket ABRUFEN"

"PUT Bucket-Zeit fir den letzten
Zugriff"

"Konfiguration fiir die
Benachrichtigung tUber Bucket-
Metadaten LOSCHEN"

"Konfiguration der Bucket-
Metadaten-Benachrichtigungen
ABRUFEN"

"PUT Bucket-Metadaten-
Benachrichtigungskonfiguration”

"Veraltet: Put Bucket mit
Compliance-Einstellungen”

"Veraltet: EINHALTUNG von
Bucket ABRUFEN"

"Veraltet: EINHALTUNG VON PUT
Bucket"
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Verwandte Informationen

"S3-Vorgange werden in den Audit-Protokollen protokolliert"

Operationen fur Objekte

In diesem Abschnitt wird beschrieben, wie das StorageGRID System S3-REST-API-
Vorgange fur Objekte implementiert.

Die folgenden Bedingungen gelten fir alle Objektvorgange:
» StorageGRID "Konsistenzkontrollen" Werden von allen Operationen auf Objekten unterstutzt, mit
Ausnahme der folgenden:
o GET Objekt-ACL
° OPTIONS /
o LEGALE Aufbewahrung des Objekts EINGEBEN
o AUFBEWAHRUNG von Objekten
o Wabhlen Sie Objektinhalt

» Widerspruchliche Clientanforderungen, wie z. B. zwei Clients, die in denselben Schlissel schreiben,
werden auf der Grundlage der ,neuesten Wins* gelst. Der Zeitpunkt fur die Auswertung ,1atest-WINS"
basiert darauf, wann das StorageGRID System eine bestimmte Anfrage abschlief3t, und nicht auf, wenn
S3-Clients einen Vorgang starten.

+ Alle Objekte in einem StorageGRID-Bucket sind im Eigentum des Bucket-Inhabers. Dies umfasst Objekte,
die von einem anonymen Benutzer oder einem anderen Konto erstellt wurden.

 Der Zugriff auf Datenobjekte, die Uber Swift in das StorageGRID System aufgenommen wurden, ist nicht
Uber S3 maglich.

In der folgenden Tabelle wird beschrieben, wie StorageGRID S3-REST-API-Objektvorgange implementiert.
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Betrieb
Objekt LOSCHEN

LOSCHEN Sie mehrere Objekte

(DeleteObjects)

Implementierung

Multi-Faktor Authentication (MFA) und Response Header x-amz-mfa
Werden nicht unterstitzt.

Bei der Verarbeitung einer LOSCHOBJEKTANFORDERUNG versucht
StorageGRID, alle Kopien des Objekts sofort von allen gespeicherten
Speicherorten zu entfernen. Wenn erfolgreich, gibt StorageGRID sofort
eine Antwort an den Client zurlick. Wenn nicht innerhalb von 30
Sekunden alle Kopien entfernt werden kdénnen (z. B. weil ein Speicherort
vorubergehend nicht verfugbar ist), stellt StorageGRID die Kopien in
eine Warteschlange zur Entfernung und zeigt dann den Erfolg des
Clients an.

Versionierung

Um eine bestimmte Version zu entfernen, muss der Anforderer der
Bucket-Eigentimer sein und den verwenden versionId
unterressource. Durch die Verwendung dieser Unterressource wird
die Version dauerhaft geléscht. Wenn der versionId Entspricht
einer Léschen-Markierung, dem Antwortkopf x-amz-delete-
marker Wird auf festgelegt true.

* Wird ein Objekt ohne geldscht versionId unterressource auf
einem Bucket mit Versionsfunktion fiihrt zur Generierung einer
Léschmarkierung. Der versionId Fur die Loschen-Markierung
wird mit dem zurtickgegeben x-amz-version-id Kopfzeile der
Antwort und das x-amz-delete-marker Der Antwortkopf wird
auf festgelegt true.

* Wird ein Objekt ohne geldscht versionId unterressource in
einem Version suspended Bucket flhrt es zu einer dauerhaften
Ldschung einer bereits vorhandenen 'null' Version oder eines
'null' Ldschmarker und der Generierung eines neuen 'null’
Léschmarker. Der x-amz-delete-marker Der Antwortkopf
wird auf festgelegt true.

Hinweis: In bestimmten Fallen kénnen flr ein Objekt mehrere
Ldschen-Marker vorhanden sein.

Siehe "Konfigurieren Sie die S3-Objektsperre Uber die S3-REST-API"
Anleitung zum Loschen von Objektversionen im GOVERNANCE-Modus.

Multi-Faktor Authentication (MFA) und Response Header x-amz-mfa
Werden nicht unterstitzt.

In derselben Anforderungsmeldung kénnen mehrere Objekte geldscht
werden.

Siehe "Konfigurieren Sie die S3-Objektsperre liber die S3-REST-API"
Anleitung zum Léschen von Objektversionen im GOVERNANCE-Modus.
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Betrieb
Objekt-Tagging LOSCHEN

GET Objekt

GET Objekt-ACL

HOLD-Aufbewahrung flir Objekte
Aufbewahrung von Objekten

GET Objekt-Tagging

HEAD Objekt

WIEDERHERSTELLUNG VON
POSTOBJEKTEN

PUT Objekt
PUT Objekt - Kopieren

LEGALE Aufbewahrung des
Objekts EINGEBEN

AUFBEWAHRUNG von Objekten
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Implementierung

Verwendet das tagging unterressource, um alle Tags aus einem
Objekt zu entfernen.

Versionierung

Wenn der versionId Der Abfrageparameter wird in der
Anforderung nicht angegeben. Der Vorgang l6scht alle Tags von der
neuesten Version des Objekts in einem versionierten Bucket. Wenn
die aktuelle Version des Objekts ein L6schen-Marker ist, wird mit
dem ein Status ,MethodNotAllowed" zuriickgegeben x-amz-
delete-marker Antwortkopfzeile auf gesetzt true.

"GET Objekt"

Wenn flr das Konto die erforderlichen Zugangsdaten bereitgestellt
werden, gibt der Vorgang eine positive Antwort und die ID, DisplayName
und die Berechtigung des Objekteigentiimers zurlick und gibt an, dass
der Eigentimer vollen Zugriff auf das Objekt hat.

"Konfigurieren Sie die S3-Objektsperre Giber die S3-REST-API"

"Konfigurieren Sie die S3-Objektsperre Gber die S3-REST-API"

Verwendet das tagging unterressource, um alle Tags fur ein Objekt
zurtickzugeben.

Versionierung

Wenn der versionId Der Abfrageparameter wird in der
Anforderung nicht angegeben. Der Vorgang gibt alle Tags der
neuesten Version des Objekts in einem versionierten Bucket zurlick.
Wenn die aktuelle Version des Objekts ein Loschen-Marker ist, wird
mit dem ein Status ,MethodNotAllowed" zurlickgegeben x-amz-
delete-marker Antwortkopfzeile auf gesetzt true.

"HEAD Objekt"

"WIEDERHERSTELLUNG VON POSTOBJEKTEN"

"PUT Objekt"
"PUT Objekt - Kopieren"

"Konfigurieren Sie die S3-Objektsperre Uber die S3-REST-API"

"Konfigurieren Sie die S3-Objektsperre lGiber die S3-REST-API"
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Betrieb
PUT Objekt-Tagging

Implementierung

Verwendet das tagging unterressource, um einem vorhandenen
Objekt einen Satz von Tags hinzuzufligen.

Grenzwerte fiir Objekt-Tags

Sie kdnnen neue Objekte mit Tags hinzufligen, wenn Sie sie
hochladen, oder Sie kbnnen sie zu vorhandenen Objekten
hinzufigen. StorageGRID und Amazon S3 unterstutzen bis zu 10
Tags fur jedes Objekt. Tags, die einem Objekt zugeordnet sind,
mussen Uber eindeutige Tag-Schlussel verfligen. Ein Tag-Schlissel
kann bis zu 128 Unicode-Zeichen lang sein, und Tag-Werte kénnen
bis zu 256 Unicode-Zeichen lang sein. Bei den Schllisseln und
Werten wird die Gro3-/Kleinschreibung beachtet.

Tag-Updates und Ingest-Verhalten

Wenn Sie PUT Objekt-Tagging zum Aktualisieren der Tags eines
Objekts verwenden, nimmt StorageGRID das Objekt nicht erneut auf.
Das bedeutet, dass die in der Ubereinstimmenden ILM-Regel
angegebene Option fir das Aufnahmeverhalten nicht verwendet wird.
Samtliche durch das Update ausgelésten Anderungen an der
Objektplatzierung werden vorgenommen, wenn ILM durch normale
ILM-Prozesse im Hintergrund neu bewertet wird.

Das heildt, wenn die ILM-Regel die strikte Option flr das
Aufnahmeverhalten verwendet, werden keine MalRnahmen ergriffen,
wenn die erforderlichen Objektplatzierungen nicht vorgenommen
werden kdnnen (z. B. weil ein neu erforderlicher Speicherort nicht
verfugbar ist). Das aktualisierte Objekt behalt seine aktuelle
Platzierung bei, bis die erforderliche Platzierung moglich ist.

Konflikte l16sen

Widerspruchliche Clientanforderungen, wie z. B. zwei Clients, die in
denselben Schlissel schreiben, werden auf ,1atest-WINs“-Basis
geldst. Der Zeitpunkt fir die Auswertung ,1atest-WINS" basiert
darauf, wann das StorageGRID System eine bestimmte Anfrage
abschlief3t, und nicht auf, wenn S3-Clients einen Vorgang starten.

Versionierung

Wenn der versionId Der Abfrageparameter wird in der
Anforderung nicht angegeben, und der Vorgang fiigt Tags zur
aktuellen Version des Objekts in einem versionierten Bucket hinzu.
Wenn die aktuelle Version des Objekts ein Léschen-Marker ist, wird
mit dem ein Status ,MethodNotAllowed"* zurlickgegeben x-amz-
delete-marker Antwortkopfzeile auf gesetzt true.

SelektierObjectContent "SelektierObjectContent"

Verwandte Informationen
"S3-Vorgange werden in Prifprotokollen nachverfolgt"
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Verwenden Sie S3 Select

StorageGRID unterstutzt die folgenden Amazon S3 Select-Klauseln, Datentypen und
Operatoren fur die "SelectObjectContent, Befehl".

@ Nicht aufgefuhrte Elemente werden nicht unterstitzt.

Syntax finden Sie unter "SelektierObjectContent". Weitere Informationen zu S3 Select finden Sie im "AWS-
Dokumentation fir S3 Select".

Nur Mandantenkonten, fir die S3 Select aktiviert ist, kbnnen SelectObjectContent-Abfragen ausgeben. Siehe
"Uberlegungen und Anforderungen bei der Verwendung von S3 Select".

Klauseln

* Wahlen Sie die Liste aus

* FROM-Klausel

« WHERE-Klausel

+ BEGRENZUNGSKLAUSEL

Datentypen

* bool

» Ganzzahl

» Zeichenfolge

» Schweben

* Dezimal, numerisch

» Zeitstempel

Operatoren

Logische Operatoren

* UND
* NICHT
« ODER

Vergleichsoperatoren
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. !:
* ZWISCHEN
* IN

Operatoren fiir die Musteranpassung

« GEFALLT MIR

* %
Einheitliche Operatoren

* IST NULL
* IST NICHT NULL

Mathematische Operatoren

* %

StorageGRID folgt der Prioritdt des Amazon S3 Select-Operators.

Aggregatfunktionen

- DURCHSCHN.()
« ANZAHL (*)

« MAX.()

- MIN.()

- SUMME()

Bedingte Funktionen

* FALL
« ZUSAMMENSCHMELZEN
* NULL LIF

Konvertierungsfunktionen

« CAST (fir unterstitzten Datentyp)

Datumsfunktionen

« DATUM_HINZUFUGEN
» DATE_DIFF
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« EXTRAHIEREN

. TO_STRING

. TO_ZEITSTEMPEL
« UTCNOW

Zeichenfolgenfunktionen

« CHAR_LENGTH, CHARACTER_LENGTH
* NIEDRIGER

* TEILSTRING

*» TRIMMEN

» OBEN

Serverseitige Verschliusselung

Die serverseitige Verschlusselung schutzt Ihre Objektdaten im Ruhezustand.
StorageGRID verschliusselt die Daten beim Schreiben des Objekts und entschlisselt sie
beim Zugriff auf das Objekt.

Wenn Sie die serverseitige Verschllsselung verwenden mochten, kdnnen Sie eine der zwei Optionen
auswahlen, die sich gegenseitig ausschlielden, je nachdem, wie die Verschllisselungsschlissel verwaltet
werden:

+ SSE (serverseitige Verschliisselung mit von StorageGRID verwalteten Schliisseln): Bei der Ausgabe
einer S3-Anfrage zum Speichern eines Objekts verschlisselt StorageGRID das Objekt mit einem
eindeutigen Schlissel. Wenn Sie zum Abrufen des Objekts eine S3-Anforderung ausstellen, entschlisselt
StorageGRID das Objekt mithilfe des gespeicherten Schlissels.

+ SSE-C (serverseitige Verschliisselung mit vom Kunden bereitgestellten Schliisseln): Wenn Sie eine
S3-Anfrage zum Speichern eines Objekts ausgeben, geben Sie Ihren eigenen Verschlisselungsschlissel
an. Wenn Sie ein Objekt abrufen, geben Sie denselben Verschlusselungsschlissel wie in lhrer Anfrage ein.
Stimmen die beiden Verschlisselungsschlissel Uiberein, wird das Objekt entschliisselt und die Objektdaten
zurlickgegeben.

StorageGRID managt zwar alle Objektverschlisselung und Entschlisselungsvorgange, muss aber die von
Ihnen zur Verflgung gelegten Verschlisselungsschlissel verwalten.

@ Die von lhnen zur Verfiigung gelegten Schliissel werden niemals gespeichert. Wenn Sie
einen Verschlisselungsschlissel verlieren, verlieren Sie das entsprechende Objekt.

@ Wenn ein Objekt mit SSE oder SSE-C verschlisselt wird, werden samtliche
Verschlisselungseinstellungen auf Bucket- oder Grid-Ebene ignoriert.

Verwenden Sie SSE

Um ein Objekt mit einem eindeutigen, von StorageGRID gemanagten Schllssel zu verschlisseln, verwenden
Sie die folgende Anforderungsuberschrift:

x—amz-server-side-encryption
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Der SSE-Anforderungsheader wird durch die folgenden Objektoperationen unterstitzt:

* "PUT Objekt"
« "PUT Objekt - Kopieren"

* "Initiieren Von Mehrteiligen Uploads"

Verwenden Sie SSE-C

Um ein Objekt mit einem eindeutigen Schlissel zu verschlusseln, den Sie verwalten, verwenden Sie drei

Anforderungsheader:

Kopfzeile der Anfrage

X—amz-server-side
-encryption-customer
-—algorithm

X—amz-server-side
—encryption-customer-key

X—amz-server-side
—encryption-customer-key
-MD5

Beschreibung

Geben Sie den Verschlisselungsalgorithmus an. Der Kopfzeilenwert
muss sein AES256.

Geben Sie den Verschlisselungsschlissel an, der zum Verschlisseln
oder Entschlisseln des Objekts verwendet wird. Der Wert fir den
Schliissel muss 256-Bit, base64-codiert sein.

Geben Sie den MD5-Digest des Verschliisselungsschliissels gemaf
RFC 1321 an, der dafiir sorgt, dass der Verschllisselungsschlissel
fehlerfrei Ubertragen wurde. Der Wert fir das MD5 Digest muss base64-
kodiert 128-Bit sein.

Die SSE-C-Anfrageheader werden durch die folgenden Objektoperationen unterstitzt:

+ "GET Objekt"

« "HEAD Objekt"

» "PUT Objekt"

« "PUT Objekt - Kopieren"

* "Initiieren Von Mehrteiligen Uploads"

* "Hochladen Von Teilen"

* "Hochladen Von Teilen - Kopieren"

Uberlegungen zur Verwendung serverseitiger Verschliisselung mit vom Kunden bereitgestellten

Schliisseln (SSE-C)

Beachten Sie vor der Verwendung von SSE-C die folgenden Punkte:

+ Sie mussen https verwenden.

StorageGRID lehnt alle Uber http gestellten Anfragen bei der Verwendung von SSE-C. ab

@ Aus Sicherheitsgriinden sollten Sie jeden Schlissel, den Sie versehentlich tber http
senden, in Betracht ziehen, um kompromittiert zu werden. Entsorgen Sie den Schllssel, und
drehen Sie ihn nach Bedarf.
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* Der ETag in der Antwort ist nicht das MD5 der Objektdaten.

» Sie miussen die Zuordnung von Schlisseln zu Objekten managen. StorageGRID speichert keine
Schllssel. Sie sind fir die Nachverfolgung des Verschlisselungsschlissels verantwortlich, den Sie flr
jedes Objekt bereitstellen.

* Wenn |Ihr Bucket mit Versionierung aktiviert ist, sollte fur jede Objektversion ein eigener
Verschliusselungsschlissel vorhanden sein. Sie sind verantwortlich flr das Tracking des
Verschlisselungsschllssels, der fur jede Objektversion verwendet wird.

» Da Sie Verschlusselungsschlissel auf Client-Seite verwalten, missen Sie auch zusatzliche
Schutzmalinahmen, wie etwa die Rotation von Schlisseln, auf Client-Seite verwalten.

@ Die von lhnen zur Verfigung gelegten Schlissel werden niemals gespeichert. Wenn Sie
einen Verschllsselungsschlissel verlieren, verlieren Sie das entsprechende Obijekt.

* Wenn die Grid-tbergreifende Replizierung oder CloudMirror Replizierung fir den Bucket konfiguriert ist,
kénnen SSE-C-Objekte nicht aufgenommen werden. Der Aufnahmevorgang schlagt fehl.

Verwandte Informationen

"Amazon S3 Entwicklerleitfaden: Schutz von Daten durch serverseitige Verschllisselung mit vom Kunden
bereitgestellten Verschliisselungsschliisseln (SSE-C)"

GET Objekt

Sie kdnnen die S3-GET-Objektanfrage verwenden, um ein Objekt aus einem S3-Bucket
abzurufen.

ABRUFEN von Objekten und Objekten mit mehreren Teilen

Sie kdnnen das verwenden partNumber Parameter anfordern, um einen bestimmten Teil eines mehrteiligen
oder segmentierten Objekts abzurufen. Der x-amz-mp-parts-count Das Antwortelement gibt an, wie viele
Teile das Objekt hat.

Sie kénnen festlegen partNumber Zu 1 fir segmentierte/mehrteilige Objekte und nicht segmentierte/nicht-
mehrteilige Objekte; jedoch der x—amz-mp-parts-count Antwortelement wird nur fir segmentierte oder
mehrteilige Objekte zurlickgegeben.

UTF-8 Zeichen in Benutzermetadaten

StorageGRID parst oder interpretiert die entgangenen UTF-8-Zeichen nicht in benutzerdefinierten Metadaten.
GET Requests for an object with escaped UTF-8 characters in user-defined metadata don’t return the x-amz-
missing-meta Kopfzeile, wenn der Schllisselname oder -Wert nicht druckbare Zeichen enthalt.

Nicht unterstiitzte Anforderungsiiberschrift
Die folgende Anforderungsiberschrift wird nicht unterstiitzt und kehrt zurlick XNot Implemented:
* x—amz-website-redirect-location

Versionierung

Wenn A versionId unterressource wird nicht angegeben. Der Vorgang ruft die aktuellste Version des
Objekts in einem versionierten Bucket ab. Wenn die aktuelle Version des Objekts eine Léschmarkierung ist,
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wird mit dem ein Status ,not found" zuriickgegeben x-amz-delete-marker Antwortkopfzeile auf gesetzt

true.

Kopfzeilen zur serverseitigen Verschliisselung mit vom Kunden bereitgesteliten

Verschliisselungsschliisseln anfordern (SSE-C)

Verwenden Sie alle drei Kopfzeilen, wenn das Objekt mit einem eindeutigen Schlissel verschlisselt ist, den

Sie angegeben haben.

* x—amz-server-side-encryption-customer-algorithm: Angabe AES256.

* x-—amz-server-side-encryption-customer-key: Geben Sie lhren Verschlisselungsschlissel fir

das Objekt an.

* x-amz-server-side-encryption-customer-key-MD5: Geben Sie den MD5-Digest des

Verschlisselungsschlissels des Objekts an.

Die von lhnen zur Verfigung gelegten Schllssel werden niemals gespeichert. Wenn Sie einen

®

Verschlisselungsschlissel verlieren, verlieren Sie das entsprechende Objekt. Bevor Sie vom
Kunden bereitgestellte Schlissel zum Schutz von Objektdaten verwenden, sollten Sie die

Uberlegungen in prifen "Serverseitige Verschlisselung".

Verhalten DES GET Object fiir Cloud-Storage-Pool-Objekte

Wenn ein Objekt in einem gespeichert wurde "Cloud-Storage-Pool", Das Verhalten einer GET Object Anfrage
hangt vom Zustand des Objekts ab. Siehe "HEAD Objekt" Entnehmen.

®

Wenn ein Objekt in einem Cloud-Storage-Pool gespeichert ist und eine oder mehrere Kopien
des Objekts auch im Grid vorhanden sind, werden GET-Objektanfragen versuchen, Daten aus

dem Grid abzurufen, bevor sie aus dem Cloud-Storage-Pool abgerufen werden.

Status des Objekts

Objekt, das in StorageGRID aufgenommen wurde,
durch ILM jedoch noch nicht evaluiert wurde, oder
Objekt, das in einem herkdmmlichen Storage-Pool
gespeichert ist oder Erasure Coding verwendet

Objekt in Cloud-Storage-Pool, ist aber noch nicht in
einen Zustand Ubergegangen, der nicht abrufbar ist

Das Objekt wurde in einen nicht aufrufbaren Zustand
Uberfihrt

Verhalten VON GET Object

200 OK

Eine Kopie des Objekts wird abgerufen.

200 OK

Eine Kopie des Objekts wird abgerufen.

403 Forbidden, InvalidObjectState

Verwenden Sie A "WIEDERHERSTELLUNG VON
POSTOBJEKTEN" Anforderung zur
Wiederherstellung des Objektstatus in einem
abrufbaren Zustand.
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Status des Objekts Verhalten VON GET Object

Objekt wird aus einem nicht aufrufbaren Zustand 403 Forbidden, InvalidObjectState
wiederhergestellt
Warten Sie, bis die Anforderung zur
Wiederherstellung DES POSTOBJEKTS
abgeschlossen ist.

Das Objekt wird im Cloud-Storage-Pool vollstandig 200 OK
wiederhergestellt
Eine Kopie des Objekts wird abgerufen.

Mehrteilige oder segmentierte Objekte in einem Cloud Storage-Pool

Wenn Sie ein mehrteilige Objekt hochgeladen StorageGRID oder ein grofl3es Objekt in Segmente aufgeteilt
haben, bestimmt StorageGRID, ob das Objekt im Cloud-Storage-Pool verfligbar ist, indem Sie eine Teilmenge
der Teile oder Segmente des Objekts testen. In manchen Fallen wird eine GET Object-Anforderung
moglicherweise falsch zurlickgegeben 200 0K Wenn bereits Teile des Objekts in einen nicht aufrufbaren
Zustand Uberflhrt wurden oder Teile des Objekts noch nicht wiederhergestellt wurden.

In diesen Fallen:

» Die GET Object-Anforderung gibt moglicherweise einige Daten zurlick, stoppt jedoch mitten durch die
Ubertragung.

* Eine nachfolgende GET Object-Anforderung kann zuriickgegeben werden 403 Forbidden.

Objekt- und Grid-Replizierung

Wenn Sie verwenden "Grid-Verbund" Und "Grid-Ubergreifende Replizierung" Ist fur einen Bucket aktiviert, kann
der S3-Client den Replizierungsstatus eines Objekts durch Ausgabe einer GET Object-Anforderung
Uberprifen. Die Antwort bezieht sich auf das StorageGRID-spezifische x-ntap-sg-cgr-replication-
status Antwortheader, der einen der folgenden Werte enthalt:

Raster Replikationsstatus

Quelle * SUCCESS: Die Replikation war erfolgreich.
* AUSSTEHEND: Das Objekt wurde noch nicht repliziert.

* FAILURE: Die Replikation ist mit einem permanenten Fehler
fehlgeschlagen. Ein Benutzer muss den Fehler beheben.

Ziel REPLIKAT: Das Objekt wurde aus dem Quellraster repliziert.
@ StorageGRID unterstitzt das nicht x-amz-replication-status Kopfzeile.

Verwandte Informationen

"S3-Vorgange werden in Prifprotokollen nachverfolgt"
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HEAD Objekt

Mithilfe der S3 HEAD Object-Anfrage konnen Metadaten von einem Objekt abgerufen
werden, ohne das Objekt selbst zurlickzugeben. Wenn das Objekt in einem Cloud
Storage Pool gespeichert ist, konnen Sie MITHILFE VON HEAD Object den
Ubergangsstatus des Objekts bestimmen.

HEAD Objekt und mehrteilige Objekte

Sie kdnnen das verwenden partNumber Parameter anfordern, um Metadaten fiir einen bestimmten Teil eines
mehrteiligen oder segmentierten Objekts abzurufen. Der x-amz-mp-parts-count Das Antwortelement gibt
an, wie viele Teile das Objekt hat.

Sie kénnen festlegen partNumber Zu 1 fir segmentierte/mehrteilige Objekte und nicht segmentierte/nicht-
mehrteilige Objekte; jedoch der x-amz-mp-parts-count Antwortelement wird nur flir segmentierte oder
mehrteilige Objekte zurlickgegeben.

UTF-8 Zeichen in Benutzermetadaten

StorageGRID parst oder interpretiert die entgangenen UTF-8-Zeichen nicht in benutzerdefinierten Metadaten.
HEAD-ANnforderungen fir ein Objekt mit ausbleibenden UTF-8-Zeichen in benutzerdefinierten Metadaten
geben den nicht zurlick x-amz-missing-meta Kopfzeile, wenn der Schlliisselname oder -Wert nicht
druckbare Zeichen enthalt.

Nicht unterstiitzte Anforderungsiiberschrift

Die folgende Anforderungsiberschrift wird nicht unterstiitzt und kehrt zurlick XNot Implemented:

* x—amz-website-redirect-location

Versionierung

Wenn A versionId unterressource wird nicht angegeben. Der Vorgang ruft die aktuellste Version des
Objekts in einem versionierten Bucket ab. Wenn die aktuelle Version des Objekts eine Léschmarkierung ist,
wird mit dem ein Status ,not found" zuriickgegeben x-amz-delete-marker Antwortkopfzeile auf gesetzt
true.

Kopfzeilen zur serverseitigen Verschliisselung mit vom Kunden bereitgestellten
Verschliisselungsschliisseln anfordern (SSE-C)

Verwenden Sie alle drei dieser Kopfzeilen, wenn das Objekt mit einem eindeutigen Schllssel verschlisselt ist,
den Sie angegeben haben.

* x-amz-server-side-encryption-customer-algorithm: Angabe AES256.

* x-amz-server-side-encryption-customer-key: Geben Sie lhren Verschllisselungsschlissel fir
das Objekt an.

* x-amz-server-side-encryption-customer-key-MD5: Geben Sie den MD5-Digest des
Verschlisselungsschlissels des Objekts an.
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Die von lhnen zur Verfligung gelegten Schllissel werden niemals gespeichert. Wenn Sie einen

@ Verschlusselungsschlissel verlieren, verlieren Sie das entsprechende Objekt. Bevor Sie vom
Kunden bereitgestellte Schlissel zum Schutz von Objektdaten verwenden, sollten Sie die
Uberlegungen in prifen "Serverseitige Verschlisselung".

HEAD Objektantworten fiir Cloud Storage Pool Objekte

Wenn das Objekt in einem gespeichert ist "Cloud-Storage-Pool", Die folgenden Antwortheader werden

zurtckgegeben:

* x—amz-storage-class: GLACIER

®* x—amz-restore

Die Antwortheader liefern Informationen zum Status eines Objekts beim Verschieben in einen Cloud Storage
Pool, beim Wechsel in einen nicht abrufbaren Zustand und wieder verflgbar.

Status des Objekts

Objekt, das in StorageGRID aufgenommen wurde,
durch ILM jedoch noch nicht evaluiert wurde, oder
Objekt, das in einem herkémmlichen Storage-Pool
gespeichert ist oder Erasure Coding verwendet

Objekt in Cloud-Storage-Pool, ist aber noch nicht in
einen Zustand Ubergegangen, der nicht abrufbar ist
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Reaktion auf HEAD Objekt

200 OK (Es wird keine spezielle Antwortheader
zurtckgegeben.)

200 OK
x—amz-storage-class: GLACIER

x—amz-restore: ongoing-request="false",
expiry-date="Sat, 23 July 20 2030
00:00:00 GMT"

Bis das Obijekt in einen nicht aufrufbaren Zustand
Uberfuhrt wird, wird der Wert fir expiry-date Wird
in der Zukunft auf eine ferne Zeit gesetzt. Die genaue
Zeit der Transition wird nicht durch das StorageGRID
System gesteuert.
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Status des Objekts

Das Objekt ist in den nicht aufrufbaren Zustand
Ubergegangen, aber mindestens eine Kopie ist auch
im Grid vorhanden

Das Objekt wurde in einen nicht abrufbaren Zustand
versetzt, und es ist keine Kopie im Grid vorhanden

Objekt wird aus einem nicht aufrufbaren Zustand
wiederhergestellt

Das Objekt wird im Cloud-Storage-Pool vollstandig
wiederhergestellt

Mehrteilige oder segmentierte Objekte in Cloud Storage Pool

Reaktion auf HEAD Objekt

200 OK

x-amz-storage-class: GLACIER

x—amz-restore: ongoing-request="false",
expiry-date="Sat, 23 July 20 2030

00:00:00 GMT"

Der Wert flr expiry-date Wird in der Zukunft auf
eine ferne Zeit gesetzt.

Hinweis: Wenn die Kopie auf dem Raster nicht
verflgbar ist (z. B. ist ein Storage Node ausgefallen),
mussen Sie einen ausstellen
"WIEDERHERSTELLUNG VON POSTOBJEKTEN"
Anforderung zur Wiederherstellung der Kopie aus
dem Cloud-Storage-Pool, bevor Sie das Objekt
erfolgreich abrufen kénnen.

200 OK
x-amz-storage-class: GLACIER
200 OK
x-amz-storage-class: GLACIER

x—amz-restore: ongoing-request="true"

200 OK

x—-amz-storage-class: GLACIER

x—amz-restore: ongoing-request="false",
expiry-date="Sat, 23 July 20 2018

00:00:00 GMT"

Der expiry-date Gibt an, wann das Objekt im
Cloud Storage Pool wieder in einen Zustand
zuruckversetzt werden soll, der nicht abrufbar ist.

Wenn Sie ein mehrteilige Objekt hochgeladen StorageGRID oder ein groldes Objekt in Segmente aufgeteilt
haben, bestimmt StorageGRID, ob das Objekt im Cloud-Storage-Pool verfligbar ist, indem Sie eine Teilmenge
der Teile oder Segmente des Objekts testen. In einigen Fallen wird mdglicherweise eine HEAD Object-Anfrage
falsch zurlickgegeben x-amz-restore: ongoing-request="false" Wenn bereits Teile des Objekts in
einen nicht aufrufbaren Zustand Uberfihrt wurden oder Teile des Objekts noch nicht wiederhergestellt wurden.
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HEAD Object- und Grid-libergreifende Replizierung

Wenn Sie verwenden "Grid-Verbund" Und "Grid-ubergreifende Replizierung" Ist fir einen Bucket aktiviert, kann
der S3-Client den Replizierungsstatus eines Objekts durch Ausgabe einer HEAD Object-Anforderung
Uberprifen. Die Antwort bezieht sich auf das StorageGRID-spezifische x-ntap-sg-cgr-replication-
status Antwortheader, der einen der folgenden Werte enthalt:

Raster Replikationsstatus

Quelle » SUCCESS: Die Replikation war erfolgreich.
+ AUSSTEHEND: Das Objekt wurde noch nicht repliziert.

* FAILURE: Die Replikation ist mit einem permanenten Fehler
fehlgeschlagen. Ein Benutzer muss den Fehler beheben.

Ziel REPLIKAT: Das Objekt wurde aus dem Quellraster repliziert.

@ StorageGRID unterstltzt das nicht x-amz-replication-status Kopfzeile.

Verwandte Informationen

"S3-Vorgange werden in Prifprotokollen nachverfolgt"

WIEDERHERSTELLUNG VON POSTOBJEKTEN

Sie kdnnen die Wiederherstellungsanforderung fur S3-OBJEKTE NACH DEM Posten
verwenden, um ein Objekt wiederherzustellen, das in einem Cloud-Storage-Pool
gespeichert ist.

Unterstiitzter Anforderungstyp

StorageGRID unterstitzt nur ANFRAGEN zur WIEDERHERSTELLUNG EINES Objekts NACH DEM
WIEDERHERSTELLEN. Das unterstutzt nicht SELECT Art der Wiederherstellung. Wahlen Sie
Rickgabeanforderungen aus XxNotImplemented.

Versionierung

Geben Sie optional an versionId Zum Wiederherstellen einer bestimmten Version eines Objekts in einem
versionierten Bucket Wenn Sie keine Angabe machen versionId, Die neueste Version des Objekts wird
wiederhergestellt

Verhalten DER WIEDERHERSTELLUNG NACH Objekten in Cloud-Storage-Pool-Objekten

Wenn ein Objekt in einem Cloud-Storage-Pool gespeichert wurde (siehe Anweisungen zum Managen von
Objekten mit Information Lifecycle Management), weist eine Anfrage zur WIEDERHERSTELLUNG NACH dem
Objekt auf Basis des Status des Objekts das folgende Verhalten auf. Weitere Informationen finden Sie unter
L,HEAD Object®.
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Wenn ein Objekt in einem Cloud-Storage-Pool gespeichert wird und eine oder mehrere Kopien

®

des Objekts auch im Grid vorhanden sind, muss das Objekt nicht durch eine
Wiederherstellungsanforderung FUR DAS POSTOBJEKT wiederhergestellt werden.

Stattdessen kann die lokale Kopie direkt mit Hilfe einer GET Object-Anforderung abgerufen

werden.

Status des Objekts

Objekt wird in StorageGRID
aufgenommen, aber noch nicht
durch ILM evaluiert oder Objekt
befindet sich nicht in einem Cloud-
Storage-Pool

Objekt in Cloud-Storage-Pool, ist

aber noch nicht in einen Zustand

Ubergegangen, der nicht abrufbar
ist

Das Objekt wurde in einen nicht
aufrufbaren Zustand Uberfiihrt

Objekt wird aus einem nicht
aufrufbaren Zustand
wiederhergestellt

Das Objekt wird im Cloud-Storage-
Pool vollstandig wiederhergestellt

Verwandte Informationen
"Objektmanagement mit ILM"

Verhalten DER WIEDERHERSTELLUNG NACH Objekten

403 Forbidden, InvalidObjectState

200 OK Es werden keine Anderungen vorgenommen.

Hinweis: Bevor ein Objekt in einen nicht-abrufbaren Zustand tberfuhrt
wurde, kann es nicht geandert werden expiry-date.

202 Accepted Stellt eine abrufbare Kopie des Objekts fir die im
Anforderungstext angegebene Anzahl an Tagen in den Cloud-Speicher-
Pool wieder her. Am Ende dieses Zeitraums wird das Objekt in einen
nicht aufrufbaren Zustand zurlckgeftihrt.

Verwenden Sie optional den Tier Element anfordern, um zu
bestimmen, wie lange der Wiederherstellungsauftrag dauern wird
(Expedited, Standard, Oder Bulk). Wenn Sie keine Angabe machen
Tier, Das Standard Tier wird verwendet.

Wichtig: Wenn ein Objekt in S3 Glacier Deep Archive Uberfuhrt wurde
oder der Cloud Storage Pool Azure Blob Storage verwendet, kdnnen Sie
es nicht mit wiederherstellen Expedited Ebene: Der folgende Fehler
wird zurlckgegeben 403 Forbidden, InvalidTier: Retrieval
option is not supported by this storage class.

409 Conflict, RestoreAlreadyInProgress

200 OK

Hinweis: Wenn ein Objekt in einen aufrufbaren Zustand
wiederhergestellt wurde, kdnnen Sie dessen andern expiry-date
Indem Sie die Anforderung zur Wiederherstellung DES POSTOBJEKTS
mit einem neuen Wert flr neu ausgeben Days. Das
Wiederherstellungsdatum wird zum Zeitpunkt der Anfrage aktualisiert.
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"HEAD Objekt"

"S3-Vorgange werden in Prifprotokollen nachverfolgt"

PUT Objekt

Sie kdonnen die S3 PUT-Objektanforderung verwenden, um einem Bucket ein Objekt
hinzuzufigen.

Konflikte l16sen

Widerspruchliche Clientanforderungen, wie z. B. zwei Clients, die in denselben Schlissel schreiben, werden
auf der Grundlage der ,neuesten Wins® geldst. Der Zeitpunkt fur die Bewertung ,neuester Erfolge” basiert auf
dem Zeitpunkt, an dem das StorageGRID System eine bestimmte Anforderung abgeschlossen hat und nicht
auf dem Zeitpunkt, an dem S3-Clients einen Vorgang starten.

ObjektgroRe

Die maximale Grélke empfohlen fir einen Vorgang mit einem PUT Objekt betragt 5 gib (5,368,709,120 Byte).
Wenn Sie Uber Objekte mit einer Gréfke von mehr als 5 gib verfligen, verwenden Sie stattdessen mehrteilige
Uploads.

Die maximale supported-Grofe fir einen einzelnen PUT-Objekt-Vorgang betragt 5 tib (5,497,558,138,880
Byte). Der Alarm * S3 PUT ObjektgrofRe zu grol3* wird jedoch ausgeldst, wenn Sie versuchen, ein Objekt
hochzuladen, das mehr als 5 gib betragt.

GroRe der Benutzer-Metadaten

Amazon S3 begrenzt die Grofie der benutzerdefinierten Metadaten innerhalb jeder PUT-Anforderung-Kopfzeile
auf 2 KB. StorageGRID begrenzt die Benutzermetadaten auf 24 KiB. Die Grolie der benutzerdefinierten
Metadaten wird gemessen, indem die Summe der Anzahl Bytes in der UTF-8-Codierung jedes Schliissels und
jeden Wert angegeben wird.

UTF-8 Zeichen in Benutzermetadaten

Wenn eine Anfrage UTF-8-Werte im Schllisselnamen oder -Wert der benutzerdefinierten Metadaten enthalt, ist
das StorageGRID-Verhalten nicht definiert.

StorageGRID parst oder interpretiert keine entgangenen UTF-8-Zeichen, die im Schlisselnamen oder -Wert
der benutzerdefinierten Metadaten enthalten sind. Entgangenen UTF-8 Zeichen werden als ASCII-Zeichen
behandelt:

* PUT-, PUT-Objekt-Copy-, GET- und HEAD-Anforderungen sind erfolgreich, wenn benutzerdefinierte
Metadaten entgangenen UTF-8-Zeichen enthalten.

* StorageGRID gibt den nicht zurlick x-amz-missing-meta Kopfzeile, wenn der interpretierte Wert des
Schlisselnamens oder -Wertes undruckbare Zeichen enthalt.

Grenzwerte fiir Objekt-Tags

Sie kdnnen neue Objekte mit Tags hinzufligen, wenn Sie sie hochladen, oder Sie kdnnen sie zu vorhandenen
Objekten hinzufugen. StorageGRID und Amazon S3 unterstutzen bis zu 10 Tags fur jedes Objekt. Tags, die
einem Objekt zugeordnet sind, missen Uber eindeutige Tag-Schlissel verfligen. Ein Tag-Schliissel kann bis zu
128 Unicode-Zeichen lang sein, und Tag-Werte konnen bis zu 256 Unicode-Zeichen lang sein. Bei den
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Schlisseln und Werten wird die Grol3-/Kleinschreibung beachtet.

Objekteigentiimer

In StorageGRID sind alle Objekte Eigentum des Bucket-Besitzers-Kontos, einschlieRlich der Objekte, die von
einem Konto ohne Eigentimer oder einem anonymen Benutzer erstellt wurden.

Unterstiitzte Anfrageheader

Die folgenden Anfragezeilen werden unterstutzt:

Cache-Control
Content-Disposition

Content-Encoding

Wenn Sie angeben aws-chunked Flr Content-EncodingStorageGRID Uberprift die folgenden
Elemente nicht:

° StorageGRID Uberprift das nicht chunk-signature Auf die Chunk-Daten:

° StorageGRID Uberprift nicht den Wert, den Sie fiir angeben x-amz-decoded-content-length
Gegen das Objekt.

Content-Language
Content-Length
Content-MD5
Content-Type
Expires

Transfer-Encoding

Die Chunked-Ubertragungscodierung wird unterstiitzt, wenn aws-chunked Zudem wird das
Nutzlastsignieren verwendet.

x—amz-meta-, Gefolgt von einem Name-Wert-Paar mit benutzerdefinierten Metadaten.

Verwenden Sie bei der Angabe des Name-value-Paars flr benutzerdefinierte Metadaten dieses allgemeine
Format:

xX—amz-meta-name: value

Wenn Sie die Option User Defined Creation Time als Referenzzeit fir eine ILM-Regel verwenden
mochten, missen Sie diese verwenden creation-time Als Name der Metadaten, die beim Erstellen des
Objekts zeichnet. Beispiel:

x—amz-meta-creation-time: 1443399726

Der Wert flir creation-time Wird seit dem 1. Januar 1970 als Sekunden ausgewertet.
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Eine ILM-Regel kann nicht sowohl eine benutzerdefinierte Erstellungszeit fir die

@ Referenzzeit als auch die ausgeglichenen oder strengen Optionen flr das
Aufnahmeverhalten verwenden. Beim Erstellen der ILM-Regel wird ein Fehler
zurtckgegeben.

* x-amz-tagging
» S3-Objektsperrungs-Anfrageheader
° x—amz-object-lock-mode
° x—amz-object-lock-retain-until-date

° x—amz-object-lock-legal-hold

Wenn eine Anforderung ohne diese Header ausgefuhrt wird, werden die
Standardaufbewahrungseinstellungen fir Buckets verwendet, um den Versionsmodus des Objekts zu
berechnen und das ,behalt-bis“-Datum zu erhalten. Siehe "Konfigurieren Sie die S3-Objektsperre tUber
die S3-REST-API".

» SSE-Anfragezeilen:
° x—-amz-server-side-encryption
° x—amz-server-side-encryption-customer-key-MD5
° x-amz-server-side-encryption-customer-key

° x—amz-server-side-encryption-customer-algorithm

Siehe Anforderungsheader flr serverseitige Verschliisselung

Nicht unterstiitzte Anforderungsheader
Die folgenden Anforderungsheader werden nicht unterstitzt:

* Der x-amz-acl Die Anforderungsuberschrift wird nicht unterstitzt.

* Der x-amz-website-redirect-location Die Anforderungsiberschrift wird nicht unterstitzt und gibt
zuriick XNotImplemented.

Optionen der Storage-Klasse

Der x-amz-storage-class Die Anfragelberschrift wird unterstitzt. Der Wert, der fur eingereicht wurde x-
amz-storage-class Beeintrachtigt, wie StorageGRID Objektdaten wahrend der Aufnahme schiitzt und nicht
die Anzahl der persistenten Kopien des Objekts im StorageGRID System (das durch ILM bestimmt wird)

Wenn die ILM-Regel, die zu einem aufgenommene Objekt passt, die strikte Option fiir das Aufnahmeverhalten
verwendet, wird der aktiviert x-amz-storage-class Kopfzeile hat keine Wirkung.

Fir kdnnen die folgenden Werte verwendet werden x-amz-storage-class:

* STANDARD (Standard)

o Dual Commit: Wenn die ILM-Regel die Dual Commit-Option fur das Aufnahmeverhalten angibt, sobald
ein Objekt aufgenommen wird, wird eine zweite Kopie dieses Objekts erstellt und auf einen anderen
Storage Node verteilt (Dual Commit). Bei Bewertung des ILM bestimmt StorageGRID, ob diese ersten
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Zwischenkopien die Anweisungen zur Platzierung in der Regel erfiillen. Ist dies nicht der Fall, missen
moglicherweise neue Objektkopien an unterschiedlichen Standorten erstellt werden, und die ersten
Zwischenkopien missen eventuell geléscht werden.

Ausgeglichen: Wenn die ILM-Regel die Option ausgeglichen angibt und StorageGRID nicht sofort alle
in der Regel angegebenen Kopien erstellen kann, erstellt StorageGRID zwei Zwischenkopien auf
verschiedenen Speicherknoten.

Wenn StorageGRID sofort alle Objektkopien erstellen kann, die in der ILM-Regel (synchrone

Platzierung) angegeben sind, wird der angezeigt x-amz-storage-class Kopfzeile hat keine
Wirkung.

* REDUCED REDUNDANCY

o

o

Dual Commit: Wenn die ILM-Regel die Dual Commit-Option fur das Aufnahmeverhalten angibt, erstellt
StorageGRID bei Aufnahme des Objekts eine einzelne Interimskopie (Single Commit).

Ausgeglichen: Wenn die ILM-Regel die Option ausgeglichen angibt, erstellt StorageGRID nur eine
Zwischenkopie, wenn das System nicht sofort alle in der Regel angegebenen Kopien erstellen kann.
Wenn StorageGRID eine synchrone Platzierung durchfihren kann, hat diese Kopfzeile keine
Auswirkung. Der REDUCED REDUNDANCY Am besten eignet sich die Option, wenn die ILM-Regel, die
mit dem Objekt Uibereinstimmt, eine einzige replizierte Kopie erstellt. In diesem Fall verwenden
REDUCED REDUNDANCY Eine zuséatzliche Objektkopie kann bei jedem Aufnahmevorgang nicht mehr
erstellt und geléscht werden.

Verwenden der REDUCED REDUNDANCY Unter anderen Umstanden wird eine Option nicht empfohlen.
REDUCED REDUNDANCY Erhohte das Risiko von Objektdatenverlusten bei der Aufnahme Beispielsweise
kénnen Sie Daten verlieren, wenn die einzelne Kopie zunachst auf einem Storage Node gespeichert wird,
der ausfallt, bevor eine ILM-Evaluierung erfolgen kann.

®

Da nur eine Kopie zu einem beliebigen Zeitpunkt repliziert werden kann, sind Daten einem
standigen Verlust ausgesetzt. Wenn nur eine replizierte Kopie eines Objekts vorhanden ist, geht
dieses Objekt verloren, wenn ein Speicherknoten ausfallt oder einen betrachtlichen Fehler hat.
Wahrend Wartungsarbeiten wie Upgrades verlieren Sie auch voriibergehend den Zugriff auf das
Objekt.

Angeben REDUCED REDUNDANCY Wirkt sich nur darauf aus, wie viele Kopien erstellt werden, wenn ein Objekt
zum ersten Mal aufgenommen wird. Er hat keine Auswirkungen auf die Anzahl der Kopien des Objekts, wenn
das Objekt von der aktiven ILM-Richtlinie gepruft wird, und fihrt nicht dazu, dass Daten auf einer niedrigeren
Redundanzebene im StorageGRID System gespeichert werden.

®

Wenn Sie ein Objekt in einen Bucket aufnehmen, wahrend S3-Objektsperre aktiviert ist, wird
das angezeigt REDUCED REDUNDANCY Option wird ignoriert. Wenn Sie ein Objekt in einen
Legacy-konformen Bucket aufnehmen, wird der REDUCED REDUNDANCY Option gibt einen
Fehler zurtick. StorageGRID fuhrt immer eine doppelte Einspeisung durch, um Compliance-
Anforderungen zu erfullen.

Anforderungsheader fiir serverseitige Verschliisselung

Sie kénnen die folgenden Anforderungsheader verwenden, um ein Objekt mit serverseitiger Verschliisselung
zu verschlisseln. Die Optionen SSE und SSE-C schliel3en sich gegenseitig aus.

» SSE: Verwenden Sie den folgenden Header, wenn Sie das Objekt mit einem eindeutigen Schlissel
verschlisseln mochten, der von StorageGRID verwaltet wird.
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° x-—amz-server-side-encryption

+ SSE-C: Verwenden Sie alle drei dieser Header, wenn Sie das Objekt mit einem eindeutigen Schlissel
verschlisseln mochten, den Sie bereitstellen und verwalten.

° x—amz-server-side-encryption-customer-algorithm: Angabe AES256.

° x-amz-server-side-encryption-customer-key: Geben Sie lhren Verschlisselungsschlissel
fur das neue Objekt an.

° x—amz-server-side-encryption-customer-key-MD5: Geben Sie den MD5-Digest des
Verschlisselungsschlissels des neuen Objekts an.

Die von lhnen zur Verfliigung gelegten Schlissel werden niemals gespeichert. Wenn Sie einen
Verschlisselungsschlissel verlieren, verlieren Sie das entsprechende Objekt. Bevor Sie vom
Kunden bereitgestellte Schliissel zum Schutz von Objektdaten verwenden, sollten Sie die
Uberlegungen fiir priifen "Serverseitige Verschliisselung".

@ Wenn ein Objekt mit SSE oder SSE-C verschlisselt wird, werden samtliche
Verschlisselungseinstellungen auf Bucket- oder Grid-Ebene ignoriert.

Versionierung

Wenn die Versionierung fur einen Bucket aktiviert ist, ist dies ein eindeutiger versionId Wird automatisch fir
die Version des zu speichernden Objekts generiert. Das versionId Wird auch in der Antwort mit
zurlickgegeben x-amz-version-id Kopfzeile der Antwort.

Wenn die Versionierung unterbrochen wird, wird die Objektversion mit einem Null gespeichert versionId
Und wenn bereits eine Null-Version vorhanden ist, wird sie Uberschrieben.

Signaturberechnungen fiir den Autorisierungskopf

Bei Verwendung des Authorization Header zur Authentifizierung von Anfragen unterscheidet sich
StorageGRID von AWS folgendermalfien:

* StorageGRID erfordert nicht host Kopfzeilen, die in enthalten sein sollen CanonicalHeaders.
* StorageGRID erfordert nicht Content-Type In enthalten sein CanonicalHeaders.

* StorageGRID erfordert nicht x-amz-* Kopfzeilen, die in enthalten sein sollen CanonicalHeaders.

Als allgemeine Best Practice sollten Sie diese Kopfzeilen immer in aufnehmen
CanonicalHeaders Um sicherzustellen, dass sie Uberprift werden; wenn Sie diese Header
jedoch ausschliel3en, gibt StorageGRID keinen Fehler zurtick.

Weitere Informationen finden Sie unter "Signaturberechnungen fur den Autorisierungskopf: Payload in einem
einzelnen Chunk Ubertragen (AWS Signature Version 4)".

Verwandte Informationen

"Objektmanagement mit ILM"
"Operationen auf Buckets"

"S3-Vorgange werden in Prifprotokollen nachverfolgt"
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"Wie Client-Verbindungen konfiguriert werden kénnen"

PUT Objekt - Kopieren

Sie kdnnen das S3 PUT Object — Copy-Request verwenden, um eine Kopie eines
Objekts zu erstellen, das bereits in S3 gespeichert ist. Ein PUT Object - Copy-Vorgang ist
der gleiche wie ein GET und dann ein PUT.

Konflikte l16sen

Widersprichliche Clientanforderungen, wie z. B. zwei Clients, die in denselben Schliissel schreiben, werden
auf der Grundlage der ,neuesten Wins" geldst. Der Zeitpunkt fur die Bewertung ,neuester Erfolge” basiert auf
dem Zeitpunkt, an dem das StorageGRID System eine bestimmte Anforderung abgeschlossen hat und nicht
auf dem Zeitpunkt, an dem S3-Clients einen Vorgang starten.

ObjektgroRe

Die maximale GréRe empfohlen fir einen Vorgang mit einem PUT Objekt betragt 5 gib (5,368,709,120 Byte).
Wenn Sie Uber Objekte mit einer Grélke von mehr als 5 gib verfliigen, verwenden Sie stattdessen mehrteilige
Uploads.

Die maximale supported-Grole fiir einen einzelnen PUT-Objekt-Vorgang betragt 5 tib (5,497,558,138,880
Byte). Der Alarm * S3 PUT ObjektgroRe zu grol3* wird jedoch ausgeldst, wenn Sie versuchen, ein Objekt
hochzuladen, das mehr als 5 gib betragt.

UTF-8 Zeichen in Benutzermetadaten

Wenn eine Anfrage UTF-8-Werte im Schllisselnamen oder -Wert der benutzerdefinierten Metadaten enthalt, ist
das StorageGRID-Verhalten nicht definiert.

StorageGRID parst oder interpretiert keine entgangenen UTF-8-Zeichen, die im Schlisselnamen oder -Wert
der benutzerdefinierten Metadaten enthalten sind. Entgangenen UTF-8 Zeichen werden als ASCII-Zeichen
behandelt:

» Anforderungen sind erfolgreich, wenn benutzerdefinierte Metadaten entgangenen UTF-8 Zeichen
enthalten.

* StorageGRID gibt den nicht zurlick x-amz-missing-meta Kopfzeile, wenn der interpretierte Wert des
Schlisselnamens oder -Wertes undruckbare Zeichen enthalt.

Unterstiitzte Anfrageheader

Die folgenden Anfragezeilen werden unterstutzt:

®* Content-Type

* X—amz-copy-source

* x—amz-copy-source-if-match

* x—amz-copy-source-if-none-match

* x—amz-copy-source-if-unmodified-since

* x—amz-copy-source-if-modified-since
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x—amz-meta-, Gefolgt von einem Name-Wert-Paar mit benutzerdefinierten Metadaten

x-amz-metadata-directive: Der Standardwert ist COPY, Mit der Sie das Objekt und die zugehorigen
Metadaten kopieren kdnnen.

Sie kdnnen angeben REPLACE Um beim Kopieren des Objekts die vorhandenen Metadaten zu
Uberschreiben oder die Objektmetadaten zu aktualisieren.

x—-amz-storage-class

x—amz-tagging-directive: Der Standardwert ist COPY, Mit dem Sie das Objekt und alle Tags kopieren
kdnnen.

Sie kdnnen angeben REPLACE Um die vorhandenen Tags beim Kopieren des Objekts zu Gberschreiben
oder die Tags zu aktualisieren.

+ S3-Objektsperrungs-Anfrageheader:

o

o

o

x—amz-object-lock-mode

x—amz-object-lock-retain-until-date

x—amz-object-lock-legal-hold

Wenn eine Anforderung ohne diese Header ausgefuhrt wird, werden die
Standardaufbewahrungseinstellungen fiir Buckets verwendet, um den Versionsmodus des Objekts zu

berechnen und das ,behalt-bis“-Datum zu erhalten. Siehe "Konfigurieren Sie die S3-Objektsperre Uber
die S3-REST-API".

+ SSE-Anfragezeilen:

o

o

X—amz-copy-source-server-side-encryption-customer-algorithm
X—amz-copy-source-server-side-encryption-customer-key
X—amz-copy-source-server-side-encryption-customer-key-MD5
X—amz-server-side-encryption
x—amz-server-side-encryption-customer-key-MD5
x—amz-server-side-encryption-customer-key

x—amz-server-side-encryption-customer-algorithm

Siehe Anforderungsheader flr serverseitige Verschllsselung

Nicht unterstiitzte Anforderungsheader

Die folgenden Anforderungsheader werden nicht unterstitzt:
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Content-Disposition

Content-Encoding

Content-Language

Expires
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* x—-amz-website-redirect-location

Optionen der Storage-Klasse

Der x-amz-storage-class Der Anforderungsheader wird unterstitzt und hat Auswirkungen auf die Anzahl
der Objektkopien, die StorageGRID erstellt, wenn die Gibereinstimmende ILM-Regel ein Aufnahmeverhalten
der doppelten Ubertragung oder Ausgewogenheit angibt.

¢ STANDARD

(Standard) gibt einen Dual-Commit-Aufnahmevorgang an, wenn die ILM-Regel die Option Dual Commit
verwendet oder wenn die Option Balance auf das Erstellen von Zwischenkopien zurickgreift.

°* REDUCED REDUNDANCY

Gibt einen Single-Commit-Aufnahmevorgang an, wenn die ILM-Regel die Option Dual Commit verwendet
oder wenn die Option Balance zur Erstellung zwischenzeitaler Kopien zurtickgreift.

Wenn Sie ein Objekt in einen Bucket aufnehmen, wahrend S3-Objektsperre aktiviert ist, wird
das angezeigt REDUCED REDUNDANCY Option wird ignoriert. Wenn Sie ein Objekt in einen

@ Legacy-konformen Bucket aufnehmen, wird der REDUCED REDUNDANCY Option gibt einen
Fehler zurilick. StorageGRID fiihrt immer eine doppelte Einspeisung durch, um Compliance-
Anforderungen zu erflllen.

Verwenden von x-amz-copy-source in PUT Object - Copy

Wenn der Quell-Bucket und der Schlissel im angegeben sind x-amz-copy-source Kopfzeile: Unterscheidet
sich vom Ziel-Bucket und -Schlissel, eine Kopie der Quell-Objektdaten wird auf das Ziel geschrieben.

Wenn die Quelle und das Ziel Gbereinstimmen, und die x-amz-metadata-directive Kopfzeile wird als
angegeben REPLACE, Die Metadaten des Objekts werden mit den Metadaten aktualisiert, die in der
Anforderung angegeben sind. In diesem Fall nimmt StorageGRID das Objekt nicht erneut auf. Dies hat zwei
wichtige Folgen:

« SIE kénnen PUT Object - Copy nicht verwenden, um ein vorhandenes Objekt zu verschliisseln oder die
Verschllsselung eines vorhandenen Objekts zu andern. Wenn Sie den bereitstellen x-amz-server-
side-encryption Kopfzeile oder der x—-amz-server-side-encryption-customer-algorithm
Header, StorageGRID lehnt die Anforderung ab und gibt sie zurlick XNot Implemented.

* Die in der Ubereinstimmenden ILM-Regel angegebene Option fir das Aufnahmeverhalten wird nicht
verwendet. Samtliche durch das Update ausgeldsten Anderungen an der Objektplatzierung werden
vorgenommen, wenn ILM durch normale ILM-Prozesse im Hintergrund neu bewertet wird.

Das heif’t, wenn die ILM-Regel die strikte Option fur das Aufnahmeverhalten verwendet, werden keine
MaRnahmen ergriffen, wenn die erforderlichen Objektplatzierungen nicht vorgenommen werden kdnnen (z.
B. weil ein neu erforderlicher Speicherort nicht verfigbar ist). Das aktualisierte Objekt behalt seine aktuelle
Platzierung bei, bis die erforderliche Platzierung moéglich ist.

Anforderungsheader fiir serverseitige Verschliisselung

Wenn Sie die serverseitige Verschllsselung verwenden, hangen die von lhnen zur Verfligung gestellen
Anfrageheadern davon ab, ob das Quellobjekt verschlisselt ist und ob Sie das Zielobjekt verschlisseln
maochten.
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* Wenn das Quellobjekt mit einem vom Kunden bereitgestellten Schlissel (SSE-C) verschlisselt wird,
mussen Sie die folgenden drei Header in die ANFORDERUNG PUT Object - Copy einschlieRen, damit das
Objekt entschlisselt und kopiert werden kann:

° x—amz-copy-source-server-side-encryption-customer-algorithm: Angabe AES256.

° x-amz-copy-source-server-side-encryption-customer-key: Geben Sie den
Verschlisselungsschlissel an, den Sie beim Erstellen des Quellobjekts angegeben haben.

° x-amz-copy-source-server-side-encryption-customer-key-MD5: Geben Sie den MD5-
Digest an, den Sie beim Erstellen des Quellobjekts angegeben haben.

* Wenn Sie das Zielobjekt (die Kopie) mit einem eindeutigen Schlissel verschlisseln mdchten, den Sie
bereitstellen und verwalten, mussen Sie die folgenden drei Header angeben:

° x-—amz-server-side-encryption-customer-algorithm: Angabe AES256.

° x-amz-server-side-encryption-customer-key: Geben Sie einen neuen
Verschllsselungsschlissel fiir das Zielobjekt an.

° x-amz-server-side-encryption-customer-key-MD5: Geben Sie den MD5-Digest des neuen
Verschlisselungsschlissels an.

Die von lhnen zur Verfigung gelegten Schlissel werden niemals gespeichert. Wenn Sie

@ einen Verschllsselungsschlissel verlieren, verlieren Sie das entsprechende Objekt. Bevor
Sie vom Kunden bereitgestellte Schlissel zum Schutz von Objektdaten verwenden, sollten
Sie die Uberlegungen fiir priifen "Serverseitige Verschliisselung".

» Wenn Sie das Zielobjekt (die Kopie) mit einem eindeutigen Schllssel verschlisseln méchten, der von
StorageGRID (SSE) verwaltet wird, fiigen Sie diesen Header in das PUT Object - Copy Request ein:

° x—-amz-server-side-encryption

Der server-side-encryption Wert des Objekts kann nicht aktualisiert werden.
Erstellen Sie stattdessen eine Kopie mit einer neuen server-side-encryption
Nutzen x-amz-metadata-directive: REPLACE.

Versionierung

Wenn der Quell-Bucket versioniert ist, kdnnen Sie den verwenden x-amz-copy-source Kopfzeile zum
Kopieren der neuesten Version eines Objekts. Zum Kopieren einer bestimmten Version eines Objekts missen
Sie explizit die Version angeben, die kopiert werden soll versionId unterressource. Wenn der Ziel-Bucket
versioniert ist, wird die generierte Version im zurtickgegeben x-amz-version-id Kopfzeile der Antwort.
Wenn die Versionierung fur den Ziel-Bucket ausgesetzt ist, dann x-amz-version-id Gibt einen Wert ,nul1®
zurdck.

Verwandte Informationen

"Objektmanagement mit ILM"
"S3-Vorgange werden in Prifprotokollen nachverfolgt"

"PUT Objekt"
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SelektierObjectContent

Sie kdonnen die S3 SelectObjectContent-Anfrage verwenden, um den Inhalt eines S3-
Objekts anhand einer einfachen SQL-Anweisung zu filtern.

Weitere Informationen finden Sie im "AWS Dokumentation fur SelectObjectContent".

Bevor Sie beginnen
» Das Mandantenkonto hat die S3 Select-Berechtigung.
* Das ist schon s3:GetObject Berechtigung flr das Objekt, das Sie abfragen mdchten.
» Das Objekt, das Sie abfragen mdchten, muss eines der folgenden Formate aufweisen:
o CSV. Kann wie ist verwendet oder in GZIP- oder BZIP2-Archiven komprimiert werden.
o Parkett. Zusatzliche Anforderungen an Parkett-Objekte:

= S3 Select unterstitzt nur Spaltenkomprimierung mit GZIP oder Snappy. S3 Select unterstitzt keine
Komprimierung ganzer Objekte fur Parkett-Objekte.

= S3 Select unterstitzt keine Parkett-Ausgabe. Sie missen das Ausgabeformat als CSV oder JSON
angeben.

= Die maximale GréRe der nicht komprimierten Zeilengruppe betragt 512 MB.
= Sie missen die im Objektschema angegebenen Datentypen verwenden.

= Sie kdénnen KEINE logischen TYPEN VON INTERVALL, JSON, LISTE, ZEIT oder UUID
verwenden.

* |hr SQL-Ausdruck hat eine maximale Lange von 256 KB.

» Jeder Datensatz im Eingang oder Ergebnis hat eine maximale Lange von 1 MiB.

@ Die Verwendung von ScanRange wird nicht unterstitzt.

Beispiel fiir eine CSV-Anfrage-Syntax
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POST /{Key+}?select&select-type=2 HTTP/1.1
Host: Bucket.s3.abc-company.com
x—amz-expected-bucket-owner: ExpectedBucketOwner
<?xml version="1.0" encoding="UTF-8"7?>
<SelectObjectContentRequest xmlns="http://s3.amazonaws.com/doc/2006-03-
01/">
<Expression>string</Expression>
<ExpressionType>string</ExpressionType>
<RequestProgress>
<Enabled>boolean</Enabled>
</RequestProgress>
<InputSerialization>
<CompressionType>GZIP</CompressionType>
<CSV>
<AllowQuotedRecordDelimiter>boolean</AllowQuotedRecordDelimiter>
<Comments>#</Comments>
<FieldDelimiter>\t</FieldDelimiter>
<FileHeaderInfo>USE</FileHeaderInfo>
<QuoteCharacter>"'</QuoteCharacter>
<QuoteEscapeCharacter>\\</QuoteEscapeCharacter>
<RecordDelimiter>\n</RecordDelimiter>
</CSV>
</InputSerialization>
<OutputSerialization>
<CSVv>
<FieldDelimiter>string</FieldDelimiter>
<QuoteCharacter>string</QuoteCharacter>
<QuoteEscapeCharacter>string</QuoteEscapeCharacter>
<QuoteFields>string</QuoteFields>
<RecordDelimiter>string</RecordDelimiter>
</CS8V>
</OutputSerialization>
<ScanRange>
<End>long</End>
<Start>long</Start>
</ScanRange>
</SelectObjectContentRequest>

Beispiel fiir die Syntax der Parkettanforderung
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POST /{Key+}?select&select-type=2 HTTP/1.1
Host: Bucket.s3.abc-company.com
x—amz-expected-bucket-owner: ExpectedBucketOwner
<?xml version="1.0" encoding="UTF-8"7?>
<SelectObjectContentRequest xmlns=http://s3.amazonaws.com/doc/2006-03-01/>
<Expression>string</Expression>
<ExpressionType>string</ExpressionType>
<RequestProgress>
<Enabled>boolean</Enabled>
</RequestProgress>
<InputSerialization>
<CompressionType>GZIP</CompressionType>
<PARQUET>
</PARQUET>
</InputSerialization>
<QOutputSerialization>
<CSV>
<FieldDelimiter>string</FieldDelimiter>
<QuoteCharacter>string</QuoteCharacter>
<QuoteEscapeCharacter>string</QuoteEscapeCharacter>
<QuoteFields>string</QuoteFields>
<RecordDelimiter>string</RecordDelimiter>
</CSsv>
</OutputSerialization>
<ScanRange>
<End>long</End>
<Start>long</Start>
</ScanRange>
</SelectObjectContentRequest>

Beispiel fiir eine SQL-Abfrage

Diese Abfrage erhalt den Staatsnamen, 2010 Populationen, geschatzte 2015 Populationen und den
Prozentsatz der Anderung von den Daten der US-Volkszahlung. Datensatze in der Datei, die keine Status sind,
werden ignoriert.

SELECT STNAME, CENSUS2010POP, POPESTIMATEZ2015, CAST((POPESTIMATE2015 -
CENSUS2010POP) AS DECIMAL) / CENSUS2010POP * 100.0 FROM S3Object WHERE
NAME = STNAME

Die ersten Zeilen der abzufragenden Datei, SUB-EST2020 ALL.csv, SO aussehen:
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SUMLEV, STATE, COUNTY,, PLACE, COUSUB, CONCIT, PRIMGEO FLAG, FUNCSTAT, NAME , STNAME,
CENSUS2010POP,

ESTIMATESBASE2010, POPESTIMATE2010, POPESTIMATEZ2011, POPESTIMATE2012, POPESTIM
ATE2013, POPESTIMATE2014,

POPESTIMATE2015, POPESTIMATE2016, POPESTIMATE2017, POPESTIMATE2018, POPESTIMAT
E2019, POPESTIMATE042020,

POPESTIMATE2020

040,01,000,00000,00000,00000,0,A,Alabama,Alabama, 4779736,4780118,4785514, 4
799642,4816632,4831586,
4843737,4854803,4866824,4877989,4891628,4907965,4920706,4921532
162,01,000,00124,00000,00000,0,A, Abbeville
city,Alabama,2688,2705,2699,2694,2645,2629,2610,2602,
2587,2578,2565,2555,2555, 2553

162,01,000,00460,00000,00000,0,A,Adamsville

city,Alabama, 4522,4487,4481,4474,4453,4430,4399,4371,
4335,4304,4285,4254,4224,4211

162,01,000,00484,00000,00000,0,A,Addison

town,Alabama, 758,754,751,750,745,744,742,734,734,728,

725,723,719, 717

Beispiel fur die Verwendung von AWS und CLI (CSV)

aws s3api select-object-content --endpoint-url https://10.224.7.44:10443
-—-no-verify-ssl --bucket 619c0755-9e38-42e0-a614-05064f74126d --key SUB-
EST2020 ALL.csv --expression-type SQL --input-serialization '{"CSV":

{"FileHeaderInfo": "USE", "Comments": "#", "QuoteEscapeCharacter": "\"",
"RecordDelimiter": "\n", "FieldDelimiter": ",", "QuoteCharacter": "\"",
"AllowQuotedRecordDelimiter": false}, "CompressionType": "NONE"}' --output
-serialization '{"CSV": {"QuoteFields": "ASNEEDED",
"QuoteEscapeCharacter": "#", "RecordDelimiter": "\n", "FieldDelimiter":
",", "QuoteCharacter": "\""}}' --expression "SELECT STNAME, CENSUS2010POP,

POPESTIMATE2015, CAST ((POPESTIMATE2015 - CENSUS2010POP) AS DECIMAL) /
CENSUS2010POP * 100.0 FROM S30Object WHERE NAME = STNAME" changes.csv

Die ersten Zeilen der Ausgabedatei, changes . csv, So aussehen:
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Alabama,4779736,4854803,1.5705260708959658022953568983726297854
Alaska,710231,738430,3.9703983633493891424057806544631253775
Arizona, 6392017,6832810,6.8959922978928247531256565807005832431
Arkansas, 2915918,2979732,2.1884703204959810255295244928012378949
California, 37253956,38904296,4.4299724839960620557988526104449148971
Colorado,5029196,5454328,8.4532796097030221132761578590295546246



Beispiel fiir die Nutzung von AWS-CLI (Parkett)

aws s3api select-object-content -endpoint-url https://10.224.7.44:10443
--bucket 619c0755-9e38-42e0-a614-05064f74126d --key SUB-

EST2020 ALL.parquet --expression "SELECT STNAME, CENSUS2010POP,
POPESTIMATE2015, CAST ((POPESTIMATE2015 - CENSUS2010POP) AS DECIMAL) /
CENSUS2010POP * 100.0 FROM S30bject WHERE NAME = STNAME" --expression-type
'SQL' --input-serialization '{"Parquet":{}}' --output-serialization
'{"Csv": {}}' changes.csv

Die ersten Zeilen der Ausgabedatei, changes.csv, sehen wie folgt aus:

Alabama, 4779736,4854803,1.5705260708959658022953568983726297854
Alaska, 710231,738430,3.9703983633493891424057806544631253775
Arizona, 6392017,6832810,6.8959922978928247531256565807005832431
Arkansas,2915918,2979732,2.1884703204959810255295244928012378949
California, 37253956,38904296,4.4299724839960620557988526104449148971
Colorado,5029196,5454328,8.4532796097030221132761578590295546246

Vorgange fur mehrteilige Uploads

In diesem Abschnitt wird beschrieben, wie StorageGRID Vorgange fur mehrteilige
Uploads unterstutzt.

Die folgenden Bedingungen und Hinweise gelten fur alle mehrteiligen Uploadvorgange:

« Sie sollten nicht mehr als 1,000 gleichzeitige mehrteilige Uploads in einen einzelnen Bucket durchfiihren,

da die Ergebnisse der ,List Multipart Uploads®-Abfragen fir diesen Bucket mdglicherweise unvollstandige
Ergebnisse liefern.

» StorageGRID setzt AWS Grolenbeschrankungen flir mehrere Teile durch. S3-Clients missen folgende
Richtlinien einhalten:

> Jedes Teil eines mehrteiligen Uploads muss zwischen 5 MiB (5,242,880 Byte) und 5 gib
(5,368,709,120 Byte) liegen.

o Der letzte Teil kann kleiner als 5 MiB (5,242,880 Byte) sein.

> Im Allgemeinen sollten die Teilemale so grof® wie moglich sein. Verwenden Sie z. B. flr ein Objekt mit
100 gib die Teilenummer 5 gib. Da jedes Teil als ein eindeutiges Objekt angesehen wird, sinkt der
Overhead fur StorageGRID Metadaten durch die Verwendung groRer Teilgrolen.

> Verwenden Sie fir Objekte, die kleiner als 5 gib sind, stattdessen einen Upload ohne mehrere Teile.

* ILM wird fir jeden aufgenommenen Teil eines mehrteiligen Objekts und fiir das gesamte Objekt nach
Abschluss des mehrteiligen Uploads bewertet, sofern die ILM-Regel das ausgewogene oder strikte

Einspielverhalten verwendet. Sie sollten sich bewusst sein, wie dies die Objekt- und Teileplatzierung
beeinflusst:

> Wenn sich ILM-Anderungen wahrend des Hochladen mehrerer S3-Teile &ndern, erflllt der mehrteilige
Upload einige Teile des Objekts moglicherweise nicht die aktuellen ILM-Anforderungen. Nicht korrekt
platzierte Teile werden zur ILM-Neubewertung in die Warteschlange verschoben und werden spater an
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den richtigen Ort verschoben.

> Bei der Evaluierung von ILM fUr ein Teil filtert StorageGRID nach der GréRe des Teils und nicht der
Grolde des Objekts. Das bedeutet, dass Teile eines Objekts an Orten gespeichert werden kénnen, die
die ILM-Anforderungen fur das gesamte Objekt nicht erfillen. Wenn z. B. eine Regel angibt, dass alle
Objekte ab 10 GB auf DC1 gespeichert werden, wahrend alle kleineren Objekte an DC2 gespeichert
sind, wird bei Aufnahme jeder 1 GB-Teil eines 10-teiligen mehrteiligen Uploads auf DC2 gespeichert.
Wenn ILM fur das Objekt als Ganzes bewertet wird, werden alle Teile des Objekts auf DC1
verschoben.

« Alle mehrteiligen Uploadvorgange unterstitzen die StorageGRID-Konsistenzkontrollen.

» Falls erforderlich, kdnnen Sie die Verschlisselung auf Serverseite mit mehrteiligen Uploads verwenden.
Um SSE (serverseitige Verschlisselung mit Gber StorageGRID gemanagten Schlisseln) zu verwenden,
mussen Sie das angeben x-amz-server-side-encryption Kopfzeile anfordern in der Anfrage zum
Senden von mehrteiligen Uploads. Um SSE-C (serverseitige Verschllisselung mit vom Kunden
bereitgestellten Schlisseln) zu verwenden, geben Sie in der Anfrage zum Hochladen von mehreren Teilen
und bei jeder nachfolgenden Anfrage zum Hochladen von Teilen dieselben Schllisselkopfzeilen an.

Betrieb Implementierung

Mehrteilige Uploads Auflisten Siehe "Mehrteilige Uploads Auflisten"
Initiieren Von Mehrteiligen Uploads Siehe "Initiieren Von Mehrteiligen Uploads"
Hochladen Von Teilen Siehe "Hochladen Von Teilen"

Hochladen Von Teilen - Kopieren Siehe "Hochladen Von Teilen - Kopieren"

Abschliefien Von Mehrteiligen Uploads Siehe "Abschliefen Von Mehrteiligen Uploads"

Abbrechen Von Mehrteiligen Uploads Wird mit dem gesamten Amazon S3-REST-API-Verhalten
implementiert. Anderungen vorbehalten.

Teile Auflisten Wird mit dem gesamten Amazon S3-REST-API-Verhalten
implementiert. Anderungen vorbehalten.

Verwandte Informationen

« "Konsistenzkontrollen"

 "Serverseitige Verschlisselung"

Mehrteilige Uploads Auflisten

In der Operation ,Mehrteilige Uploads auflisten® werden derzeit mehrteilige Uploads fur
einen Bucket aufgefuhrt.

Die folgenden Anforderungsparameter werden unterstitzt:

* encoding-type

* key-marker
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* max-uploads
prefix

* upload-id-marker
* Host

* Date

* Authorization

Versionierung

Mehrteilige Uploads bestehen aus separaten Vorgangen zum Initiieren des Uploads, Auflisten von Uploads,
Hochladen von Teilen, Zusammenbauen der hochgeladenen Teile und AbschlieRen des Uploads. Wenn der
Vorgang zum vollstdndigen Hochladen mehrerer Teile ausgefuhrt wird, ist dies der Punkt, an dem Objekte
erstellt werden (und gegebenenfalls versioniert).

Initileren Von Mehrteiligen Uploads

Der Vorgang ,Mehrteiliges Hochladen initiieren” (CreateMultipartUpload) initiiert einen
mehrteiligen Upload fur ein Objekt und gibt eine Upload-ID zurlck.

Der x-amz-storage-class Die Anfragelberschrift wird unterstiitzt. Der Wert, der fiir eingereicht wurde x-
amz-storage-class Beeintrachtigt, wie StorageGRID Objektdaten wahrend der Aufnahme schitzt und nicht
die Anzahl der persistenten Kopien des Objekts im StorageGRID System (das durch ILM bestimmt wird)

Wenn die ILM-Regel, die zu einem aufgenommene Objekt passt, die strikte Option flr das Aufnahmeverhalten
verwendet, wird der aktiviert x—-amz-storage-class Kopfzeile hat keine Wirkung.

Fir konnen die folgenden Werte verwendet werden x-amz-storage-class:

* STANDARD (Standard)

o Dual Commit: Wenn die ILM-Regel die Dual Commit-Option fir das Aufnahmeverhalten angibt, sobald
ein Objekt aufgenommen wird, wird eine zweite Kopie dieses Objekts erstellt und auf einen anderen
Storage Node verteilt (Dual Commit). Bei Bewertung des ILM bestimmt StorageGRID, ob diese ersten
Zwischenkopien die Anweisungen zur Platzierung in der Regel erfiillen. Ist dies nicht der Fall, missen
moglicherweise neue Objektkopien an unterschiedlichen Standorten erstellt werden, und die ersten
Zwischenkopien missen eventuell geléscht werden.

> Ausgeglichen: Wenn die ILM-Regel die Option ausgeglichen angibt und StorageGRID nicht sofort alle
in der Regel angegebenen Kopien erstellen kann, erstellt StorageGRID zwei Zwischenkopien auf
verschiedenen Speicherknoten.

Wenn StorageGRID sofort alle Objektkopien erstellen kann, die in der ILM-Regel (synchrone
Platzierung) angegeben sind, wird der angezeigt x-amz-storage-class Kopfzeile hat keine
Wirkung.

* REDUCED REDUNDANCY

o Dual Commit: Wenn die ILM-Regel die Dual Commit-Option fiir das Aufnahmeverhalten angibt, erstellt
StorageGRID bei Aufnahme des Objekts eine einzelne Interimskopie (Single Commit).

> Ausgeglichen: Wenn die ILM-Regel die Option ausgeglichen angibt, erstellt StorageGRID nur eine
Zwischenkopie, wenn das System nicht sofort alle in der Regel angegebenen Kopien erstellen kann.
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Wenn StorageGRID eine synchrone Platzierung durchflihren kann, hat diese Kopfzeile keine
Auswirkung. Der REDUCED REDUNDANCY Am besten eignet sich die Option, wenn die ILM-Regel, die
mit dem Objekt Ubereinstimmt, eine einzige replizierte Kopie erstellt. In diesem Fall verwenden
REDUCED REDUNDANCY Eine zusétzliche Objektkopie kann bei jedem Aufnahmevorgang nicht mehr
erstellt und geldéscht werden.

Verwenden der REDUCED REDUNDANCY Unter anderen Umstanden wird eine Option nicht empfohlen.
REDUCED_REDUNDANCY Erhéhte das Risiko von Objektdatenverlusten bei der Aufnahme Beispielsweise
kdnnen Sie Daten verlieren, wenn die einzelne Kopie zunachst auf einem Storage Node gespeichert wird,
der ausfallt, bevor eine ILM-Evaluierung erfolgen kann.

Da nur eine Kopie zu einem beliebigen Zeitpunkt repliziert werden kann, sind Daten einem
standigen Verlust ausgesetzt. Wenn nur eine replizierte Kopie eines Objekts vorhanden ist, geht

@ dieses Objekt verloren, wenn ein Speicherknoten ausfallt oder einen betrachtlichen Fehler hat.
Wahrend Wartungsarbeiten wie Upgrades verlieren Sie auch voribergehend den Zugriff auf das
Objekt.

Angeben REDUCED REDUNDANCY Wirkt sich nur darauf aus, wie viele Kopien erstellt werden, wenn ein Objekt
zum ersten Mal aufgenommen wird. Er hat keine Auswirkungen auf die Anzahl der Kopien des Objekts, wenn
das Objekt von der aktiven ILM-Richtlinie geprift wird, und fiihrt nicht dazu, dass Daten auf einer niedrigeren
Redundanzebene im StorageGRID System gespeichert werden.

Di
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Wenn Sie ein Objekt in einen Bucket aufnehmen, wahrend S3-Objektsperre aktiviert ist, wird
das angezeigt REDUCED REDUNDANCY Option wird ignoriert. Wenn Sie ein Objekt in einen

@ Legacy-konformen Bucket aufnehmen, wird der REDUCED REDUNDANCY Option gibt einen
Fehler zurlick. StorageGRID fiihrt immer eine doppelte Einspeisung durch, um Compliance-
Anforderungen zu erflllen.

e folgenden Anfragezeilen werden unterstitzt:

* Content-Type

* x-amz-meta-, Gefolgt von einem Name-Wert-Paar mit benutzerdefinierten Metadaten
Verwenden Sie bei der Angabe des Name-value-Paars fur benutzerdefinierte Metadaten dieses allgemeine
Format:

x-amz-meta- name : “value’

Wenn Sie die Option User Defined Creation Time als Referenzzeit fiir eine ILM-Regel verwenden
mochten, missen Sie diese verwenden creation-time Als Name der Metadaten, die beim Erstellen des
Objekts zeichnet. Beispiel:

x—amz-meta-creation-time: 1443399726

Der Wert flr creation-time Wird seit dem 1. Januar 1970 als Sekunden ausgewertet.



Wird Hinzugeflgt creation-time Da benutzerdefinierte Metadaten nicht zuldssig sind,
wenn Sie einem Bucket hinzufiigen, auf dem die altere Compliance aktiviert ist, ein Objekt.
Ein Fehler wird zurickgegeben.

+ S3-Objektsperrungs-Anfrageheader:

° x—amz-object-lock-mode
° x—amz-object-lock-retain-until-date

° x—amz-object-lock-legal-hold

Wenn eine Anfrage ohne diese Header erstellt wird, werden die Bucket-Standardeinstellungen zur
Aufbewahrung der Objektversion herangezogen, um die Aufbewahrung bis dato zu berechnen.

"Konfigurieren Sie die S3-Objektsperre iber die S3-REST-API"
+ SSE-Anfragezeilen:

° x—amz-server-side-encryption
° x—amz-server-side-encryption-customer-key-MD5
° x—amz-server-side-encryption-customer-key

° x-—amz-server-side-encryption-customer-algorithm

Anforderungsheader flir serverseitige Verschliisselung

@ Informationen darlber, wie StorageGRID UTF-8-Zeichen verarbeitet, finden Sie in der
Dokumentation ZU PUT Object.

Anforderungsheader fiir serverseitige Verschliisselung

Sie kdnnen die folgenden Anforderungsheader verwenden, um ein mehrteitiges Objekt mit serverseitiger
Verschllsselung zu verschlisseln. Die Optionen SSE und SSE-C schlieen sich gegenseitig aus.

« SSE: Verwenden Sie den folgenden Header in der Anfrage Multipart hochladen, wenn Sie das Objekt mit
einem eindeutigen Schllssel verschllisseln méchten, der von StorageGRID verwaltet wird. Geben Sie
diese Kopfzeile in keiner der Teileanforderungen hochladen an.

° x-—amz-server-side-encryption

« SSE-C: Verwenden Sie alle drei dieser Header in der Anfrage zum Initiate Multipart Upload (und in jeder
nachfolgenden Anfrage zum Hochladen von Teilen), wenn Sie das Objekt mit einem eindeutigen Schiissel
verschlisseln méchten, den Sie bereitstellen und verwalten.

° x—amz-server-side-encryption-customer-algorithm: Angabe AES256.

° x-amz-server-side-encryption-customer-key: Geben Sie Ihren Verschlisselungsschlissel
fur das neue Objekt an.

° x-amz-server-side-encryption-customer-key-MD5: Geben Sie den MD5-Digest des
Verschllsselungsschlissels des neuen Objekts an.
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Die von lhnen zur Verfligung gelegten Schllissel werden niemals gespeichert. Wenn Sie einen

@ Verschlusselungsschlissel verlieren, verlieren Sie das entsprechende Objekt. Bevor Sie vom
Kunden bereitgestellte Schlissel zum Schutz von Objektdaten verwenden, sollten Sie die
Uberlegungen firr priifen "Serverseitige Verschliisselung".

Nicht unterstiitzte Anforderungsheader

Die folgende Anforderungsiberschrift wird nicht unterstiitzt und kehrt zurlick XNot Implemented

* x—amz-website-redirect-location

Versionierung

Mehrteilige Uploads bestehen aus separaten Vorgangen zum Initiieren des Uploads, Auflisten von Uploads,
Hochladen von Teilen, Zusammenbauen der hochgeladenen Teile und Abschlieen des Uploads. Objekte
werden erstellt (und gegebenenfalls versioniert), wenn der Vorgang zum Hochladen mehrerer Teile
abgeschlossen ist.

Verwandte Informationen
"Objektmanagement mit ILM"

"PUT Objekt"

Hochladen Von Teilen

Der Vorgang , Teile hochladen® [adt ein Teil in einem mehrteiligen Upload fur ein Objekt
hoch.

Unterstiitzte Anfrageheader

Die folgenden Anfragezeilen werden unterstitzt:

* Content-Length

* Content-MD5

Anforderungsheader fiir serverseitige Verschliisselung

Wenn Sie die SSE-C-Verschlisselung flr die Anfrage zum Hochladen von mehreren Teilen angegeben haben,

mussen Sie die folgenden Anfrageheader in jede Anfrage zum Hochladen von Teilen angeben:

* x—amz-server-side-encryption-customer-algorithm: Angabe AES256.

* x-—amz-server-side-encryption-customer-key: Geben Sie denselben Verschlisselungsschlissel

an, den Sie in der Anfrage zum Hochladen von mehreren Teilen angegeben haben.

* x-—amz-server-side-encryption-customer-key-MD5: Geben Sie den gleichen MD5-Digest an,
den Sie in der Anfrage zum Hochladen mehrerer Teile angegeben haben.

Die von lhnen zur Verfligung gelegten Schlissel werden niemals gespeichert. Wenn Sie einen
Verschlisselungsschlissel verlieren, verlieren Sie das entsprechende Objekt. Bevor Sie vom

@ Kunden zur Sicherung von Objektdaten bereitgestellte Schlissel verwenden, prufen Sie die
Uberlegungen unter ,serverseitige Verschliisselung verwenden®.
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Versionierung

Mehrteilige Uploads bestehen aus separaten Vorgangen zum Initiieren des Uploads, Auflisten von Uploads,
Hochladen von Teilen, Zusammenbauen der hochgeladenen Teile und AbschlieRen des Uploads. Objekte
werden erstellt (und gegebenenfalls versioniert), wenn der Vorgang zum Hochladen mehrerer Teile
abgeschlossen ist.

Verwandte Informationen

"Serverseitige Verschllsselung"

Hochladen Von Teilen - Kopieren

Der Vorgang , Teil hochladen — Kopieren® Iadt einen Teil eines Objekts hoch, indem Daten
aus einem vorhandenen Objekt als Datenquelle kopiert werden.

Der Vorgang ,Hochladen von Teilen — Kopieren*® ist mit dem Verhalten der gesamten Amazon S3-REST-API
implementiert. Anderungen vorbehalten.

Diese Anforderung liest und schreibt die Objektdaten, die in angegeben wurden x-amz-copy-source-
range Innerhalb des StorageGRID-Systems.

Die folgenden Anfragezeilen werden unterstutzt:

* x—amz-copy-source-if-match

x—amz—-copy-source—-if-none-match
L]

x—amz-copy-source-if-unmodified-since

x—amz-copy-source-if-modified-since

Anforderungsheader fiir serverseitige Verschliisselung

Wenn Sie die SSE-C-Verschlisselung flr die Anfrage zum Hochladen von mehreren Teilen angegeben haben,
mussen Sie die folgenden Anforderungsheader auch in jeden Upload Part - Copy request angeben:

* x—amz-server-side-encryption-customer-algorithm: Angabe AES256.

* x-amz-server-side-encryption-customer-key: Geben Sie denselben Verschlisselungsschlissel
an, den Sie in der Anfrage zum Hochladen von mehreren Teilen angegeben haben.

* x-amz-server-side-encryption-customer-key-MD5: Geben Sie den gleichen MD5-Digest an,
den Sie in der Anfrage zum Hochladen mehrerer Teile angegeben haben.

Wenn das Quellobjekt mit einem vom Kunden bereitgestellten Schlissel (SSE-C) verschlisselt wird, missen
Sie die folgenden drei Header in die Anfrage ,Teil hochladen — Kopieren“ aufnehmen, damit das Objekt
entschlisselt und anschlieRend kopiert werden kann:

* x—amz-copy-source-server-side-encryption-customer-algorithm: Angabe AES256.

* x—amz-copy-source-server-side-encryption-customer-key: Geben Sie den
Verschlisselungsschlissel an, den Sie beim Erstellen des Quellobjekts angegeben haben.

* x-amz-copy-source-server-side-encryption-customer-key-MD5: Geben Sie den MD5-Digest
an, den Sie beim Erstellen des Quellobjekts angegeben haben.
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Die von lhnen zur Verfligung gelegten Schllissel werden niemals gespeichert. Wenn Sie einen
Verschlusselungsschlissel verlieren, verlieren Sie das entsprechende Objekt. Bevor Sie vom

@ Kunden zur Sicherung von Objektdaten bereitgestellte Schlissel verwenden, prufen Sie die
Uberlegungen unter ,serverseitige Verschliisselung verwenden®.

Versionierung

Mehrteilige Uploads bestehen aus separaten Vorgangen zum Initiieren des Uploads, Auflisten von Uploads,
Hochladen von Teilen, Zusammenbauen der hochgeladenen Teile und Abschlief3en des Uploads. Objekte
werden erstellt (und gegebenenfalls versioniert), wenn der Vorgang zum Hochladen mehrerer Teile
abgeschlossen ist.

AbschlieBen Von Mehrteiligen Uploads

Der komplette mehrteilige Upload-Vorgang fuhrt einen mehrteiligen Upload eines Objekts
durch, indem die zuvor hochgeladenen Teile zusammengebaut werden.

Konflikte l16sen

Widersprichliche Clientanforderungen, wie z. B. zwei Clients, die in denselben Schlissel schreiben, werden
auf der Grundlage der ,neuesten Wins" gelost. Der Zeitpunkt fiir die Bewertung ,neuester Erfolge” basiert auf
dem Zeitpunkt, an dem das StorageGRID System eine bestimmte Anforderung abgeschlossen hat und nicht
auf dem Zeitpunkt, an dem S3-Clients einen Vorgang starten.

Anfragekopfzeilen

Der x-amz-storage-class Der Anforderungsheader wird unterstitzt und hat Auswirkungen auf die Anzahl
der Objektkopien, die StorageGRID erstellt, wenn die Ubereinstimmende ILM-Regel ein Aufnahmeverhalten
der doppelten Ubertragung oder Ausgewogenheit angibt.

¢ STANDARD

(Standard) gibt einen Dual-Commit-Aufnahmevorgang an, wenn die ILM-Regel die Option Dual Commit
verwendet oder wenn die Option Balance auf das Erstellen von Zwischenkopien zuriickgreift.

* REDUCED REDUNDANCY

Gibt einen Single-Commit-Aufnahmevorgang an, wenn die ILM-Regel die Option Dual Commit verwendet
oder wenn die Option Balance zur Erstellung zwischenzeitaler Kopien zurtickgreift.

Wenn Sie ein Objekt in einen Bucket aufnehmen, wahrend S3-Objektsperre aktiviert ist, wird
das angezeigt REDUCED REDUNDANCY Option wird ignoriert. Wenn Sie ein Objekt in einen

@ Legacy-konformen Bucket aufnehmen, wird der REDUCED REDUNDANCY Option gibt einen
Fehler zurlick. StorageGRID fiihrt immer eine doppelte Einspeisung durch, um Compliance-
Anforderungen zu erfllen.

@ Wenn ein mehrtei. Upload nicht innerhalb von 15 Tagen abgeschlossen wird, wird der Vorgang
als inaktiv markiert und alle zugehérigen Daten werden aus dem System gel6scht.
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@ Der ETag Der zuriickgegebene Wert ist keine MD5-Summe der Daten, sondern folgt der
Implementierung der Amazon S3-API ETag Wert flir mehrteilige Objekte.

Versionierung

Durch diesen Vorgang ist ein mehrtei. Upload abgeschlossen. Wenn die Versionierung fir einen Bucket
aktiviert ist, wird die Objektversion nach Abschluss des mehrteiligen Uploads erstellt.

Wenn die Versionierung fir einen Bucket aktiviert ist, ist dies ein eindeutiger versionId Wird automatisch fir
die Version des zu speichernden Objekts generiert. Das versionId Wird auch in der Antwort mit
zurlickgegeben x-amz-version-id Kopfzeile der Antwort.

Wenn die Versionierung unterbrochen wird, wird die Objektversion mit einem Null gespeichert versionId
Und wenn bereits eine Null-Version vorhanden ist, wird sie Uberschrieben.

Wenn die Versionierung fur einen Bucket aktiviert ist, erstellt das Abschlieen eines
mehrteiligen Uploads immer eine neue Version, selbst wenn mehrere Teile gleichzeitig auf
denselben Objektschlissel hochgeladen wurden. Wenn die Versionierung fiir einen Bucket nicht

@ aktiviert ist, ist es moglich, einen mehrteiligen Upload zu initiieren und dann einen weiteren
mehrteiligen Upload zu initileren und zuerst auf demselben Objektschliissel abzuschlief3en. In
Buckets, die nicht versioniert sind, hat der mehrteilige Upload, der den letzten Teil abschliel3t,
Vorrang.

Fehlgeschlagene Replikation, Benachrichtigung oder Metadatenbenachrichtigung

Wenn der Bucket, in dem der mehrteilige Upload stattfindet, fir einen Plattformdienst konfiguriert ist, ist der
mehrteilige Upload erfolgreich, auch wenn die zugehérige Replizierungs- oder Benachrichtigungsaktion
fehlschlagt.

In diesem Fall wird im Grid Manager on Total Events (SMTT) ein Alarm ausgeldst. In der Meldung Letztes
Ereignis wird ,Fehler beim Veréffentlichen von Benachrichtigungen fiir Bucket-
nameobject key"flr das letzte Objekt angezeigt, dessen Benachrichtigung fehlgeschlagen ist. (Um diese
Meldung anzuzeigen, wahlen Sie NODES > Storage Node > Ereignisse. Letztes Ereignis oben in der Tabelle
anzeigen.) Ereignismeldungen sind auch in aufgefihrt /var/local/log/bycast-err.log.

Ein Mandant kann die fehlgeschlagene Replizierung oder Benachrichtigung auslésen, indem die Metadaten
oder Tags des Objekts aktualisiert werden. Ein Mieter kann die vorhandenen Werte erneut einreichen, um
unerwiinschte Anderungen zu vermeiden.

Verwandte Informationen

"Objektmanagement mit ILM"

Fehlerantworten

Das StorageGRID System unterstutzt alle zutreffenden S3-REST-API-
Standardfehlerantworten. Darlber hinaus fugt die StorageGRID Implementierung
mehrere individuelle Antworten hinzu.

Unterstutzte S3-API-Fehlercodes
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Name

AccessDenied

BadDigest

BucketAlreadyExists

BucketNotEmpty

IncompleteBody

Interner Fehler

InvalidAccessKey ID

InvalidArgument

InvalidBucketName

InvalidBucketState

InvalidDigest

InvalidVerschlUsselungAlgorithmFehler

InvalidTeil

InvalidPartOrder

InvalidRange

InvalidRequest

InvalidStorageClass

InvalidTag

InvalidURI

KeyToolLong

Malformed XML

MetadataToolLarge
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HTTP-Status
403 Verbotene

400 Fehlerhafte Anfrage

409 Konflikt

409 Konflikt

400 Fehlerhafte Anfrage

500 Fehler Des Internen Servers

403 Verbotene

400 Fehlerhafte Anfrage

400 Fehlerhafte Anfrage

409 Konflikt

400 Fehlerhafte Anfrage

400 Fehlerhafte Anfrage

400 Fehlerhafte Anfrage

400 Fehlerhafte Anfrage

416 Angeforderter Bereich Nicht Zu Unterprifbar

400 Fehlerhafte Anfrage

400 Fehlerhafte Anfrage

400 Fehlerhafte Anfrage

400 Fehlerhafte Anfrage

400 Fehlerhafte Anfrage

400 Fehlerhafte Anfrage

400 Fehlerhafte Anfrage



Name

MethodenAlled

MissingContentLange

MissingRequestBodyError

MissingSecurityHeader

NoSuchBucket

NoSuchKey

NoSuchUpload

NotImplemsted

NoSuchBucketRichtlinien

ObjektLockKonfigurationNotgefundenFehler

Vorbedingungen nicht mdglich

AnforderungTimeTooSkewed

Servicenicht verfigbar

SignalDoesNotMatch

TooManyDickets

UserKeyMustBespezifiziert

HTTP-Status
405 Methode Nicht Zulassig

411 Lange Erforderlich

400 Fehlerhafte Anfrage

400 Fehlerhafte Anfrage

404 Nicht Gefunden

404 Nicht Gefunden

404 Nicht Gefunden

501 Nicht Implementiert

404 Nicht Gefunden

404 Nicht Gefunden

412 Voraussetzung Fehlgeschlagen

403 Verbotene

503 Service Nicht Verfligbar

403 Verbotene

400 Fehlerhafte Anfrage

400 Fehlerhafte Anfrage

Benutzerdefinierte StorageGRID-Fehlercodes

Name

XBucketLifecycleNotAlled

XBucketPolicyParseException

Beschreibung

In einem zuvor konformen Bucket ist die
Konfiguration des Bucket-Lebenszyklus
nicht zulassig

Fehler beim Parsen der JSON der
empfangenen Bucket-Richtlinie.

HTTP-Status

400 Fehlerhafte
Anfrage

400 Fehlerhafte
Anfrage
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Name

XComplianceKonflict

XComplianceReducedRAID-

RedundanzVerbotenen

XMaxBucketPolicyLengthexceed

XMissinglnternRequestHeader

XNoSuchBucketCompliance

XNotAcceptable

XNotlmplemsted
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Beschreibung

Vorgang aufgrund von Compliance-
Einstellungen abgelehnt.

Reduzierte Redundanz ist in einem
alteren, konformen Bucket nicht zulassig

Ihre Richtlinie Gberschreitet die maximal
zulassige Lange der Bucket-Richtlinie.

Eine Kopfzeile einer internen Anforderung
fehlt.

Fur den angegebenen Bucket ist die
veraltete Compliance nicht aktiviert.

Die Anforderung enthalt mindestens einen
Ubernehmen-Header, der nicht erfiillt
werden konnte.

Die von lhnen gestellte Anfrage beinhaltet
Funktionen, die nicht implementiert sind.

HTTP-Status
403 Verbotene

400 Fehlerhafte
Anfrage

400 Fehlerhafte
Anfrage

400 Fehlerhafte
Anfrage

404 Nicht Gefunden

406 Nicht
Akzeptabel

501 Nicht
Implementiert
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