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Verwalten von Alarmen (Altsystem)

Verwalten von Alarmen (Altsystem)

Das StorageGRID-Alarmsystem ist das altere System, mit dem Stoérstellen identifiziert
werden konnen, die manchmal wahrend des normalen Betriebs auftreten.

®

Alarmklassen (altes System)

Das alte Alarmsystem wird zwar weiterhin unterstutzt, bietet jedoch deutliche Vorteile und ist
einfacher zu bedienen.

Ein alterer Alarm kann zu einer von zwei sich gegenseitig ausschlieRenden Alarmklassen gehdren.

« Standardalarme werden mit jedem StorageGRID-System geliefert und kénnen nicht gedndert werden. Sie
kénnen jedoch Standardalarme deaktivieren oder tUberschreiben, indem Sie globale benutzerdefinierte
Alarme definieren.

* Globale benutzerdefinierte Alarme Uberwachen den Status aller Dienste eines bestimmten Typs im
StorageGRID-System. Sie kénnen einen globalen benutzerdefinierten Alarm erstellen, um einen
Standardalarm zu Uberschreiben. Sie kdnnen auch einen neuen globalen benutzerdefinierten Alarm
erstellen. Dies kann nutzlich sein, um alle angepassten Bedingungen lhres StorageGRID-Systems zu

Uberwachen.

Alarmausldselogik (Alteres System)

Ein alter Alarm wird ausgel6st, wenn ein StorageGRID-Attribut einen Schwellenwert erreicht, der fir eine
Kombination aus Alarmklasse (Standard oder Global Custom) und Alarmschweregrade auf ,true” bewertet.

Symbol

Farbe

Gelb

Hellorange

Dunkelorange

Alarmschwereg Bedeutung

rad

Hinweis

Gering

Major

Der Node ist mit dem Grid verbunden. Es ist jedoch
eine ungewohnliche Bedingung vorhanden, die den
normalen Betrieb nicht beeintrachtigt.

Der Node ist mit dem Raster verbunden, aber es
existiert eine anormale Bedingung, die den Betrieb in
Zukunft beeintrachtigen konnte. Sie sollten
untersuchen, um eine Eskalation zu verhindern.

Der Node ist mit dem Grid verbunden. Es ist jedoch
eine anormale Bedingung vorhanden, die sich derzeit
auf den Betrieb auswirkt. Um eine Eskalation zu
vermeiden, ist eine sofortige Aufmerksamkeit
erforderlich.



Symbol Farbe Alarmschwereg Bedeutung
rad

Q Rot Kritisch Der Node ist mit dem Grid verbunden. Es ist jedoch
eine anormale Bedingung vorhanden, die normale
Vorgange angehalten hat. Sie sollten das Problem
sofort beheben.

Fir jedes numerische Attribut kann der Alarmschwerwert und der entsprechende Schwellwert eingestellt
werden. Der NMS-Service auf jedem Admin-Node Uberwacht kontinuierlich die aktuellen Attributwerte im
Vergleich zu konfigurierten Schwellenwerten. Wenn ein Alarm ausgel6st wird, wird eine Benachrichtigung an
alle designierten Mitarbeiter gesendet.

Beachten Sie, dass ein Schweregrad ,Normal“ keinen Alarm auslost.

Attributwerte werden anhand der Liste der aktivierten Alarme bewertet, die fir dieses Attribut definiert wurden.
Die Liste der Alarme wird in der folgenden Reihenfolge Uberpriift, um die erste Alarmklasse mit einem
definierten und aktivierten Alarm flr das Attribut zu finden:

1. Globale benutzerdefinierte Alarme mit Alarmabtrennungen von kritisch bis zur Mitteilung.

2. Standardalarme mit Alarmtrennungen von kritisch bis Notice.

Nachdem in der héheren Alarmklasse ein aktivierter Alarm fur ein Attribut gefunden wurde, wird der NMS-
Dienst nur innerhalb dieser Klasse ausgewertet. Der NMS-Dienst wird nicht mit den anderen Klassen mit
niedrigerer Prioritat bewertet. Wenn also ein globaler benutzerdefinierter Alarm fir ein Attribut aktiviert ist,
wertet der NMS-Dienst den Attributwert nur gegen globale benutzerdefinierte Alarme aus. Standardalarme
werden nicht ausgewertet. Somit kann ein aktivierter Standardalarm fir ein Attribut die Kriterien erfillen, die
zum Auslosen eines Alarms erforderlich sind. Er wird jedoch nicht ausgeldst, da ein globaler
benutzerdefinierter Alarm (der nicht den angegebenen Kriterien entspricht) flir dasselbe Attribut aktiviert ist. Es
wird kein Alarm ausgeldst und keine Benachrichtigung gesendet.

Beispiel fiir Alarmauslésung

Anhand dieses Beispiels kdnnen Sie verstehen, wie globale benutzerdefinierte Alarme und Standardalarme
ausgeldst werden.

Im folgenden Beispiel ist ein Attribut mit einem globalen benutzerdefinierten Alarm und einem Standardalarm
definiert und aktiviert, wie in der folgenden Tabelle dargestellt.

Globale benutzerdefinierte Standard-Alarmschwellenwert (aktiviert)
Alarmschwelle (aktiviert)

Hinweis >= 1500 >= 1000

Gering >= 15,000 >= 1000

Major >=150,000 >= 250,000

Wird das Attribut bei einem Wert von 1000 ausgewertet, wird kein Alarm ausgeldst und keine Benachrichtigung
gesendet.

Der globale benutzerdefinierte Alarm hat Vorrang vor dem Standardalarm. Ein Wert von 1000 erreicht fiir den



globalen benutzerdefinierten Alarm keinen Schwellenwert eines Schweregrads. Daher wird der Alarmpegel als
normal bewertet.

Wenn nach dem obigen Szenario der globale benutzerdefinierte Alarm deaktiviert ist, andert sich nichts. Der
Attributwert muss neu bewertet werden, bevor eine neue Alarmstufe ausgeldst wird.

Wenn der globale benutzerdefinierte Alarm deaktiviert ist und der Attributwert neu bewertet wird, wird der
Attributwert anhand der Schwellenwerte fiir den Standardalarm ausgewertet. Die Alarmstufe 16st einen Alarm
fur die Benachrichtigungsstufe aus, und eine E-Mail-Benachrichtigung wird an das entsprechende Personal
gesendet.

Alarme desselben Schweregrades

Wenn zwei globale benutzerdefinierte Alarme fir dasselbe Attribut den gleichen Schweregrad haben, werden
die Alarme mit der Prioritat ,top down"“ bewertet.

Wenn UMEM beispielsweise auf 50 MB abfallt, wird der erste Alarm ausgeldst (= 50000000), nicht jedoch der
untere Alarm (<=100000000).

Global Alarms
Updated: 2018-03-17 16:05:31 PDT

Global Custom Alarms (0 Result({s))

Enabled Service  Attribute Severity Message Operator Value g::ﬂiznnatls Actions
¥ |S5M =] | UMEM (Available Memary) x| |minor | underst [= =] [s00C | 2000
¥ |sSM > | UMEM (Available Memaory) | |minor | Jundertoi |== =] [100C | 2000

Wird die Reihenfolge umgekehrt, wenn UMEM auf 100MB fallt, wird der erste Alarm (<=100000000) ausgelost,
nicht jedoch der darunter stehende Alarm (= 50000000).



Global Alarms
Updated: 20180317 18:05:31 PDT

Global Custom Alarms (0 Result(s))

Additional

Enabled Service  Attribute Severity Message Operator Value e Actions
W |5SM ~| | UMEM (Available Memory) ~| |minor  ~| |undertor |<= ~| |100C | 2000
W |sSM ~| | UMEM (available Memary) ~| |minor ~| |undersc |= ~| |s00C | 2030
Default Alarms
Fiter by | Disabled Defaults »| g
0 Result(s)
Enabled Senvice Attribute Severity Message Operator Value Actions

Apply Changes *

Benachrichtigungen

Eine Benachrichtigung meldet das Auftreten eines Alarms oder die Anderung des Status eines Dienstes.
Alarmbenachrichtigungen kénnen per E-Mail oder Giber SNMP gesendet werden.

Um zu vermeiden, dass bei Erreichen eines Alarmschwellenwerts mehrere Alarme und Benachrichtigungen
gesendet werden, wird der Schweregrad des Alarms anhand des aktuellen Alarmschwerfalls fiir das Attribut
Uberprift. Wenn es keine Anderung gibt, dann werden keine weiteren MaRnahmen ergriffen. Das bedeutet,
dass der NMS-Dienst das System weiterhin uberwacht, nur ein Alarm ausgel6st und Benachrichtigungen
sendet, wenn er zum ersten Mal einen Alarmzustand flr ein Attribut bemerkt. Wenn ein neuer
Wertschwellenwert flir das Attribut erreicht und erkannt wird, andert sich der Schweregrad des Alarms und
eine neue Benachrichtigung wird gesendet. Die Alarme werden geldscht, wenn die Zustédnde wieder auf den
normalen Stand zurtckkehren.

Der in der Benachrichtigung Uber einen Alarmzustand angezeigte Triggerwert wird auf drei Dezimalstellen
gerundet. Daher I16st ein Attributwert von 1.9999 einen Alarm aus, dessen Schwellenwert unter (<) 2.0 liegt,
obwohl die Alarmbenachrichtigung den Triggerwert als 2.0 anzeigt.

Neuer Services

Wenn neue Services durch Hinzufiigen neuer Grid-Nodes oder -Standorte hinzugefligt werden, erben sie
Standardalarme und globale benutzerdefinierte Alarme.

Alarme und Tabellen

In Tabellen angezeigte Alarmattribute kbnnen auf Systemebene deaktiviert werden. Alarme kénnen fir
einzelne Zeilen in einer Tabelle nicht deaktiviert werden.

Die folgende Tabelle zeigt beispielsweise zwei kritische Eintrage (VMFI)-Alarme. (Wahlen Sie SUPPORT >
Tools > Grid-Topologie. Wahlen Sie dann Storage-Node > SSM > Ressourcen.)



Sie kénnen den VMFI-Alarm so deaktivieren, dass der VMFI-Alarm der kritischen Stufe nicht ausgel6st wird
(beide derzeit kritischen Alarme werden in der Tabelle griin angezeigt); Sie kbnnen jedoch einen einzelnen
Alarm in einer Tabellenzeile nicht deaktivieren, sodass ein VMFI-Alarm als kritischer Alarmwert angezeigt wird,
wahrend der andere grun bleibt.

Volumes

Maunt Paint Device Status Size  Space Available Total Eniies Entries Available  Write Cache
/ sdal Online 5 & 106GB 746GB 5§ & 555360 550 2R3 5 & Enabled
fearflocal sdad  Online 634GB 594GB T © 3932160 3931842 1 B Unknown

5 |

859
Warflocalirangedbil  sdb  Onlne & &) 534 GB 534GB © @ 52428800 52427856 (5] @ Enabled
arflocalirangedbii  sdc  Online 55 %) 534GB 534GB T & 52428800 52427848 5 ® Enabled
Narflocaliranged/? sdd  Online & @) 534 GB 534GB 39 @) 52428800 52427.856 [ & Enabled

L 0 0 e

Quittierung aktueller Alarme (Legacy-System)

Altere Alarme werden ausgeldst, wenn Systemattribute die Alarmschwellenwerte erreichen. Wenn Sie die Liste
der alten Alarme verringern oder I6schen méchten, kdnnen Sie die Alarme bestatigen.

Bevor Sie beginnen
+ Sie missen mit einem beim Grid Manager angemeldet sein "Unterstltzter Webbrowser".

+ Sie missen Uber die Berechtigung zum Quittieren von Alarmen verflgen.

Uber diese Aufgabe

Da das alte Alarmsystem weiterhin unterstitzt wird, wird die Liste der alten Alarme auf der Seite Aktuelle
Alarme bei jedem neuen Alarm erhoht. Sie kdnnen die Alarme in der Regel ignorieren (da Alarme eine bessere
Sicht auf das System bieten) oder die Alarme quittieren.

Wenn Sie auf das Alarmsystem umgestellt haben, kbnnen Sie optional jeden alteren Alarm
@ deaktivieren, um zu verhindern, dass er ausgeldst wird und der Anzahl der alteren Alarme
hinzugefugt wird.

Wenn Sie einen Alarm quittieren, wird er nicht mehr auf der Seite ,Aktuelle Alarme* im Grid Manager
aufgefihrt, es sei denn, der Alarm wird auf der nachsten Schweregrade ausgeldst oder behoben und tritt
erneut auf.

@ Das alte Alarmsystem wird zwar weiterhin unterstitzt, bietet jedoch deutliche Vorteile und ist
einfacher zu bedienen.

Schritte
1. Wahlen Sie SUPPORT > Alarme (alt) > Aktueller Alarm aus.
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The alarm system is the legacy system. The alert system offers significant benefits and is easier to use. See Managing alerts and
alarms in the instructions far monitoring and troubleshooting StorageGRID.

Current Alarms
Last Refreshed: 2020-05-27 09:41:38 MDT

|| show Acknowledged Alarms

{(1-10f1)

e

= i

Show | 50 ¥ | Records Per Page Refresh

2. Wahlen Sie in der Tabelle den Dienstnamen aus.

Die Registerkarte Alarme fir den ausgewahlten Dienst wird angezeigt (SUPPORT > Tools > Grid
Topology > Grid Node > Service > Alarme).

Overview 1'-,| Alarms “\| Reports 1'-,‘ Configuration 1'1,
Ll 1 L
Main History

Ay b . . .
v Alarms: ARC (DC1-ARC1) - Replication

Updated: 2019-05-24 10:45:43 MDT

Apply Changes *

3. Aktivieren Sie das Kontrollkastchen quittieren fiir den Alarm, und klicken Sie auf Anderungen
libernehmen.

Der Alarm wird nicht mehr auf dem Armaturenbrett oder der Seite Aktuelle Alarme angezeigt.

Wenn Sie einen Alarm bestéatigen, wird die Quittierung nicht auf andere Admin-Knoten
kopiert. Wenn Sie das Dashboard von einem anderen Admin-Knoten aus anzeigen, wird der
aktive Alarm moglicherweise weiterhin angezeigt.

4. Zeigen Sie bei Bedarf bestatigte Alarme an.

a. Wahlen Sie SUPPORT > Alarme (alt) > Aktueller Alarm aus.

b. Wahlen Sie Bestatigte Alarme Anzeigen.

Alle quittierten Alarme werden angezeigt.



The alarm system is the legacy system. The alert system offers significant benefits and is easier to use. See Managing alerts and
alarms in the instructions for menitoring and troubleshooting StorageGRID.

Current Alarms
Last Refreshed: 2020-05-27 17-38:58 MDT

¥ Show Acknowledged Alarms

B

Show | 50 v | Records Per Page | Refresh

Standardalarme anzeigen (Altsystem)

Sie kdnnen die Liste aller alteren Standardalarme anzeigen.

Bevor Sie beginnen
» Sie miussen mit einem beim Grid Manager angemeldet sein "Unterstutzter Webbrowser".
» Sie mussen Uber spezifische Zugriffsberechtigungen verfiigen.

CD Das alte Alarmsystem wird zwar weiterhin unterstutzt, bietet jedoch deutliche Vorteile und ist
einfacher zu bedienen.

Schritte
1. Wahlen Sie SUPPORT > Alarme (alt) > Globale Alarme.

2. Wahlen Sie fur Filter by die Option Attributcode oder Attributname aus.
3. Geben Sie fiir gleich ein Sternchen ein: *

4. Klicken Sie auf den Pfeil B Oder driicken Sie Enter.

Alle Standardalarme werden aufgelistet.
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4 Global Alarms
\ipdated: 2018-03-01 15:13:02 MET

Global Custom Alarms (0 Result{s})

Enabled Service Afibute  Severity  Message

Operator Value Additional Recipients Actions

2000

Default Alarms

Filter by | Attribute Code

221 Result(s)

Enabled Service ! Severity Message Operator Value Actions.
J JCSZ (Numberat f;a;m Greater than 10,000,000 10000000 gl
; Ghonumberot €2 Greater than 1,000,000 >= 1000000 d
; O enmoeret . Greater than 150,000 150000 26
= -Njgtjce Egﬁﬁg:gttgéd Verification 100 y‘.
¢ ADC ADCA (ADC Status) 'I;;-;mm Error 10 7
4 ADC ADCE (ADC State) "Njot;-ce Standby 10 2
v Ak iltt_ﬁ}gtgbggggions] -r\fot_ice Evering g sd
o e oS Ogbond | e Overa - ™ o

Prufen historischer Alarme und Alarmfrequenz (altes System)

Bei der Fehlerbehebung eines Problems kdnnen Sie Uberpriufen, wie oft in der Vergangenheit ein alterer Alarm

ausgeldst wurde.

Bevor Sie beginnen

» Sie missen mit einem beim Grid Manager angemeldet sein "Unterstutzter Webbrowser".

» Sie mussen Uber spezifische Zugriffsberechtigungen verfiigen.

@ Das alte Alarmsystem wird zwar weiterhin unterstutzt, bietet jedoch deutliche Vorteile und ist
einfacher zu bedienen.

Schritte

1. Fuhren Sie diese Schritte aus, um eine Liste aller Alarme zu erhalten, die Uber einen bestimmten Zeitraum

ausgeldst wurden.

a. Wahlen Sie SUPPORT > Alarme (alt) > Historische Alarme.

b. Fihren Sie einen der folgenden Schritte aus:

= Klicken Sie auf einen der Zeitraume.
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= Geben Sie einen benutzerdefinierten Bereich ein, und klicken Sie auf Benutzerdefinierte Abfrage.

2. Befolgen Sie diese Schritte, um herauszufinden, wie oft Alarme fiir ein bestimmtes Attribut ausgeldst
wurden.

a. Wahlen Sie SUPPORT > Tools > Grid-Topologie aus.
b. Wahlen Sie Grid Node > Service oder Component > Alarme > Historie aus.
c. Wahlen Sie das Attribut aus der Liste aus.
d. Fuhren Sie einen der folgenden Schritte aus:
= Klicken Sie auf einen der Zeitraume.

= Geben Sie einen benutzerdefinierten Bereich ein, und klicken Sie auf Benutzerdefinierte Abfrage.
Die Alarme werden in umgekehrter chronologischer Reihenfolge aufgefihrt.

e. Um zum Formular fir die Anforderung des Alarmverlaufs zurtickzukehren, klicken Sie auf Historie.

Globale benutzerdefinierte Alarme erstellen (altes System)

Sie haben mdglicherweise globale benutzerdefinierte Alarme fiir das alte System verwendet, um bestimmte
Uberwachungsanforderungen zu erfiillen. Globale benutzerdefinierte Alarme kdnnen Alarmstufen haben, die
Standardalarme Uberschreiben oder Attribute Uberwachen, die keinen Standardalarm haben.

Bevor Sie beginnen
+ Sie miUssen mit einem beim Grid Manager angemeldet sein "Unterstutzter Webbrowser".

» Sie mUssen Uber spezifische Zugriffsberechtigungen verfiigen.

@ Das alte Alarmsystem wird zwar weiterhin unterstutzt, bietet jedoch deutliche Vorteile und ist
einfacher zu bedienen.

Globale benutzerdefinierte Alarme Uberschreiben Standardalarme. Sie sollten die Standardalarmwerte nur
dann éndern, wenn dies unbedingt erforderlich ist. Durch Andern der Standardalarme besteht die Gefahr,
Probleme zu verbergen, die sonst einen Alarm auslésen kénnten.

Seien Sie vorsichtig, wenn Sie die Alarmeinstellungen andern. Wenn Sie beispielsweise den

@ Schwellenwert fir einen Alarm erhéhen, kénnen Sie ein zugrunde liegendes Problem
moglicherweise nicht erkennen. Besprechen Sie lhre vorgeschlagenen Anderungen mit dem
technischen Support, bevor Sie eine Alarmeinstellung andern.

Schritte
1. Wahlen Sie SUPPORT > Alarme (alt) > Globale Alarme.

2. Neue Zeile zur Tabelle ,Globale benutzerdefinierte Alarme* hinzufligen:

> Um einen neuen Alarm hinzuzufliigen, klicken Sie auf Bearbeiten j (Wenn dies der erste Eintrag ist)
oder Einfiigen ).
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. Global Alarms
Updated: 2018-03-18 14:00:28 POT

Global Custom Alarms (0 Result{s})

W [ARC ] [ARCE (ARC State) ~| M [Notice ~][stancoy [= =] [10 . 1#360

¥ [ARC ¥| [AROQ (Objeds Queued) | ® [Minor =] [atieaste [>= =] [600c | 7090

¥ [ArRc =] [AROQ (Objects Queued) | W [Notice v] [Atieast: [>= +] [300¢ | 700
Default Alarms

Foerby [Atioute Code x| equas[AR g

9 Result(s)

 Enabled Service  Attibute Severity  Message Operator Valus Actions
i ARC ARCE (ARC State) 2] Motice Standby = 10 2dl
" ARC AROQ (Objects Queued) £ Minar Al least 6000 >= 6000 Sl
¥ ARC AROQ (Objects Queued) 2] Motice At least 3000 = 3000 ;?.I
= ARC ARRF (Request Failuras) & Major At least 1 »= 1 _-?'I
I ARC ARRV (Verification Failures) iy Major Al least 1 >= 1 y "
~ ARC ARVF (Store Failures) & Major At least 1 >= 1 ?‘I
7 NMS ARRC (Remaining Capacity) 2] Notica Below 10 = 10 2l
v NMS ARRS (Repository Status) & Major Disconnected <= 9 _A,’?.‘
i NMS ARRS (Repository Status) 2] Notice Standby <= 19 24l

Apply Changes *

o Um einen Standardalarm zu andern, suchen Sie nach dem Standardalarm.
i. Wahlen Sie unter Filter by entweder Attributcode oder Attributname aus.

i. Geben Sie einen Suchstring ein.

Geben Sie vier Zeichen an oder verwenden Sie Platzhalter (z. B. A????). Oder ab*). Sternchen (*)
stellen mehrere Zeichen dar und Fragezeichen (?) Stellt ein einzelnes Zeichen dar.

iii. Klicken Sie auf den Pfeil g@Oder driicken Sie Enter.

iv. Klicken Sie in der Ergebnisliste auf Kopieren ‘I Neben dem Alarm, den Sie andern mdchten.
Der Standardalarm wird in die Tabelle ,,Globale benutzerdefinierte Alarme* kopiert.

3. Nehmen Sie alle erforderlichen Anderungen an den Einstellungen fiir globale benutzerdefinierte Alarme
vor:

Uberschrift Beschreibung

Aktiviert Aktivieren oder deaktivieren Sie das Kontrollkastchen, um den Alarm
zu aktivieren oder zu deaktivieren.

10



Uberschrift
Attribut

Schweregrad

Nachricht

Operator

Wert

Zusatzliche Empfanger

Aktionen

Beschreibung

Wahlen Sie den Namen und den Code des zu Uberwachenden
Attributs aus der Liste aller Attribute aus, die fir den ausgewahlten
Dienst oder die ausgewahlte Komponente gelten. Um Informationen
Uber das Attribut anzuzeigen, klicken Sie auf Info fiy Neben dem
Namen des Attributs.

Das Symbol und der Text, der die Alarmstufe angibt.

Der Grund fiir den Alarm (Verbindung unterbrochen, Lagerraum unter

10 % usw.).

Operatoren fur das Testen des aktuellen Attributwerts gegen den
Wert-Schwellenwert:

» =gleich

« > groRer als

» < kleiner als

« >= grolRer als oder gleich

» <= kleiner als oder gleich

 #ist nicht gleich

Der Schwellwert des Alarms, der zum Testen mit dem tatsachlichen
Wert des Attributs Gber den Operator verwendet wird. Die Eingabe
kann eine einzelne Zahl, eine Reihe von Zahlen mit einem
Doppelpunkt (1:3) oder eine kommagetrennte Liste von Zahlen und
Bereichen sein.

Eine zusatzliche Liste der E-Mail-Adressen, die bei Auslésung des
Alarms benachrichtigt werden sollen. Dies ist zusatzlich zur
Mailingliste, die auf der Seite Alarme > E-Mail-Einrichtung
konfiguriert ist. Listen sind durch Komma abgegrenzt.

Hinweis: Mailinglisten erfordern die Einrichtung des SMTP-Servers.

Bestatigen Sie vor dem Hinzufligen von Mailinglisten, dass SMTP
konfiguriert ist. Benachrichtigungen fiir benutzerdefinierte Alarme
kénnen Benachrichtigungen von globalen benutzerdefinierten oder
Standardalarmen Uberschreiben.

Steuertasten zu: j Bearbeiten Sie eine Zeile
+@ Eine Zeile einfigen

+&J Loschen Sie eine Zeile

+@ Ziehen Sie eine Zeile nach oben oder unten

+gll Kopieren Sie eine Zeile

11



4. Klicken Sie Auf Anderungen Ubernehmen.

Deaktivieren von Alarmen (Legacy-System)

Die Alarme im alten Alarmsystem sind standardmaRig aktiviert, Sie kdnnen jedoch Alarme deaktivieren, die
nicht erforderlich sind. Sie kdnnen auch die alteren Alarme deaktivieren, nachdem Sie vollstandig auf das neue
Alarmsystem umgestellt haben.

@ Das alte Alarmsystem wird zwar weiterhin unterstutzt, bietet jedoch deutliche Vorteile und ist
einfacher zu bedienen.

Deaktivieren eines Standardalarms (Legacy-System)
Sie kénnen einen der dlteren Standardalarme fiir das gesamte System deaktivieren.

Bevor Sie beginnen
+ Sie missen mit einem beim Grid Manager angemeldet sein "Unterstutzter Webbrowser".

» Sie mlssen Uber spezifische Zugriffsberechtigungen verfligen.

Uber diese Aufgabe

Durch Deaktivieren eines Alarms fir ein Attribut, das derzeit tiber einen Alarm ausgeldst wird, wird der aktuelle
Alarm nicht geléscht. Der Alarm wird deaktiviert, wenn das Attribut das nachste Mal den Alarmschwellenwert
Uberschreitet, oder Sie kbnnen den ausgeldsten Alarm I6schen.

Deaktivieren Sie keine der alteren Alarme, bis Sie vollstandig auf das neue Alarmsystem
umgestellt haben. Andernfalls wird ein zugrunde liegendes Problem moglicherweise erst
erkannt, wenn ein kritischer Vorgang nicht abgeschlossen wurde.

Schritte
1. Wahlen Sie SUPPORT > Alarme (alt) > Globale Alarme.

2. Suchen Sie nach dem Standardalarm, der deaktiviert werden soll.

a. Wahlen Sie im Abschnitt Standardalarme die Option Filtern nach > Attributcode oder Attributname
aus.

b. Geben Sie einen Suchstring ein.

Geben Sie vier Zeichen an oder verwenden Sie Platzhalter (z. B. A????). Oder ab*). Sternchen (*)
stellen mehrere Zeichen dar und Fragezeichen (?) Stellt ein einzelnes Zeichen dar.

c. Klicken Sie auf den Pfeil gE@Oder driicken Sie Enter.

@ Wenn Sie deaktivierte Standardeinstellungen auswahlen, wird eine Liste aller derzeit
deaktivierten Standardalarme angezeigt.

3. Klicken Sie in der Tabelle mit den Suchergebnissen auf das Symbol Bearbeiten j Fir den Alarm, den Sie
deaktivieren mochten.

12
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Global Alarms
Updated: 2017-03-30 15:47:43 MDT

Global Custom Alarms (0 Result(s))

Enabled Service  Attribute  Severity  Message  Operator Value Additional Recipients Actions

m A0

Default Alarms

Fiter by | Aftribute Code | equals |U* Y

3 Result(s)
v SSM UMEM {Available Memorny) % Critical Under 10000000 == 10000000 _ﬂ"
[« SSM UMEM (Available Memory) L Iajor Under 50000000 == 50000000 _?i"
r SEM UMEM (Availlable Memory) 2 Minor Under 100000000 o= 100000000 5?"

Das Kontrollkdstchen enabled fir den ausgewahlten Alarm wird aktiviert.

4. Deaktivieren Sie das Kontrollkastchen aktiviert.

5. Klicken Sie Auf Anderungen Ubernehmen.

Der Standardalarm ist deaktiviert.

Globale benutzerdefinierte Alarme deaktivieren (Legacy-System)

Apply Changes &

Sie kénnen einen veralteten globalen benutzerdefinierten Alarm fir das gesamte System deaktivieren.

Bevor Sie beginnen

» Sie mussen mit einem beim Grid Manager angemeldet sein "Unterstitzter Webbrowser".

» Sie muissen Uber spezifische Zugriffsberechtigungen verfligen.

Uber diese Aufgabe

Durch Deaktivieren eines Alarms fur ein Attribut, das derzeit tiber einen Alarm ausgeldst wird, wird der aktuelle
Alarm nicht geléscht. Der Alarm wird deaktiviert, wenn das Attribut das nachste Mal den Alarmschwellenwert

Uberschreitet, oder Sie kdnnen den ausgeldsten Alarm l6schen.

Schritte

1. Wahlen Sie SUPPORT > Alarme (alt) > Globale Alarme.

2. Klicken Sie in der Tabelle Globale benutzerdefinierte Alarme auf Bearbeiten / Neben dem Alarm, den

Sie deaktivieren mochten.

3. Deaktivieren Sie das Kontrollkastchen aktiviert.
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Global Alarms
4 Updated: 2016-03-21 11.21:08 FOT

Global Custom Alarms (1 Result(s))

Enabled Serace  Altribute Seventy Mssw@wamvabe-m.. it Actions

[an =] |ROTE (Tivoli Storage Manager State) > Wlugjor = fomine [= =] [0 | O30

Default Alarms

Fifler by | Disabled Defaults | 0

0 Result(s)
Enabled  Senice Attribute Severity Message Operator Value Actions

Apply Changes *

4. Klicken Sie Auf Anderungen Ubernehmen.

Der globale benutzerdefinierte Alarm ist deaktiviert.

Ausgeloste Alarme I6schen (Legacy-System)
Wenn ein alterer Alarm ausgel6st wird, kdnnen Sie ihn I6schen, anstatt ihn zu bestatigen.

Bevor Sie beginnen

* Sie mussen die haben Passwords. txt Datei:

Durch Deaktivieren eines Alarms flr ein Attribut, das derzeit einen Alarm ausgeldst hat, wird der Alarm nicht
gel6scht. Bei der nachsten Anderung des Attributs wird der Alarm deaktiviert. Sie kénnen den Alarm bestéatigen
oder, wenn Sie den Alarm sofort I6schen mdchten, anstatt zu warten, bis sich der Attributwert &ndert (was zu
einer Anderung des Alarmstatus fiihrt), kénnen Sie den ausgelésten Alarm I6schen. Dies ist hilfreich, wenn Sie
einen Alarm sofort gegen ein Attribut I6schen mochten, dessen Wert sich nicht oft andert (z. B. Attribute flr
den Status).

1. Deaktivieren Sie den Alarm.

2. Melden Sie sich beim primaren Admin-Node an:
a. Geben Sie den folgenden Befehl ein: ssh admin@primary Admin Node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

3. Starten Sie den NMS-Service neu: service nms restart

4. Melden Sie sich beim Admin-Knoten ab: exit

Der Alarm wurde geldscht.
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Benachrichtigungen fiir Alarme konfigurieren (Altsystem)

StorageGRID System kann automatisch E-Mails und senden "SNMP-Benachrichtigungen” Wenn ein Alarm
ausgeldst wird oder sich ein Servicenstatus andert.

StandardmaRig werden keine Alarm-E-Mail-Benachrichtigungen gesendet. Fur E-Mail-Benachrichtigungen
mussen Sie den E-Mail-Server konfigurieren und die E-Mail-Empfanger angeben. Fir SNMP-
Benachrichtigungen mussen Sie den SNMP-Agent konfigurieren.

Arten von Alarmanmeldungen (Legacy-System)

Wenn ein alterer Alarm ausgel6st wird, sendet das StorageGRID System zwei Arten von Alarmmeldungen:
Schweregrad und Service-Status.

Benachrichtigungen auf Schweregraden

Eine Alarm-E-Mail-Benachrichtigung wird gesendet, wenn ein alterer Alarm auf einer ausgewahlten
Schweregrade ausgelost wird:

* Hinweis

» Gering

* Major

* Kritisch
Eine Mailingliste erhalt alle Benachrichtigungen, die sich auf den Alarm fiir den ausgewahlten Schweregrad

beziehen. Eine Benachrichtigung wird auch gesendet, wenn der Alarm den Alarmpegel verlasst — entweder
durch eine Losung oder durch Eingabe eines anderen Schweregrads.

Service-Status-Benachrichtigungen

Eine Benachrichtigung tuber den Servicenstatus wird gesendet, wenn ein Dienst (z. B. der LDR-Dienst oder der
NMS-Dienst) den ausgewahlten Servicenstatus eingibt und den ausgewahlten Servicenstatus verlasst.
Dienststatus-Benachrichtigungen werden gesendet, wenn ein Dienst einen der folgenden Servicenstatus
eingibt oder verlasst:

* Unbekannt

e Administrativ Nach Unten

Eine Mailingliste erhalt alle Benachrichtigungen, die sich auf Anderungen im ausgewahlten Status beziehen.

E-Mail-Servereinstellungen fiir Alarme konfigurieren (Legacy-System)

Wenn StorageGRID E-Mail-Benachrichtigungen senden soll, wenn ein alterer Alarm ausgeldst wird, missen
Sie die SMTP-Mail-Server-Einstellungen angeben. Das StorageGRID System sendet nur E-Mails, es kann
keine E-Mails empfangen.

Bevor Sie beginnen

+ Sie missen mit einem beim Grid Manager angemeldet sein "Unterstutzter Webbrowser".

« Sie mlssen Uber spezifische Zugriffsberechtigungen verfligen.

Uber diese Aufgabe
Verwenden Sie diese Einstellungen, um den SMTP-Server zu definieren, der fiir altere E-Mail-
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Benachrichtigungen und AutoSupport-E-Mail-Nachrichten verwendet wird. Diese Einstellungen werden nicht
fur Warnmeldungen verwendet.

Wenn Sie SMTP als Protokoll fir AutoSupport-Meldungen verwenden, haben Sie

@ moglicherweise bereits einen SMTP-Mail-Server konfiguriert. Derselbe SMTP-Server wird fur
Benachrichtigungen Utber Alarm-E-Mails verwendet, sodass Sie diesen Vorgang Uberspringen
kénnen. Siehe "Anweisungen fur die Administration von StorageGRID".

SMTP ist das einzige Protokoll, das zum Senden von E-Mails unterstitzt wird.

Schritte
1. Wahlen Sie SUPPORT > Alarme (alt) > Legacy E-Mail-Einrichtung.

2. Wahlen Sie im Menu E-Mail die Option Server aus.

Die Seite E-Mail-Server wird angezeigt. Auf dieser Seite wird auch der E-Mail-Server fiir AutoSupport-
Meldungen konfiguriert.

Use these settings to define the email server used for alarm notifications and for AutoSupport messages. These setlings are
not used for alert notifications. See Managing aleris and alarms in the instructions for monitoring and troubleshooting
StorageGRID.

Email Server
Updated: 2018-03-17 11:11:88 PDT

E-mail Server {SMTP) Information

Mail Server |
Aummmm Username: jroot
Mﬂﬁﬁh . Password [ssnasace
From Address |
To: |

I” Send Test E-mail

Test E-mail

Apply Changes *

3. Fugen Sie die folgenden SMTP-Mail-Server-Einstellungen hinzu:

Element Beschreibung

Mailserver IP-Adresse des SMTP-Mail-Servers. Sie kdnnen anstelle einer IP-
Adresse einen Hostnamen eingeben, wenn Sie zuvor DNS-
Einstellungen auf dem Admin-Knoten konfiguriert haben.

Port Portnummer fur den Zugriff auf den SMTP-Mail-Server.
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Element Beschreibung

Authentifizierung Ermoglicht die Authentifizierung des SMTP-Mail-Servers.
StandardmaRig ist die Authentifizierung deaktiviert.

Authentifizierungsdaten Benutzername und Passwort des SMTP-Mail-Servers. Wenn die
Authentifizierung auf ein festgelegt ist, missen ein Benutzername und
ein Passwort fur den Zugriff auf den SMTP-Mail-Server angegeben
werden.

4. Geben Sie unter von Address eine gultige E-Mail-Adresse ein, die der SMTP-Server als sendende E-Mail-
Adresse erkennt. Dies ist die offizielle E-Mail-Adresse, von der die E-Mail-Nachricht gesendet wird.

5. Senden Sie optional eine Test-E-Mail, um zu bestatigen, dass die SMTP-Mail-Servereinstellungen korrekt
sind.

a. Flgen Sie im Feld E-Mail-Test > bis eine oder mehrere Adressen hinzu, auf die Sie zugreifen kénnen.

Sie kdnnen eine einzelne E-Mail-Adresse oder eine kommagetrennte Liste von E-Mail-Adressen
eingeben. Da der NMS-Dienst den Erfolg oder Fehler beim Senden einer Test-E-Mail nicht bestéatigt,
mussen Sie den Posteingang des Testempfangers Uberprifen kénnen.

b. Wahlen Sie Test-E-Mail senden.

6. Klicken Sie Auf Anderungen Ubernehmen.

Die SMTP-Mail-Server-Einstellungen werden gespeichert. Wenn Sie Informationen fiir eine Test-E-Mail
eingegeben haben, wird diese E-Mail gesendet. Test-E-Mails werden sofort an den Mailserver gesendet
und nicht Uber die Benachrichtigungswarteschlange gesendet. In einem System mit mehreren Admin-
Nodes sendet jeder Admin-Node eine E-Mail. Der Empfang der Test-E-Mail bestatigt, dass lhre SMTP-
Mail-Server-Einstellungen korrekt sind und dass der NMS-Dienst erfolgreich eine Verbindung zum Mail-
Server herstellt. Ein Verbindungsproblem zwischen dem NMS-Dienst und dem Mail-Server 16st den Alarm
fur altere MINUTEN (NMS Notification Status) auf der Stufe mit dem Schweregrad ,Minor” aus.

E-Mail-Vorlagen fiir Alarme erstellen (altes System)

Mithilfe von E-Mail-Vorlagen kénnen Sie die Kopfzeile, Ful3zeile und den Betreff einer friheren Alarm-E-Mail-
Benachrichtigung anpassen. Sie kdnnen E-Mail-Vorlagen verwenden, um eindeutige Benachrichtigungen zu
senden, die denselben Text an verschiedene Mailinglisten enthalten.

Bevor Sie beginnen
» Sie miussen mit einem beim Grid Manager angemeldet sein "Unterstutzter Webbrowser".

» Sie mussen Uber spezifische Zugriffsberechtigungen verfiigen.

Uber diese Aufgabe

Mit diesen Einstellungen kénnen Sie die E-Mail-Vorlagen festlegen, die fur altere Benachrichtigungen
verwendet werden. Diese Einstellungen werden nicht fur Warnmeldungen verwendet.

Fir unterschiedliche Mailinglisten sind moglicherweise andere Kontaktinformationen erforderlich. Vorlagen
enthalten keinen Haupttext der E-Mail-Nachricht.

Schritte
1. Wahlen Sie SUPPORT > Alarme (alt) > Legacy E-Mail-Einrichtung.
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2. Wahlen Sie im MenU E-Mail die Option Vorlagen.
3. Klicken Sie Auf Bearbeiten y (Oder Einfiigen @ Falls dies nicht die erste Vorlage ist).

Email Templates
Updated: 2018-03-17 11:21:54 PDT

Template (0 - 0 of 0)

P Subject Prefix Header Footer Actions
MName

All Email Lists From SGWS|
Template One |Motifications 2OD

Show| 50 | Records Per Page Refresh
Apply Changes “

4. Fugen Sie in der neuen Zeile Folgendes hinzu:

Element Beschreibung

Vorlagenname Eindeutiger Name zur Identifizierung der Vorlage. Vorlagennamen
kénnen nicht dupliziert werden.

Prafix Fur Betreff Optional Prafix, das am Anfang der Betreffzeile einer E-Mail
angezeigt wird. Mit Prafixen konnen E-Mail-Filter einfach konfiguriert
und Benachrichtigungen organisiert werden.

Kopfzeile Optional Kopfzeilentext, der am Anfang des E-Mail-Nachrichtentextes
erscheint. Der Kopfzeilentext kann verwendet werden, um den Inhalt
der E-Mail-Nachricht mit Informationen wie Firmenname und Adresse
zu versehen.

Fulzeile Optional FuRzeilentext, der am Ende des E-Mail-Nachrichtentexts
angezeigt wird. Uber FuRzeile kénnen Sie die eMail-Nachricht mit
Erinnerungsdaten wie einer Telefonnummer oder einem Link zu einer
Website schlielen.

5. Klicken Sie Auf Anderungen Ubernehmen.

Es wird eine neue Vorlage flr Benachrichtigungen hinzugefigt.

Erstellen von Mailinglisten fiir Alarmbenachrichtigungen (Altsystem)

Mit Mailinglisten kdnnen Sie Empfanger benachrichtigen, wenn ein alterer Alarm ausgel6st wird oder wenn
sich ein Servicenstatus andert. Sie miissen mindestens eine Mailingliste erstellen, bevor Sie Alarm-E-Mail-
Benachrichtigungen senden kénnen. Um eine Benachrichtigung an einen einzelnen Empfanger zu senden,
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erstellen Sie eine Mailingliste mit einer E-Mail-Adresse.

Bevor Sie beginnen

+ Sie missen mit einem beim Grid Manager angemeldet sein "Unterstutzter Webbrowser".

» Sie muUssen Uber spezifische Zugriffsberechtigungen verfiigen.

» Wenn Sie eine E-Mail-Vorlage flr die Mailingliste (benutzerdefinierte Kopfzeile, FulRzeile und Betreffzeile)
angeben mdéchten, missen Sie die Vorlage bereits erstellt haben.

Uber diese Aufgabe

Mit diesen Einstellungen kénnen Sie die Mailinglisten definieren, die fir Benachrichtigungen tGber altere E-
Mails verwendet werden. Diese Einstellungen werden nicht fir Warnmeldungen verwendet.

Schritte

1. Wahlen Sie SUPPORT > Alarme (alt) > Legacy E-Mail-Einrichtung.
2. Wahlen Sie im Menu E-Mail die Option Listen aus.
3. Klicken Sie Auf Bearbeiten j (Oder *Einngen*@ Falls dies nicht die erste Mailingliste ist).

Email Lists
Updated: 2018-03-17 11:58:24 PDT

Lists (0 - 0 of 0)

Group Name

Template Actions

Shnwl 50 VI Records Per Page

[ =1 200

Refresh |

Apply Changes *

4. Fugen Sie in der neuen Zeile Folgendes hinzu:

Element

Gruppenname

Empfanger

Beschreibung

Eindeutiger Name zur Identifizierung der Mailingliste.
Mailinglistennamen kénnen nicht dupliziert werden.

Hinweis: Wenn Sie den Namen einer Mailingliste andern, wird die
Anderung nicht an die anderen Standorte weitergegeben, die den
Namen der Mailingliste verwenden. Sie missen alle konfigurierten
Benachrichtigungen manuell aktualisieren, um den neuen Namen der
Mailingliste zu verwenden.

Eine einzelne E-Mail-Adresse, eine zuvor konfigurierte Mailingliste
oder eine kommagetrennte Liste von E-Mail-Adressen und
Mailinglisten, an die Benachrichtigungen gesendet werden.

Hinweis: Wenn eine E-Mail-Adresse zu mehreren Mailinglisten

gehort, wird nur eine E-Mail-Benachrichtigung gesendet, wenn ein
Benachrichtigungserldsungs-Ereignis auftritt.
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Element Beschreibung

Vorlage Wahlen Sie optional eine E-Mail-Vorlage aus, um eine eindeutige
Kopfzeile, Fulizeile und Betreffzeile zu Benachrichtigungen
hinzuzufligen, die an alle Empfanger dieser Mailingliste gesendet
werden.

5. Klicken Sie Auf Anderungen Ubernehmen.

Es wird eine neue Mailingliste erstellt.

E-Mail-Benachrichtigungen fiir Alarme konfigurieren (Legacy-System)

Um E-Mail-Benachrichtigungen flir das altere Alarmsystem zu erhalten, missen die Empfanger Mitglied einer
Mailingliste sein und diese Liste zur Seite Benachrichtigungen hinzugefiigt werden. Benachrichtigungen
werden so konfiguriert, dass E-Mails nur dann an Empfanger gesendet werden, wenn ein Alarm mit einem
bestimmten Schweregrad ausgeldst wird oder wenn sich ein Servicenstatus andert. Empfanger erhalten somit
nur die Benachrichtigungen, die sie erhalten mussen.

Bevor Sie beginnen
» Sie miussen mit einem beim Grid Manager angemeldet sein "Unterstitzter Webbrowser".
» Sie missen Uber spezifische Zugriffsberechtigungen verfligen.

« Sie missen eine E-Mail-Liste konfiguriert haben.

Uber diese Aufgabe

Mit diesen Einstellungen kénnen Sie Benachrichtigungen fiir altere Alarme konfigurieren. Diese Einstellungen
werden nicht fur Warnmeldungen verwendet.

Wenn eine E-Mail-Adresse (oder eine Liste) zu mehreren Mailinglisten gehért, wird nur eine E-Mail-
Benachrichtigung gesendet, wenn ein Ereignis auftritt, bei dem eine Benachrichtigung ausgeldst wird. So kann
beispielsweise eine Gruppe von Administratoren in Ihrem Unternehmen so konfiguriert werden, dass sie
Benachrichtigungen fir alle Alarme unabhangig vom Schweregrad erhalten. Eine andere Gruppe bendétigt
moglicherweise nur Benachrichtigungen fiir Alarme mit einem Schweregrad von ,kritisch®. Sie kénnen zu
beiden Listen gehoren. Wenn ein kritischer Alarm ausgel6st wird, erhalten Sie nur eine Benachrichtigung.

Schritte
1. Wahlen Sie SUPPORT > Alarme (alt) > Legacy E-Mail-Einrichtung.

Wahlen Sie im Menl E-Mail die Option Benachrichtigungen aus.
Klicken Sie Auf *Bearbeiten*/ (Oder *Einfijgen*@ Wenn dies nicht die erste Benachrichtigung ist).
Wahlen Sie unter E-Mail-Liste die Mailingliste aus.

Wahlen Sie eine oder mehrere Alarmschweregrade und Servicestufen aus.

© o > w0 Db

Klicken Sie Auf Anderungen Ubernehmen.

Benachrichtigungen werden an die Mailingliste gesendet, wenn Alarme mit dem ausgewahlten
Schweregrad ,Alarm” oder ,Service“ ausgelost oder geandert werden.
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Alarmbenachrichtigungen fiir eine Mailingliste unterdriicken (Alteres System)

Sie kénnen Alarmbenachrichtigungen fiir eine Mailingliste unterdriicken, wenn Sie nicht mehr méchten, dass
die Mailingliste Benachrichtigungen Uber Alarme erhalten. Beispielsweise méchten Sie Benachrichtigungen
Uber altere Alarme unterdricken, nachdem Sie zu Warnmeldungen gewechselt haben.

Bevor Sie beginnen
» Sie missen mit einem beim Grid Manager angemeldet sein "Unterstutzter Webbrowser".
» Sie mussen Uber spezifische Zugriffsberechtigungen verfiigen.

Verwenden Sie diese Einstellungen, um E-Mail-Benachrichtigungen fir das altere Alarmsystem zu
unterdricken. Diese Einstellungen gelten nicht fir E-Mail-Benachrichtigungen.

@ Das alte Alarmsystem wird zwar weiterhin unterstutzt, bietet jedoch deutliche Vorteile und ist
einfacher zu bedienen.

Schritte
1. Wahlen Sie SUPPORT > Alarme (alt) > Legacy E-Mail-Einrichtung.

2. Wahlen Sie im Menl E-Mail die Option Benachrichtigungen aus.

3. Klicken Sie Auf Bearbeiten / Neben der Mailingliste, fiir die Sie Benachrichtigungen unterdrticken
mochten.

4. Aktivieren Sie unter unterdriicken das Kontrollkastchen neben der Mailingliste, die Sie unterdriicken
mochten, oder wahlen Sie unterdriicken oben in der Spalte, um alle Mailinglisten zu unterdrticken.

5. Klicken Sie Auf Anderungen Ubernehmen.

Altere Alarmbenachrichtigungen werden fiir die ausgewahlten Mailinglisten unterdriickt.

Anzeigen von alteren Alarmen

Alarme (Altsystem) werden ausgelOst, wenn Systemattribute die Alarmschwellenwerte
erreichen. Sie kdnnen die derzeit aktiven Alarme auf der Seite Aktuelle Alarme anzeigen.

@ Das alte Alarmsystem wird zwar weiterhin unterstutzt, bietet jedoch deutliche Vorteile und ist
einfacher zu bedienen.

Bevor Sie beginnen

» Sie miussen mit einem beim Grid Manager angemeldet sein "Unterstutzter Webbrowser".

Schritte
1. Wahlen Sie SUPPORT > Alarme (alt) > Aktueller Alarm aus.
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2.

3.
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The alarm system is the legacy system. The alert system offers significant benefits and is easier to use. See Managing alerts and
alarms in the instructions for monitering and troubleshooting StorageGRID

Current Alarms
Last Refreshed: 2020-05-27 09:41:38 MDT

I show Acknowledged Alarms

& bound |

Show | 50 ¥ | Records Per Page

{(1-10f1)

| Refresh |

Das Alarmsymbol zeigt den Schweregrad jedes Alarms wie folgt an:

Symbol Farbe Alarmschwere Bedeutung
grad
- Gelb Hinweis Der Node ist mit dem Grid verbunden. Es ist jedoch

eine ungewohnliche Bedingung vorhanden, die den
normalen Betrieb nicht beeintrachtigt.

Hellorange Gering Der Node ist mit dem Raster verbunden, aber es
existiert eine anormale Bedingung, die den Betrieb
in Zukunft beeintrachtigen kdnnte. Sie sollten
untersuchen, um eine Eskalation zu verhindern.

n Dunkelorange  Major Der Node ist mit dem Grid verbunden. Es ist jedoch
eine anormale Bedingung vorhanden, die sich
derzeit auf den Betrieb auswirkt. Um eine
Eskalation zu vermeiden, ist eine sofortige
Aufmerksamkeit erforderlich.

9 Rot Kritisch Der Node ist mit dem Grid verbunden. Es ist jedoch
eine anormale Bedingung vorhanden, die normale
Vorgange angehalten hat. Sie sollten das Problem
sofort beheben.

Um mehr Gber das Attribut zu erfahren, das den Alarm ausgeldst hat, klicken Sie mit der rechten
Maustaste auf den Attributnamen in der Tabelle.

Um weitere Details zu einem Alarm anzuzeigen, klicken Sie in der Tabelle auf den Servicenamen.

Die Registerkarte Alarme fiir den ausgewahlten Dienst wird angezeigt (SUPPORT > Tools > Grid
Topology > Grid Node > Service > Alarme).
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4. Wenn Sie die Anzahl der aktuellen Alarme I6schen méchten, kénnen Sie optional Folgendes tun:

o Bestatigen Sie den Alarm. Ein bestatigter Alarm wird nicht mehr in die Anzahl der alteren Alarme
einbezogen, es sei denn, er wird auf der nachsten Stufe ausgeldst oder es wird behoben und tritt
erneut auf.

o Deaktivieren Sie einen bestimmten Standardalarm oder einen globalen benutzerdefinierten Alarm fir
das gesamte System, um eine erneute Ausloésung zu verhindern.

Verwandte Informationen
"Alarmreferenz (Altsystem)"

"Quittierung aktueller Alarme (Legacy-System)"

"Deaktivieren von Alarmen (Legacy-System)"
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NetApp behalt sich das Recht vor, die hierin beschriebenen Produkte jederzeit und ohne Vorankindigung zu
andern. NetApp Ubernimmt keine Verantwortung oder Haftung, die sich aus der Verwendung der hier
beschriebenen Produkte ergibt, es sei denn, NetApp hat dem ausdrticklich in schriftlicher Form zugestimmit.
Die Verwendung oder der Erwerb dieses Produkts stellt keine Lizenzierung im Rahmen eines Patentrechts,
Markenrechts oder eines anderen Rechts an geistigem Eigentum von NetApp dar.

Das in diesem Dokument beschriebene Produkt kann durch ein oder mehrere US-amerikanische Patente,
auslandische Patente oder anhangige Patentanmeldungen geschutzt sein.

ERLAUTERUNG ZU ,RESTRICTED RIGHTS*: Nutzung, Vervielfaltigung oder Offenlegung durch die US-
Regierung unterliegt den Einschrankungen gemaf Unterabschnitt (b)(3) der Klausel ,Rights in Technical Data
— Noncommercial ltems* in DFARS 252.227-7013 (Februar 2014) und FAR 52.227-19 (Dezember 2007).

Die hierin enthaltenen Daten beziehen sich auf ein kommerzielles Produkt und/oder einen kommerziellen
Service (wie in FAR 2.101 definiert) und sind Eigentum von NetApp, Inc. Alle technischen Daten und die
Computersoftware von NetApp, die unter diesem Vertrag bereitgestellt werden, sind gewerblicher Natur und
wurden ausschlie3lich unter Verwendung privater Mittel entwickelt. Die US-Regierung besitzt eine nicht
ausschlieBliche, nicht Gbertragbare, nicht unterlizenzierbare, weltweite, limitierte unwiderrufliche Lizenz zur
Nutzung der Daten nur in Verbindung mit und zur Unterstitzung des Vertrags der US-Regierung, unter dem
die Daten bereitgestellt wurden. Sofern in den vorliegenden Bedingungen nicht anders angegeben, durfen die
Daten ohne vorherige schriftliche Genehmigung von NetApp, Inc. nicht verwendet, offengelegt, vervielfaltigt,
geandert, aufgefiihrt oder angezeigt werden. Die Lizenzrechte der US-Regierung fir das US-
Verteidigungsministerium sind auf die in DFARS-Klausel 252.227-7015(b) (Februar 2014) genannten Rechte
beschrankt.

Markeninformationen

NETAPP, das NETAPP Logo und die unter http://www.netapp.com/TM aufgefihrten Marken sind Marken von
NetApp, Inc. Andere Firmen und Produktnamen kénnen Marken der jeweiligen Eigentiimer sein.
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