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Managen Sie Storage-Nodes

Storage-Nodes Verwalten: Ubersicht

Storage-Nodes stellen Festplattenkapazitat und Services zur Verfligung. Das Verwalten
von Storage-Nodes umfasst Folgendes:

* Management der Storage-Optionen

* Um zu verstehen, welche Wasserzeichen fiir das Storage-Volume sind und wie Sie mit Wasserzeichen-
Uberschreibungen steuern kénnen, wann Storage-Nodes schreibgeschiitzt sind

» Monitoring und Management des Speicherplatzes, der fir Objektmetadaten verwendet wird
» Globale Einstellungen fiir gespeicherte Objekte konfigurieren
» Konfigurationseinstellungen fir Speicherknoten werden angewendet

» Verwalten vollstandiger Speicherknoten

Verwenden Sie Speicheroptionen

Was ist Objektsegmentierung?

Bei der Objektsegmentierung wird ein Objekt in eine Sammlung kleinerer Objekte fester
Grolke aufgeteilt, um die Storage- und Ressourcennutzung fur gro3e Objekte zu
optimieren. Auch beim S3-Multi-Part-Upload werden segmentierte Objekte erstellt, wobei
ein Objekt die einzelnen Teile darstellt.

Wenn ein Objekt in das StorageGRID-System aufgenommen wird, teilt der LDR-Service das Objekt in
Segmente auf und erstellt einen Segment-Container, der die Header-Informationen aller Segmente als Inhalt
auflistet.
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Beim Abruf eines Segment-Containers fasst der LDR-Service das urspriingliche Objekt aus seinen Segmenten
zusammen und gibt das Objekt dem Client zurick.



Der Container und die Segmente werden nicht unbedingt auf demselben Storage Node gespeichert. Container
und Segmente kénnen auf jedem Storage-Node innerhalb des in der ILM-Regel angegebenen Speicherpools
gespeichert werden.

Jedes Segment wird vom StorageGRID System unabhangig behandelt und tragt zur Anzahl der Attribute wie
verwaltete Objekte und gespeicherte Objekte bei. Wenn ein im StorageGRID System gespeichertes Objekt
beispielsweise in zwei Segmente aufgeteilt wird, erhdht sich der Wert von verwalteten Objekten nach
Abschluss der Aufnahme um drei Segmente:

segment container + segment 1 + segment 2 = three stored objects

Was sind Wasserzeichen fur Storage-Volumes?

StorageGRID verwendet drei Storage-Volume-Wasserzeichen, um sicherzustellen, dass
Storage-Nodes sicher in einen schreibgeschitzten Zustand Uberflhrt werden, bevor
deren Speicherplatz kritisch knapp wird. Damit konnen Storage-Nodes, die aus einem
schreibgeschitzten Zustand migriert wurden, erneut Lese- und Schreibvorgange werden.

Storage Volume

Hard Read-Only Watermark

Soft Read-Only Watermark

Read-Write Watermark =-------{=ssssssssccccccacacs.cunncnnnnn.

Storage Volume-Wasserzeichen gelten nur fir den Speicherplatz, der fir replizierte und nach

@ Datenkonsistenz (Erasure Coding) verwendet wird. Weitere Informationen tber den
Speicherplatz, der fur Objekt-Metadaten auf Volume 0 reserviert ist, finden Sie unter
"Management von Objekt-Metadaten-Storage".



Was ist das Soft Read-Only Watermark?

Das Speichervolumen Soft Read-Only Watermark ist das erste Wasserzeichen, das angibt, dass der flr
Objektdaten nutzbare Speicherplatz eines Speicherknoten voll wird.

Wenn jedes Volume in einem Storage-Node weniger freien Speicherplatz als das Soft Read-Only-
Wasserzeichen dieses Volumes besitzt, wechselt der Storage-Node in den Modus read-only.
Schreibgeschiitzter Modus bedeutet, dass der Storage Node fiir den Rest des StorageGRID Systems
schreibgeschitzte Dienste anbietet, aber alle ausstehenden Schreibanforderungen erfillt.

Angenommen, jedes Volume in einem Speicherknoten hat einen Soft Read-Only-Wasserzeichen von 10 GB.
Sobald jedes Volume weniger als 10 GB freien Speicherplatz hat, wechselt der Storage-Node in den Modus
,o0ft Read”.

Was ist die Hard Read-Only Watermark?

Das Speichervolumen Hard Read-Only Watermark ist das nachste Wasserzeichen, um anzuzeigen, dass
der nutzbare Speicherplatz eines Knotens fir Objektdaten voll wird.

Wenn der freie Speicherplatz auf einem Volume kleiner ist als das harte Read-Only-Wasserzeichen dieses
Volumes, schlagt das Schreiben auf das Volume fehl. Schreibvorgange auf anderen Volumes kénnen jedoch
fortgesetzt werden, bis der freie Speicherplatz auf diesen Volumes kleiner als ihre Hard Read-Only-
Wasserzeichen ist.

Angenommen, jedes Volume in einem Speicherknoten hat einen Hard Read-Only-Wasserzeichen von 5 GB.
Sobald jedes Volume weniger als 5 GB freien Speicherplatz hat, akzeptiert der Speicherknoten keine
Schreibanforderungen mehr.

Der Hard Read-Only-Wasserzeichen ist immer kleiner als der Soft Read-Only-Wasserzeichen.

Was ist der Read-Write-Wasserzeichen?

Das Storage Volume Read-Write Watermark gilt nur fir Storage-Nodes, die in den schreibgeschitzten
Modus gewechselt sind. Er bestimmt, wann der Node wieder Lese-/Schreibzugriff werden kann. Wenn der freie
Speicherplatz auf einem Speichervolumen in einem Speicherknoten grofer ist als das Read-Write-
Wasserzeichen dieses Volumes, wechselt der Knoten automatisch zurtick in den Lese-Schreib-Zustand.

Angenommen, der Storage-Node ist in den schreibgeschitzten Modus migriert. Nehmen Sie auch an, dass
jedes Volume ein Read-Write-Wasserzeichen von 30 GB hat. Sobald der freie Speicherplatz eines beliebigen
Volumes auf 30 GB ansteigt, wird der Node erneut zum Lesen/Schreiben.

Der Read-Write-Wasserzeichen ist immer groer als der Soft Read-Only-Wasserzeichen und der Hard Read-
Only-Wasserzeichen.

Anzeigen von Wasserzeichen fiir Speichervolumen

Sie kdnnen die aktuellen Einstellungen fur Wasserzeichen und die systemoptimierten Werte anzeigen. Wenn
keine optimierten Wasserzeichen verwendet werden, konnen Sie festlegen, ob Sie die Einstellungen anpassen
kdnnen oder sollten.

Bevor Sie beginnen
 Sie haben das Upgrade auf StorageGRID 11.6 oder héher abgeschlossen.

+ Sie sind mit einem bei Grid Manager angemeldet "Unterstutzter Webbrowser".

+ Sie haben die "Root-Zugriffsberechtigung".


https://docs.netapp.com/de-de/storagegrid-118/admin/web-browser-requirements.html
https://docs.netapp.com/de-de/storagegrid-118/admin/admin-group-permissions.html

Aktuelle Wasserzeichen-Einstellungen anzeigen
Im Grid Manager kdnnen Sie die aktuellen Einstellungen fir Speicherwasserzeichen anzeigen.

Schritte
1. Wahlen Sie SUPPORT > andere > Speicherwasserzeichen.

2. Sehen Sie sich auf der Seite Speicherwasserzeichen das Kontrollkastchen optimierte Werte verwenden
an.

o Wenn das Kontrollkastchen aktiviert ist, werden alle drei Wasserzeichen fur jedes Speicher-Volume auf
jedem Speicher-Node optimiert, basierend auf der Gréflie des Speicher-Node und der relativen
Kapazitat des Volumes.

Dies ist die Standardeinstellung und die empfohlene Einstellung. Aktualisieren Sie diese Werte nicht.
Optional kdnnen Sie Anzeigen optimierter Speicherabdricke.

o Wenn das Kontrollkastchen optimierte Werte verwenden deaktiviert ist, werden benutzerdefinierte
(nicht optimierte) Wasserzeichen verwendet. Es wird nicht empfohlen, benutzerdefinierte
Wasserzeichen zu verwenden. Befolgen Sie die Anweisungen fur "Fehlerbehebung Warnungen bei
niedriger Schreibschutzmarke tUberschreiben" Um zu bestimmen, ob Sie die Einstellungen anpassen
kdnnen oder sollen.

Wenn Sie benutzerdefinierte Wasserzeicheneinstellungen angeben, missen Sie Werte groRer als 0
eingeben.

Anzeigen optimierter Storage-Wasserzeichen

StorageGRID verwendet zwei Prometheus-Kennzahlen, um die optimierten Werte anzuzeigen, die es fiir das
Speichervolumen Soft Read-Only Watermark berechnet hat. Sie kdnnen die minimalen und maximalen
optimierten Werte fiir jeden Speicherknoten in Ihrem Raster anzeigen.

1. Wahlen Sie SUPPORT > Tools > Metriken.

2. Wahlen Sie im Abschnitt Prometheus den Link aus, um auf die Benutzeroberflache von Prometheus
zuzugreifen.

3. Um das empfohlene Mindestwasserzeichen fur weichen, schreibgeschitzten Wert anzuzeigen, geben Sie
die folgende Prometheus-Metrik ein, und wahlen Sie Ausfiihren:

storagegrid storage volume minimum optimized soft readonly watermark

In der letzten Spalte wird der mindestens optimierte Wert des ,Soft Read-Only“-Wasserzeichens fir alle
Storage-Volumes auf jedem Storage-Node angezeigt. Wenn dieser Wert groRer ist als die
benutzerdefinierte Einstellung fir das Speichervolumen-Soft-Read-Only-Wasserzeichen, wird fir den
Speicherknoten die Warnung Low read-only Watermark override ausgelost.

4. Um das empfohlene maximale Softread-only-Wasserzeichen anzuzeigen, geben Sie die folgende
Prometheus-Metrik ein und wahlen Sie Ausfuihren:

storagegrid storage volume maximum optimized soft readonly watermark

In der letzten Spalte wird der maximal optimierte Wert des ,Soft Read-Only“-Wasserzeichens fiur alle
Storage-Volumes auf jedem Storage-Node angezeigt.


https://docs.netapp.com/de-de/storagegrid-118/troubleshoot/troubleshoot-low-watermark-alert.html
https://docs.netapp.com/de-de/storagegrid-118/troubleshoot/troubleshoot-low-watermark-alert.html

Management von Objekt-Metadaten-Storage

Die Kapazitat der Objektmetadaten eines StorageGRID Systems steuert die maximale
Anzahl an Objekten, die auf diesem System gespeichert werden kdnnen. Um
sicherzustellen, dass |Ihr StorageGRID System Uber ausreichend Platz zum Speichern
neuer Objekte verflgt, missen Sie wissen, wo und wie StorageGRID Objekt-Metadaten
speichert.

Was sind Objekt-Metadaten?

Objektmetadaten sind alle Informationen, die ein Objekt beschreiben. StorageGRID verwendet
Objektmetadaten, um die Standorte aller Objekte im Grid zu verfolgen und den Lebenszyklus eines jeden
Objekts mit der Zeit zu managen.

Fir ein Objekt in StorageGRID enthalten die Objektmetadaten die folgenden Informationstypen:

» Systemmetadaten, einschlieRlich einer eindeutigen ID fir jedes Objekt (UUID), dem Objektnamen, dem
Namen des S3-Buckets oder Swift-Containers, dem Mandanten-Kontonamen oder -ID, der logischen
Grolie des Objekts, dem Datum und der Uhrzeit der ersten Erstellung des Objekts Und Datum und Uhrzeit
der letzten Anderung des Objekts.

 Alle mit dem Objekt verknUpften Schlussel-Wert-Paare fir benutzerdefinierte Benutzer-Metadaten.
» Bei S3-Objekten sind alle dem Objekt zugeordneten Objekt-Tag-Schlisselwert-Paare enthalten.
 Der aktuelle Storage-Standort jeder Kopie fir replizierte Objektkopien

* Fir Objektkopien mit Erasure-Coding-Verfahren wird der aktuelle Speicherort der einzelnen Fragmente
gespeichert.

» Bei Objektkopien in einem Cloud Storage Pool befindet sich der Speicherort des Objekts, einschlie3lich
des Namens des externen Buckets und der eindeutigen Kennung des Objekts.

» Fur segmentierte Objekte und mehrteilige Objekte, Segment-IDs und DatengroRen.

Wie werden Objekt-Metadaten gespeichert?

StorageGRID speichert Objektmetadaten in einer Cassandra-Datenbank, die unabhangig von Objektdaten
gespeichert werden. Um Redundanz zu gewahrleisten und Objekt-Metadaten vor Verlust zu schitzen,
speichert StorageGRID drei Kopien der Metadaten fiur alle Objekte im System an jedem Standort.

Diese Abbildung zeigt die Speicherknoten an zwei Standorten. Jeder Standort verfliigt tber die gleiche Menge
an Objektmetadaten. Die Metadaten jedes Standorts werden unter alle Storage-Nodes an diesem Standort
unterteilt.
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Wo werden Objekt-Metadaten gespeichert?

Diese Abbildung zeigt die Storage Volumes flir einen einzelnen Storage-Node.

Storage Node

Volume 0 Volume 1 Volume 2 Volume n

Object Object Object
space space space

Wie in der Abbildung dargestellt, reserviert StorageGRID Speicherplatz flir Objekt-Metadaten auf dem Storage
Volume 0 jedes Storage-Nodes. Sie verwendet den reservierten Speicherplatz zum Speichern von
Objektmetadaten und zum Ausflihren wichtiger Datenbankvorgange. Alle tbrigen Speicherplatz auf dem
Storage Volume 0 und allen anderen Storage Volumes im Storage Node werden ausschlielich fur
Objektdaten (replizierte Kopien und nach Datenkonsistenz) verwendet.

Der Speicherplatz, der fir Objektmetadaten auf einem bestimmten Storage Node reserviert ist, hangt von
mehreren Faktoren ab, die im Folgenden beschrieben werden.

Einstellung flir reservierten Speicherplatz fir Metadaten

Die Einstellung ,Metadata reserved space” ist eine systemweite Einstellung, die den Speicherplatz darstellt,
der fir Metadaten auf Volume 0 jedes Storage-Node reserviert wird. Wie in der Tabelle gezeigt, basiert der
Standardwert dieser Einstellung auf:



» Die Softwareversion, die Sie bei der Erstinstallation von StorageGRID verwendet haben.

* Die RAM-Menge auf jedem Storage-Node.

Fur die Erstinstallation von RAM-GroRe auf Speicherknoten Standardeinstellung fiir

StorageGRID verwendete Version reservierten Speicherplatz fir
Metadaten

11.5 bis 11.8 128 GB oder mehr auf jedem 8 TB (8,000 GB)

Storage-Node im Grid

Weniger als 128 GB auf jedem 3 TB (3,000 GB)
Storage-Node im Grid

11.1 bis 11.4 128 GB oder mehr auf jedem 4 TB (4,000 GB)
Speicherknoten an einem
beliebigen Standort

Weniger als 128 GB auf jedem 3 TB (3,000 GB)
Speicherknoten an jedem Standort

11.0 oder friher Beliebiger Betrag 2 TB (2,000 GB)

Zeigen Sie die Einstellung fiir den reservierten Speicherplatz fiir Metadaten an

Befolgen Sie diese Schritte, um die Einstellung fir den reservierten Speicherplatz flir Metadaten fir lhr
StorageGRID-System anzuzeigen.

Schritte
1. Wahlen Sie CONFIGURATION > System > Storage settings.

2. Erweitern Sie auf der Seite Speichereinstellungen den Abschnitt reservierter Speicherplatz fiir
Metadaten.

Bei StorageGRID 11.8 oder héher muss der Wert flr den reservierten Speicherplatz fir Metadaten mindestens
100 GB und nicht mehr als 1 PB betragen.

Die Standardeinstellung fir eine neue StorageGRID 11.6 oder héher-Installation, bei der jeder Speicherknoten
mindestens 128 GB RAM hat, betragt 8,000 GB (8 TB).

Tatsachlich reservierter Speicherplatz fiir Metadaten

Im Gegensatz zur Einstellung des systemweiten reservierten Speicherplatzes flir Metadaten wird fur jeden
Storage Node der tatsdchliche reservierte Speicherplatz fir Objektmetadaten ermittelt. Der tatsachlich fur
Metadaten reservierte Speicherplatz hangt bei jedem Storage-Node von der Grée von Volume 0 fiir den Node
und der Einstellung des fir Metadaten reservierten Speicherplatzes fiir das gesamte System ab.

GroRe von Volume 0 fiir den Node Tatsachlich reservierter Speicherplatz fiir
Metadaten
Weniger als 500 GB (nicht in der Produktion) 10% des Volumens 0



GroRe von Volume 0 fiir den Node Tatsachlich reservierter Speicherplatz fiir

Metadaten
500 GB oder mehr Die kleineren Werte:
Oder )
Storage-Nodes, die nur Metadaten enthalten * Lautstarke 0
« Einstellung fir reservierten Speicherplatz fir
Metadaten

Hinweis: Nur ein Rangedb ist fiir Metadaten-only
Storage Nodes erforderlich.

Zeigen Sie den tatsachlich reservierten Speicherplatz fiir Metadaten an

Flhren Sie die folgenden Schritte aus, um den tatsachlich reservierten Speicherplatz fir Metadaten auf einem
bestimmten Storage-Node anzuzeigen.

Schritte
1. Wahlen Sie im Grid Manager NODES > Storage Node aus.
2. Wabhlen Sie die Registerkarte Storage aus.

3. Setzen Sie den Cursor auf das Diagramm Speicher verwendet - Objekt Metadaten und suchen Sie den
Wert tatsachlich reserviert.

Storage Used - Object Metadata @

100.00%
T3.00%
202102-23 11:48:30
50.00%
= Lised %) 0.00%
o Used: 126.94 kB
25.00%
Allowed: 1.98 TB
- = Actual reserved: 8.00TB
) T1:10 171:20 1130 1184 11:50 12:00
== |Jzed (%)

Im Screenshot betragt der tatsachliche reservierte Wert 8 TB. Dieser Screenshot ist fir einen grofen
Speicherknoten in einer neuen StorageGRID 11.6 Installation. Da die Einstellung fir den systemweiten
reservierten Speicherplatz flir Metadaten flir diesen Storage-Node kleiner ist als Volume 0, entspricht der
tatsachlich reservierte Speicherplatz fir diesen Node der Einstellung fiir den reservierten Speicherplatz fur
Metadaten.

Beispiel fur den tatsachlich reservierten Metadatenspeicherplatz

Angenommen, Sie installieren ein neues StorageGRID System mit Version 11.7 oder héher. Nehmen Sie in
diesem Beispiel an, dass jeder Speicherknoten mehr als 128 GB RAM und dieses Volume 0 von
Speicherknoten 1 (SN1) 6 TB hat. Basierend auf diesen Werten:



* Der systemweite Metadaten-reservierte Speicherplatz ist auf 8 TB eingestellt. (Dies ist der Standardwert
fur eine neue StorageGRID 11.6-Installation oder héher, wenn jeder Speicherknoten mehr als 128 GB RAM
hat.)

* Der tatsachlich reservierte Speicherplatz fir Metadaten von SN1 betragt 6 TB. (Das gesamte Volume ist
reserviert, da Volume O kleiner ist als die Einstellung Metadata reserved space.)

Zulassiger Metadatenspeicherplatz

Der tatsachlich reservierte Speicherplatz jedes Storage-Node flr Metadaten wird in den Speicherplatz fir
Objekt-Metadaten (den ,, zuldssigen Metadatenspeicherplatz‘) und den Platzbedarf fiir wichtige
Datenbankvorgange (wie Data-Compaction und Reparatur) sowie zukinftige Hardware- und Software-
Upgrades unterteilt. Der zulassige Metadatenspeicherplatz bestimmt die gesamte Objektkapazitat.

Volume 0

Object space

[ Space required for
database
operations and
future upgrades
Actual
reserved
space for
metadata
Allowed
metadata space

Die folgende Tabelle zeigt, wie StorageGRID den zulassigen Metadatenspeicherplatz fiir verschiedene
Storage-Nodes berechnet, basierend auf der Speichermenge fir den Node und dem tatsachlich reservierten
Speicherplatz fir Metadaten.

Speichermenge auf
Speicherknoten

&Lt; 128 GB >= 128 GB Tatsachlich reservierter Platz fiir
Metadaten



&Lt;=4TB 60 % des 60 % des tatsachlich reservierten 4TB
tatsachlich Speicherplatzes flir Metadaten
reservierten maximal 1.98 TB
Speicherplatzes
fur Metadaten
maximal 1.32 TB

Zeigen Sie den zuldassigen Metadatenbereich an

FUhren Sie die folgenden Schritte aus, um den zulassigen Metadatenspeicher flr einen Storage-Node
anzuzeigen.

Schritte
1. Wahlen Sie im Grid Manager die Option NODES aus.

2. Wahlen Sie den Speicherknoten aus.
3. Wahlen Sie die Registerkarte Storage aus.

4. Setzen Sie den Cursor auf das Diagramm Speicher verwendet - Objekt Metadaten und suchen Sie den
Wert erlaubt.

Storage Used - Object Metadata &

100.00% e
75.00% 20210505 11:03:30
= isied (%): 0.13%
50.00% USEf-I;j. 334 GB
x.'g‘_“f’E!"."!'?!i : 39‘5 T8
25.00% — Actual reserved: 8.00TB
0% : -
10:40 T0:50 1100 1110 T1:20 17:30
== |Ized (%)

Im Screenshot ist der allowed-Wert 3.96 TB, was der Maximalwert flir einen Storage Node ist, dessen
tatsachlicher reservierter Speicherplatz fir Metadaten mehr als 4 TB betragt.

Der zulassige-Wert entspricht dieser Prometheus-Metrik:

storagegrid storage utilization metadata allowed bytes

Beispiel fur zulassigen Metadatenspeicherplatz

Angenommen, Sie installieren ein StorageGRID System mit Version 11.6. Nehmen Sie in diesem Beispiel an,
dass jeder Speicherknoten mehr als 128 GB RAM und dieses Volume 0 von Speicherknoten 1 (SN1) 6 TB hat.
Basierend auf diesen Werten:

» Der systemweite Metadaten-reservierte Speicherplatz ist auf 8 TB eingestellt. (Dies ist der Standardwert
fur StorageGRID 11.6 oder héher, wenn jeder Speicher-Node mehr als 128 GB RAM hat.)

10



* Der tatsachlich reservierte Speicherplatz fur Metadaten von SN1 betragt 6 TB. (Das gesamte Volume ist
reserviert, da Volume 0 kleiner ist als die Einstellung Metadata reserved space.)

 Der zulassige Speicherplatz fir Metadaten auf SN1 betragt 3 TB, basierend auf der im angegebenen
Berechnung Tabelle flr zulassigem Speicherplatz fur Metadaten: (Tatsachlich reservierter Platz fiir
Metadaten — 1 TB) x 60%, bis zu einem Maximum von 3.96 TB.

Storage-Nodes unterschiedlicher GroRen beeinflussen die Objektkapazitat

Wie oben beschrieben, verteilt StorageGRID Objektmetadaten gleichmaRig tber Storage-Nodes an jedem
Standort. Wenn ein Standort Storage-Nodes unterschiedlicher Groken enthalt, bestimmt der kleinste Node am
Standort die Metadaten-Kapazitat des Standorts.

Beispiel:

+ Sie haben ein Raster mit drei Storage Nodes unterschiedlicher Grél3e an einem einzigen Standort.
* Die Einstellung Metadaten reservierter Speicherplatz betragt 4 TB.

» Die Storage-Nodes haben die folgenden Werte flir den tatsachlich reservierten Metadatenspeicherplatz
und den zuldssigen Metadatenspeicherplatz.

Storage-Node GroRe von Volumen 0  Tatséchlich reservierter Zuldssiger
Metadatenspeicherplatz Metadatenspeicherplatz

SN1 227TB 22TB 1.32TB

SN2 5TB 4TB 1.98 TB

SN3 6 TB 4TB 1.98 TB

Da Objektmetadaten gleichmafig auf die Storage-Nodes an einem Standort verteilt werden, kann jeder Node
in diesem Beispiel nur 1.32 TB Metadaten enthalten. Die zusatzlichen 0.66 TB an erlaubten Metadaten fiir SN2
und SN3 kénnen nicht verwendet werden.

— Metadata capacity for a site —

Used space for object metadata

SN1 SN2 SN3 Allowed metadata space

Da StorageGRID alle Objektmetadaten fur ein StorageGRID System an jedem Standort speichert, wird die
Gesamtkapazitat der Metadaten eines StorageGRID Systems durch die Objektmetadaten des kleinsten
Standorts bestimmt.

Und da die Objektmetadaten die maximale Objektanzahl steuern, wenn einem Node die Metadatenkapazitat
ausgeht, ist das Grid effektiv voll.

Verwandte Informationen

11



+ Informationen zum Uberwachen der Objektmetadatenkapazitt fiir jeden Storage-Node finden Sie in den
Anweisungen fur "Monitoring von StorageGRID".

* Um die Objekt-Metadaten-Kapazitat lhres Systems zu erhéhen, "Erweitern Sie ein Raster" Durch
Hinzufligen neuer Storage-Nodes.

Erhohen Sie die Einstellung fur reservierten Speicherplatz
fur Metadaten

Madglicherweise kdnnen Sie die Systemeinstellung ,reservierter Speicherplatz flr
Metadaten® erhohen, wenn die Storage-Nodes bestimmte Anforderungen fur RAM und
verfugbaren Speicherplatz erfullen.

Was Sie bendtigen
« Sie sind mit einem bei Grid Manager angemeldet "Unterstitzter Webbrowser".

« Sie haben die "Root-Zugriffsberechtigung oder die Berechtigung fir die Konfiguration der Seite ,,Grid
Topology“ und andere Berechtigungen fir die Grid-Konfiguration".

Uber diese Aufgabe

Méglicherweise kdnnen Sie den systemweiten reservierten Metadatenspeicherplatz manuell auf bis zu 8 TB
erhdhen.

Sie kdnnen nur den Wert der Einstellung flir systemweiten reservierten Speicherplatz fiir Metadaten erhdhen,
wenn beide dieser Anweisungen wahr sind:

 Die Speicherknoten an einem beliebigen Standort in Inrem System haben jeweils 128 GB oder mehr RAM.

* Die Speicherknoten an jedem Standort in lhrem System verfiigen jeweils tGber gentigend Platz auf dem
Speichervolumen 0.

Wenn Sie diese Einstellung erhdhen, reduzieren Sie gleichzeitig den fur den Objektspeicher verfligbaren Platz
auf dem Speichervolumen 0 aller Storage-Nodes. Aus diesem Grund moéchten Sie moglicherweise den
reservierten Speicherplatz flir Metadaten auf einen Wert kleiner als 8 TB setzen, der auf den erwarteten
Anforderungen fur Objektmetadaten basiert.

Im Allgemeinen ist es besser, einen hoheren Wert anstelle eines niedrigeren Wertes zu
@ verwenden. Wenn die Einstellung fiir reservierten Speicherplatz fir Metadaten zu grol} ist,

koénnen Sie sie spater verkleinern. Wenn Sie den Wert spater erh6hen, muss das System

dagegen moglicherweise Objektdaten verschieben, um Speicherplatz freizugeben.

Eine detaillierte Erklarung dartiber, wie sich die Einstellung ,reservierter Speicherplatz fliir Metadaten® auf den
zulassigen Speicherplatz fiir Objekt-Metadatenspeicher auf einem bestimmten Storage-Node auswirkt, finden
Sie unter "Management von Objekt-Metadaten-Storage".

Schritte
1. Legen Sie die aktuelle Einstellung fir den reservierten Metadatenspeicherplatz fest.

a. Wahlen Sie KONFIGURATION > System > Speicheroptionen.
b. Notieren Sie im Abschnitt SpeicherWatermarks den Wert von Metadaten Reserved Space.

2. Stellen Sie sicher, dass auf dem Speicher-Volume 0 jedes Speicherknoten genltigend Speicherplatz zur
Verfigung steht, um diesen Wert zu erhdhen.
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T 9

o

Wahlen Sie KNOTEN.

Wahlen Sie den ersten Storage-Node im Raster aus.

Wahlen Sie die Registerkarte Storage aus.

Suchen Sie im Abschnitt Volumes den Eintrag /var/local/rangedb/0.

Vergewissern Sie sich, dass der verfligbare Wert gleich oder gréRer ist als der Unterschied zwischen
dem neuen Wert, den Sie verwenden mochten, und dem aktuellen Wert flr reservierten
Metadatenspeicherplatz.

Wenn die Einstellung fiir reservierten Speicherplatz flir Metadaten beispielsweise aktuell 4 TB betragt
und Sie diesen auf 6 TB erhéhen méchten, muss der verfiigbare Wert 2 TB oder mehr sein.

Wiederholen Sie diese Schritte fir alle Speicherknoten.

= Wenn ein oder mehrere Speicherknoten nicht Gber genligend Speicherplatz verfiigen, kann der
Wert fiir den reservierten Metadatenspeicherplatz nicht erhéht werden. Fahren Sie mit diesem
Verfahren nicht fort.

= Wenn jeder Speicherknoten gentigend Platz auf Volume 0 hat, fahren Sie mit dem nachsten Schritt
fort.

3. Stellen Sie sicher, dass Sie mindestens 128 GB RAM auf jedem Speicherknoten haben.

a.
b.

C.

Wahlen Sie KNOTEN.
Wahlen Sie den ersten Storage-Node im Raster aus.
Wahlen Sie die Registerkarte Hardware aus.

Bewegen Sie den Mauszeiger Uber das Diagramm ,Speicherauslastung®. Vergewissern Sie sich, dass
Total Memory mindestens 128 GB betragt.

Wiederholen Sie diese Schritte flr alle Speicherknoten.

= Wenn mindestens ein Speicherknoten nicht tiber gentigend Gesamtspeicher verfligt, kann der Wert
fur den reservierten Metadatenspeicherplatz nicht erhéht werden. Fahren Sie mit diesem Verfahren
nicht fort.

= Wenn jeder Speicherknoten mindestens 128 GB Gesamtspeicher hat, fahren Sie mit dem nachsten
Schritt fort.

4. Aktualisieren Sie die Einstellung fir reservierten Metadatenspeicherplatz.

a.
b.

Wahlen Sie KONFIGURATION > System > Speicheroptionen.

Wahlen Sie die Registerkarte Konfiguration aus.

c. Wahlen Sie im Abschnitt SpeicherWatermarks die Option Metadatenreservierter Speicherplatz aus.

d.

Geben Sie den neuen Wert ein.

Um beispielsweise 8 TB einzugeben, geben Sie 8000000000000 (8, gefolgt von 12 Nullen) ein.
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Storage Options &4 Configure Storage Options

- Updated: 2021-12-10 13:42:23 MST

Overview

Configuration
Object Segmentation

Description Seihngs
Segmentation ‘Enabled v |
Maximum Segment Size 1000000000

Storage Watermarks

Description Settings
Storage Volume Read-Write Watermark 0
Override E.

Storage Volume Soft Read-Only

Watermark Override ¢

Storage Volume Hard Read-Cnly
Watermark Override

Metadata Reserved Space |s000000000000

Apply Changes »

a. Wahlen Sie Anderungen Anwenden.

Gespeicherte Objekte komprimieren

Sie konnen die Objektkomprimierung aktivieren, um die GrofRe der in StorageGRID
gespeicherten Objekte zu reduzieren und so weniger Storage zu belegen.

Bevor Sie beginnen
+ Sie sind mit einem bei Grid Manager angemeldet "Unterstutzter Webbrowser".

+ Das ist schon "Bestimmte Zugriffsberechtigungen".

Uber diese Aufgabe

StandardmaRig ist die Objektkomprimierung deaktiviert. Wenn Sie die Komprimierung aktivieren, versucht
StorageGRID beim Speichern jedes Objekts mithilfe einer verlustfreien Komprimierung zu komprimieren.

Wenn Sie diese Einstellung andern, dauert es etwa eine Minute, bis die neue Einstellung
angewendet wird. Der konfigurierte Wert wird flr Performance und Skalierung
zwischengespeichert.

Bevor Sie die Objektkomprimierung aktivieren, beachten Sie Folgendes:
« Sie sollten nicht komprimieren gespeicherte Objekte auswahlen, es sei denn, Sie wissen, dass die
gespeicherten Daten komprimierbar sind.

» Applikationen, die Objekte in StorageGRID speichern, komprimieren moglicherweise Objekte, bevor sie
gespeichert werden. Wenn eine Client-Anwendung ein Objekt bereits komprimiert hat, bevor es in
StorageGRID gespeichert wird, verringert die Auswahl dieser Option die GroRRe eines Objekts nicht weiter.

« Wabhlen Sie nicht gespeicherte Objekte komprimieren wenn Sie NetApp FabricPool mit StorageGRID
verwenden.

* Wenn compress Stored Objects ausgewahlt ist, sollten S3- und Swift-Client-Anwendungen die
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Ausflihrung von GetObject-Operationen vermeiden, die einen Bereich von Bytes angeben, der
zurtckgegeben werden soll. Diese Vorgange beim Lesen von Range sind ineffizient, da StorageGRID
Objekte effektiv dekomprimieren muss, um auf die angeforderten Bytes zuzugreifen. GetObject
Operationen, die einen kleinen Bereich von Bytes von einem sehr groRen Objekt anfordern, sind
besonders ineffizient; zum Beispiel ist es ineffizient, einen 10 MB Bereich von einem 50 GB komprimierten
Objekt zu lesen.

Wenn Bereiche von komprimierten Objekten gelesen werden, kdnnen Client-Anforderungen eine Zeitdauer
haben.

@ Wenn Sie Objekte komprimieren missen und Ihre Client-Applikation Bereichslesevorgange
verwenden muss, erhdhen Sie die Zeitliberschreitung beim Lesen der Anwendung.

Schritte
1. Wahlen Sie CONFIGURATION > System > Storage settings > Object compression.

2. Aktivieren Sie das Kontrollkastchen gespeicherte Objekte komprimieren.

3. Wahlen Sie Speichern.

Konfigurationseinstellungen fur Storage-Nodes

Jeder Speicher-Node verwendet mehrere Konfigurationseinstellungen und Zahler.
Maoglicherweise mussen Sie die aktuellen Einstellungen anzeigen oder Zahler
zurucksetzen, um Alarme zu lI6schen (Legacy-System).

Mit Ausnahme der in der Dokumentation ausdrticklich enthaltenen Anweisungen sollten Sie sich

@ mit dem technischen Support in Verbindung setzen, bevor Sie die Konfigurationseinstellungen
fir den Storage-Node andern. Nach Bedarf kdnnen Sie Ereigniszahler zurlicksetzen, um altere
Alarme zu |6schen.

Fihren Sie die folgenden Schritte aus, um auf die Konfigurationseinstellungen und -Zahler eines Storage Node
zuzugreifen.

Schritte
1. Wahlen Sie SUPPORT > Tools > Grid-Topologie aus.

2. Wahlen Sie site > Storage Node aus.
3. Erweitern Sie den Speicherknoten, und wahlen Sie den Dienst oder die Komponente aus.

4. Wahlen Sie die Registerkarte Konfiguration.

In den folgenden Tabellen sind die Konfigurationseinstellungen flr Storage Node zusammengefasst.

LDR
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Attributname

HTTP-Status

Automatisches Starten von HTTP

LDR > Datenspeicher

Attributname

Anzahl Verlorener Objekte
Zurlcksetzen

LDR > Storage

16

Codieren

HSTE

HTAS

Codieren

RCOR

Beschreibung

Der aktuelle Status von HTTP fir S3, Swift und
anderen internen StorageGRID-Datenverkehr:

+ Offline: Es sind keine Vorgange zulassig. Jede

Client-Anwendung, die versucht, eine HTTP-
Sitzung fir den LDR-Dienst zu 6ffnen, erhalt eine
Fehlermeldung. Aktive Sitzungen werden
ordnungsgemal geschlossen.

Online: Der Vorgang wird normal fortgesetzt

Wenn diese Option ausgewahlt ist, hangt der
Zustand des Systems beim Neustart vom Status
der Komponente LDR > Storage ab. Wenn die
Komponente LDR > Storage beim Neustart
schreibgeschutzt ist, ist auch die HTTP-
Schnittstelle schreibgeschitzt. Wenn die
Komponente LDR > Speicherung Online ist, ist
HTTP auch Online. Andernfalls bleibt die HTTP-
Schnittstelle im Status Offline.

» Wenn diese Option nicht aktiviert ist, bleibt die

HTTP-Schnittstelle offline, bis sie explizit aktiviert
ist.

Beschreibung

Setzen Sie den Zahler fur die Anzahl der verlorenen
Objekte dieses Dienstes zurtck.



Attributname

Storage-Zustand - Gewlinscht

Zeituberschreitung Bei Der
Integritatsprifung

LDR > Verifizierung

Codieren

SSDS

SHCT

Beschreibung

Eine vom Benutzer konfigurierbare Einstellung fur den
gewlnschten Status der Speicherkomponente. Der
LDR-Dienst liest diesen Wert und versucht, den durch
dieses Attribut angegebenen Status zu entsprechen.
Der Wert wird bei Neustarts dauerhaft verwendet.

Mit dieser Einstellung kénnen Sie beispielsweise dazu
zwingen, dass Speicher schreibgeschitzt wird, selbst
wenn genugend Speicherplatz vorhanden ist. Dies
kann bei der Fehlerbehebung hilfreich sein.

Das Attribut kann einen der folgenden Werte
annehmen:

+ Offline: Wenn der gewiinschte Status Offline ist,
schaltet der LDR-Dienst die LDR > Storage
-Komponente offline.

» Schreibgeschutzt: Wenn der gewlinschte Status
schreibgeschutzt ist, verschiebt der LDR-Dienst
den Speicherstatus in schreibgeschiitzt und
akzeptiert keine neuen Inhalte mehr. Der LDR-
Service akzeptiert jedoch weiterhin S3- oder ILM-
gesteuerte Bereinigungs- und
Léschanforderungen. Beachten Sie, dass Inhalte
moglicherweise noch fir kurze Zeit im
Speicherknoten gespeichert werden, bis offene
Sitzungen geschlossen sind.

* Online: Den Wert bei Online wahrend des
normalen Systembetriebs belassen. Der
Speicherstatus — der aktuelle Status der
Speicherkomponente wird durch den Service
dynamisch festgelegt, basierend auf dem Zustand
des LDR-Service, z. B. der Menge des
verfugbaren Objektspeicherspeichers. Wenn der
Speicherplatz knapp ist, ist die Komponente
schreibgeschutzt.

Die Zeitgrenze in Sekunden, innerhalb derer ein
Integritatstest abgeschlossen werden muss, damit ein
Speichervolumen als ordnungsgemal angesehen
wird. Andern Sie diesen Wert nur, wenn Sie dazu vom
Support aufgefordert werden.
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Attributname

Fehlende Objekte Zurlicksetzen
Anzahl

Verifizierungsrate

Anzahl Der Beschadigten Objekte
Zurucksetzen

Objekte In Quarantane Léschen

LDR > Erasure Coding

Attributname

Codieren

VCMI

VPRI

VCCR

OQRT

Codieren

Zuricksetzen Der Fehleranzahl Fir RWF.

Schreibvorgange

Anzahl Der Fehlgeschlagene
Lesevorgange Zurticksetzen

18

RSRF

Beschreibung

Setzt die Anzahl der erkannten fehlenden Objekte
zurlick (OMIS). Nur nach Abschluss der
Objektprufung verwenden. Fehlende replizierte
Objektdaten werden vom StorageGRID System
automatisch wiederhergestellt.

Legen Sie die Geschwindigkeit fest, mit der die
Hintergrunduberprifung durchgefihrt wird. Weitere
Informationen zur Konfiguration der
Hintergrundiberprifung finden Sie unter.

Setzen Sie den Zahler fur beschadigte, replizierte
Objektdaten zurtck, die wahrend der
Hintergrunduberprifung gefunden wurden. Mit dieser
Option kénnen Sie den Alarmzustand der
beschadigten Objekte I6schen, die erkannt wurden
(OCOR).

Léschen Sie beschadigte Objekte aus dem
Quarantaneverzeichnis, setzen Sie die Anzahl der
isolierten Objekte auf Null zurlick und I6schen Sie den
Alarm ,Quarantane Objekte erkannt* (OQRT). Diese
Option wird verwendet, nachdem beschadigte
Objekte vom StorageGRID-System automatisch
wiederhergestellt wurden.

Wenn ein Alarm ,Lost Objects* ausgeldst wird, kann
der technische Support auf die isolierten Objekte
zugreifen. In manchen Fallen kdnnen isolierte Objekte
fur die Datenwiederherstellung oder das Debuggen
der zugrunde liegenden Probleme, die die
beschadigten Objektkopien verursacht haben,
natzlich sein.

Beschreibung

Setzen Sie den Zahler auf Schreibfehler von
Objektdaten mit Erasure-Coding-Verfahren auf den
Storage-Node zurtick.

Setzen Sie den Zahler fiir Leseausfalle von
Objektdaten mit Erasure-Coding-Verfahren vom
Storage-Node zurlck.



Attributname

Zurucksetzen Loschen
Fehleranzahl

Beschadigte Kopien Erkannte
Anzahl Zuricksetzen

Beschadigte Fragmente Erkannte
Anzahl Zurlicksetzen

Fehlende Fragmente Erkannt
Anzahl Zuricksetzen

LDR > Replikation

Attributname

Fehleranzahl Inbound Replication
Zurlcksetzen

Fehleranzahl Fiir Ausgehende
Replikation Zurticksetzen

Deaktivieren Sie Inbound
Replication

Codieren

RSDF

RSCC

RCD

RSMD

Codieren

RICR

ROCR

DSIR

Beschreibung

Setzen Sie den Zahler fiir Léschfehler von
Objektdaten mit Erasure-Coding-Verfahren vom
Storage-Node zurtck.

Setzen Sie den Zahler fur die Anzahl beschadigter
Kopien von Objektdaten, die nach dem Erasure-
Coding-Verfahren codiert wurden, auf dem Storage-
Node zuruck.

Setzen Sie den Zahler auf beschadigte Fragmente
von Objektdaten mit Erasure-Coding-Verfahren auf
dem Storage-Node zurtck.

Setzen Sie den Zahler auf fehlende Fragmente von
Objektdaten mit Erasure-Coding-Verfahren auf dem
Storage Node zurlick. Nur nach Abschluss der
Objektprifung verwenden.

Beschreibung

Setzen Sie den Zahler auf Fehler bei eingehender
Replikation zurlick. Dies kann verwendet werden, um
den RIRF-Alarm (Inbound Replication — failed) zu
I6schen.

Setzen Sie den Zahler auf Fehler bei ausgehenden
Replikationen zurtick. Dies kann verwendet werden,
um den RORF-Alarm (ausgehende

Replikationen — fehlgeschlagen) zu l6schen.

Wahlen Sie diese Option aus, um die eingehende
Replikation im Rahmen eines Wartungs- oder
Testverfahrens zu deaktivieren. Wahrend des
normalen Betriebs nicht aktiviert lassen.

Wenn die eingehende Replikation deaktiviert ist,
kénnen Objekte vom Speicherknoten abgerufen
werden, um sie an andere Speicherorte im
StorageGRID-System zu kopieren. Objekte kénnen
jedoch nicht von anderen Speicherorten auf diesen
Speicherknoten kopiert werden: Der LDR-Dienst ist
schreibgeschutzt.
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Attributname Codieren Beschreibung

Deaktivieren Sie Ausgehende DSOR Wahlen Sie diese Option aus, um die ausgehende

Replikation Replikation (einschlieflich Inhaltsanforderungen fiir
HTTP-Abrufvorgange) im Rahmen eines Wartungs-
oder Testverfahrens zu deaktivieren. Wahrend des
normalen Betriebs nicht aktiviert lassen.

Wenn die ausgehende Replikation deaktiviert ist,
kénnen Objekte auf diesen Speicherknoten kopiert
werden. Objekte kdnnen jedoch nicht vom
Speicherknoten abgerufen werden, um sie an andere
Speicherorte im StorageGRID-System zu kopieren.
Der LDR-Service ist schreibgeschitzt.

Management vollstandiger Storage-Nodes

Wenn Storage-Nodes die Kapazitat erreichen, mussen Sie das StorageGRID System
durch Hinzufigen eines neuen Storage erweitern. Es sind drei Optionen verfigbar: Das
Hinzufigen von Storage Volumes, das Hinzuflgen von Shelfs zur Storage-Erweiterung
und das Hinzufligen von Storage-Nodes.

Hinzufugen von Storage-Volumes

Jeder Storage-Node unterstltzt eine maximale Anzahl an Storage-Volumes. Der definierte Hochstwert variiert
je nach Plattform. Wenn ein Storage-Node weniger als die maximale Anzahl an Storage-Volumes enthalt,
kdnnen Sie Volumes hinzufligen, um seine Kapazitat zu erhéhen. Siehe Anweisungen fir "Erweitern eines
StorageGRID Systems".

Hinzufligen von Shelfs zur Storage-Erweiterung

Einige Storage-Nodes der StorageGRID Appliance, z. B. SG6060 oder SG6160, kbnnen zusatzliche Storage-
Shelfs unterstiitzen. Bei StorageGRID Appliances mit Erweiterungsfunktionen, die nicht bereits auf die
maximale Kapazitat erweitert wurden, kénnen Sie Storage-Shelfs zur Steigerung der Kapazitat hinzufligen.
Siehe Anweisungen flr "Erweitern eines StorageGRID Systems".

Storage-Nodes Hinzufligen

Sie kdnnen die Storage-Kapazitat durch Hinzufiigen von Storage-Nodes erhdhen. Beim Hinzufligen von
Storage mussen die aktuell aktiven ILM-Regeln und Kapazitatsanforderungen sorgfaltig beriicksichtigt werden.
Siehe Anweisungen flr "Erweitern eines StorageGRID Systems".

20


https://docs.netapp.com/de-de/storagegrid-118/expand/index.html
https://docs.netapp.com/de-de/storagegrid-118/expand/index.html
https://docs.netapp.com/de-de/storagegrid-118/expand/index.html
https://docs.netapp.com/de-de/storagegrid-118/expand/index.html

Copyright-Informationen

Copyright © 2025 NetApp. Alle Rechte vorbehalten. Gedruckt in den USA. Dieses urheberrechtlich geschiitzte
Dokument darf ohne die vorherige schriftiche Genehmigung des Urheberrechtsinhabers in keiner Form und
durch keine Mittel — weder grafische noch elektronische oder mechanische, einschliel3lich Fotokopieren,
Aufnehmen oder Speichern in einem elektronischen Abrufsystem — auch nicht in Teilen, vervielfaltigt werden.

Software, die von urheberrechtlich geschitztem NetApp Material abgeleitet wird, unterliegt der folgenden
Lizenz und dem folgenden Haftungsausschluss:

DIE VORLIEGENDE SOFTWARE WIRD IN DER VORLIEGENDEN FORM VON NETAPP ZUR VERFUGUNG
GESTELLT, D. H. OHNE JEGLICHE EXPLIZITE ODER IMPLIZITE GEWAHRLEISTUNG, EINSCHLIESSLICH,
JEDOCH NICHT BESCHRANKT AUF DIE STILLSCHWEIGENDE GEWAHRLEISTUNG DER
MARKTGANGIGKEIT UND EIGNUNG FUR EINEN BESTIMMTEN ZWECK, DIE HIERMIT
AUSGESCHLOSSEN WERDEN. NETAPP UBERNIMMT KEINERLEI HAFTUNG FUR DIREKTE, INDIREKTE,
ZUFALLIGE, BESONDERE, BEISPIELHAFTE SCHADEN ODER FOLGESCHADEN (EINSCHLIESSLICH,
JEDOCH NICHT BESCHRANKT AUF DIE BESCHAFFUNG VON ERSATZWAREN ODER
-DIENSTLEISTUNGEN, NUTZUNGS-, DATEN- ODER GEWINNVERLUSTE ODER UNTERBRECHUNG DES
GESCHAFTSBETRIEBS), UNABHANGIG DAVON, WIE SIE VERURSACHT WURDEN UND AUF WELCHER
HAFTUNGSTHEORIE SIE BERUHEN, OB AUS VERTRAGLICH FESTGELEGTER HAFTUNG,
VERSCHULDENSUNABHANGIGER HAFTUNG ODER DELIKTSHAFTUNG (EINSCHLIESSLICH
FAHRLASSIGKEIT ODER AUF ANDEREM WEGE), DIE IN IRGENDEINER WEISE AUS DER NUTZUNG
DIESER SOFTWARE RESULTIEREN, SELBST WENN AUF DIE MOGLICHKEIT DERARTIGER SCHADEN
HINGEWIESEN WURDE.

NetApp behalt sich das Recht vor, die hierin beschriebenen Produkte jederzeit und ohne Vorankindigung zu
andern. NetApp Ubernimmt keine Verantwortung oder Haftung, die sich aus der Verwendung der hier
beschriebenen Produkte ergibt, es sei denn, NetApp hat dem ausdrticklich in schriftlicher Form zugestimmit.
Die Verwendung oder der Erwerb dieses Produkts stellt keine Lizenzierung im Rahmen eines Patentrechts,
Markenrechts oder eines anderen Rechts an geistigem Eigentum von NetApp dar.

Das in diesem Dokument beschriebene Produkt kann durch ein oder mehrere US-amerikanische Patente,
auslandische Patente oder anhangige Patentanmeldungen geschutzt sein.

ERLAUTERUNG ZU ,RESTRICTED RIGHTS*: Nutzung, Vervielfaltigung oder Offenlegung durch die US-
Regierung unterliegt den Einschrankungen gemaf Unterabschnitt (b)(3) der Klausel ,Rights in Technical Data
— Noncommercial ltems* in DFARS 252.227-7013 (Februar 2014) und FAR 52.227-19 (Dezember 2007).

Die hierin enthaltenen Daten beziehen sich auf ein kommerzielles Produkt und/oder einen kommerziellen
Service (wie in FAR 2.101 definiert) und sind Eigentum von NetApp, Inc. Alle technischen Daten und die
Computersoftware von NetApp, die unter diesem Vertrag bereitgestellt werden, sind gewerblicher Natur und
wurden ausschlie3lich unter Verwendung privater Mittel entwickelt. Die US-Regierung besitzt eine nicht
ausschlieBliche, nicht Gbertragbare, nicht unterlizenzierbare, weltweite, limitierte unwiderrufliche Lizenz zur
Nutzung der Daten nur in Verbindung mit und zur Unterstitzung des Vertrags der US-Regierung, unter dem
die Daten bereitgestellt wurden. Sofern in den vorliegenden Bedingungen nicht anders angegeben, durfen die
Daten ohne vorherige schriftliche Genehmigung von NetApp, Inc. nicht verwendet, offengelegt, vervielfaltigt,
geandert, aufgefiihrt oder angezeigt werden. Die Lizenzrechte der US-Regierung fir das US-
Verteidigungsministerium sind auf die in DFARS-Klausel 252.227-7015(b) (Februar 2014) genannten Rechte
beschrankt.

Markeninformationen

NETAPP, das NETAPP Logo und die unter http://www.netapp.com/TM aufgefihrten Marken sind Marken von
NetApp, Inc. Andere Firmen und Produktnamen kénnen Marken der jeweiligen Eigentiimer sein.

21


http://www.netapp.com/TM\

	Managen Sie Storage-Nodes : StorageGRID
	Inhalt
	Managen Sie Storage-Nodes
	Storage-Nodes Verwalten: Übersicht
	Verwenden Sie Speicheroptionen
	Was ist Objektsegmentierung?
	Was sind Wasserzeichen für Storage-Volumes?

	Management von Objekt-Metadaten-Storage
	Was sind Objekt-Metadaten?
	Wie werden Objekt-Metadaten gespeichert?
	Wo werden Objekt-Metadaten gespeichert?
	Einstellung für reservierten Speicherplatz für Metadaten
	Tatsächlich reservierter Speicherplatz für Metadaten
	Beispiel für den tatsächlich reservierten Metadatenspeicherplatz
	Zulässiger Metadatenspeicherplatz
	Beispiel für zulässigen Metadatenspeicherplatz
	Storage-Nodes unterschiedlicher Größen beeinflussen die Objektkapazität

	Erhöhen Sie die Einstellung für reservierten Speicherplatz für Metadaten
	Gespeicherte Objekte komprimieren
	Konfigurationseinstellungen für Storage-Nodes
	LDR
	LDR > Datenspeicher
	LDR > Storage
	LDR > Verifizierung
	LDR > Erasure Coding
	LDR > Replikation

	Management vollständiger Storage-Nodes
	Hinzufügen von Storage-Volumes
	Hinzufügen von Shelfs zur Storage-Erweiterung
	Storage-Nodes Hinzufügen



