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Vorbereiten der Hosts (Red hat)

Wie sich die Host-weiten Einstellungen wahrend der
Installation andern

Auf Bare Metal-Systemen nimmt StorageGRID einige Anderungen am gesamten Host
vor sysctl Einstellungen.

Folgende Anderungen wurden vorgenommen:

# Recommended Cassandra setting: CASSANDRA-3563, CASSANDRA-13008, DataStax

documentation

vm.max map count = 1048575

# core file customization

# Note: for cores generated by binaries running inside containers, this
# path is interpreted relative to the container filesystem namespace.

# External cores will go nowhere, unless /var/local/core also exists on
# the host.

kernel.core pattern = /var/local/core/%e.core.%p

# Set the kernel minimum free memory to the greater of the current value
or

# 512MiB if the host has 48GiB or less of RAM or 1.83GiB if the host has
more than 48GiB of RTAM

vm.min free kbytes = 524288

# Enforce current default swappiness value to ensure the VM system has
some

# flexibility to garbage collect behind anonymous mappings. Bump
watermark scale factor

# to help avoid OOM conditions in the kernel during memory allocation
bursts. Bump

# dirty ratio to 90 because we explicitly fsync data that needs to be
persistent, and

# so do not require the dirty ratio safety net. A low dirty ratio combined
with a large

# working set (nr active pages) can cause us to enter synchronous I/O mode
unnecessarily,

# with deleterious effects on performance.

vm.swappiness = 60
vm.watermark scale factor = 200
vm.dirty ratio = 90

# Turn off slow start after idle



net.ipvé4.tcp slow start after idle = 0

# Tune TCP window settings to improve throughput
net.core.rmem max = 8388608

net.core.wmem max = 8388608

4096 524288 8388608

4096 262144 8388608
net.core.netdev_max backlog = 2500

net.ipvé4.tcp rmem

net.ipvé4.tcp wmem

# Turn on MTU probing
net.ipvé4.tcp mtu probing = 1

# Be more liberal with firewall connection tracking
net.ipvé4.netfilter.ip conntrack tcp be liberal =1

# Reduce TCP keepalive time to reasonable levels to terminate dead
connections

net.ipvé4.tcp keepalive time = 270

net.ipvé4.tcp keepalive probes = 3

net.ipvé4.tcp keepalive intvl = 30

# Increase the ARP cache size to tolerate being in a /16 subnet
net.ipv4.neigh.default.gc threshl 8192
net.ipvé4.neigh.default.gc thresh2 = 32768
net.ipvé4.neigh.default.gc_thresh3 = 65536
net.ipvé6.neigh.default.gc threshl = 8192
net.ipvé6.neigh.default.gc thresh2 = 32768
net.ipv6.neigh.default.gc _thresh3 = 65536

# Disable IP forwarding, we are not a router
net.ipv4.ip forward = 0

# Follow security best practices for ignoring broadcast ping requests
net.ipvé4.icmp echo ignore broadcasts =1

# Increase the pending connection and accept backlog to handle larger
connection bursts.
net.core.somaxconn=4096

net.ipvéd.tcp max syn backlog=4096

Installieren Sie Linux

Sie mussen StorageGRID auf allen Red hat Enterprise Linux Grid-Hosts installieren. Eine
Liste der unterstitzten Versionen finden Sie im NetApp Interoperabilitats-Matrix-Tool.



@ Stellen Sie sicher, dass Ihr Betriebssystem auf Linux Kernel 4.15 oder hoher aktualisiert wird.

Schritte

1. Installieren Sie Linux auf allen physischen oder virtuellen Grid-Hosts gemaR den Anweisungen des
Distributors oder dem Standardverfahren.

Wenn Sie das Standard-Linux-Installationsprogramm verwenden, empfiehlt NetApp die
@ Auswabhl der Softwarekonfiguration ,Compute Node*, falls verfigbar, oder der
Basisumgebung ,Minimal Install“. Installieren Sie keine grafischen Desktop-Umgebungen.

2. Stellen Sie sicher, dass alle Hosts Zugriff auf Paket-Repositorys haben, einschliel3lich des Extras-Kanals.
Méglicherweise bendétigen Sie diese zusatzlichen Pakete spater in diesem Installationsvorgang.
3. Wenn Swap aktiviert ist:

a. Fuhren Sie den folgenden Befehl aus: $ sudo swapoff --all

b. Entfernen Sie alle Swap-Eintrage aus /etc/fstab Um die Einstellungen zu erhalten.

@ Wenn Sie den Auslagerungsaustausch nicht vollstadndig deaktivieren, kann die Leistung
erheblich gesenkt werden.

Konfiguration des Hostnetzwerks (Red hat Enterprise
Linux)

Nach dem Abschluss der Linux-Installation auf Ihren Hosts missen Sie moglicherweise
eine zusatzliche Konfiguration durchfihren, um auf jedem Host eine Reihe von
Netzwerkschnittstellen vorzubereiten, die sich fur die Zuordnung zu den spater zu
implementierenden StorageGRID Nodes eignen.

Bevor Sie beginnen
 Sie haben die gepruft "StorageGRID Netzwerkrichtlinien".

« Sie haben die Informationen zu Uberprift "Anforderungen fur die Container-Migration fur Nodes".

+ Wenn Sie virtuelle Hosts verwenden, haben Sie die gelesen Uberlegungen und Empfehlungen zum Klonen
von MAC-Adressen Vor dem Konfigurieren des Hostnetzwerks.

Wenn Sie VMs als Hosts verwenden, sollten Sie VMXNET 3 als virtuellen Netzwerkadapter
@ auswahlen. Der VMware E1000-Netzwerkadapter hat Verbindungsprobleme bei StorageGRID-
Containern mit bestimmten Linux-Distributionen verursacht.

Uber diese Aufgabe

Grid-Nodes missen auf das Grid-Netzwerk und optional auf Admin- und Client-Netzwerke zugreifen kdnnen.
Sie ermdglichen diesen Zugriff, indem Sie Zuordnungen erstellen, die die physische Schnittstelle des Hosts
den virtuellen Schnittstellen fur jeden Grid-Node zuordnen. Verwenden Sie bei der Erstellung von Host-
Schnittstellen benutzerfreundliche Namen, um die Implementierung Uber alle Hosts hinweg zu vereinfachen
und die Migration zu erméglichen.

Die gleiche Schnittstelle kann von dem Host und einem oder mehreren Nodes gemeinsam genutzt werden.
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Beispielsweise kdnnen Sie fir den Hostzugriff und den Netzwerkzugriff von Node-Admin dieselbe Schnittstelle
verwenden, um die Wartung von Hosts und Nodes zu vereinfachen. Obwohl dieselbe Schnittstelle zwischen
dem Host und den einzelnen Nodes gemeinsam genutzt werden kann, missen alle unterschiedliche IP-
Adressen haben. IP-Adressen kdnnen nicht zwischen Nodes oder zwischen dem Host und einem beliebigen
Node gemeinsam genutzt werden.

Sie konnen dieselbe Host-Netzwerkschnittstelle verwenden, um die Grid-Netzwerkschnittstelle fur alle
StorageGRID-Knoten auf dem Host bereitzustellen. Sie konnen fir jeden Knoten eine andere Host-
Netzwerkschnittstelle verwenden oder etwas dazwischen tun. Normalerweise wirden Sie jedoch nicht die
gleiche Hostnetzwerkschnittstelle bereitstellen wie die Grid- und Admin-Netzwerkschnittstellen flir einen
einzelnen Knoten oder als Grid-Netzwerkschnittstelle fir einen Knoten und die Client-Netzwerkschnittstelle fir
einen anderen.

Sie kénnen diese Aufgabe auf unterschiedliche Weise ausfiihren. Wenn es sich bei lhren Hosts beispielsweise
um virtuelle Maschinen handelt und Sie fir jeden Host einen oder zwei StorageGRID-Nodes bereitstellen,
kénnen Sie die korrekte Anzahl an Netzwerkschnittstellen im Hypervisor erstellen und eine 1:1-Zuordnung
verwenden. Wenn Sie mehrere Nodes auf Bare-Metal-Hosts fiir die Produktion implementieren, kénnen Sie die
Unterstlitzung des Linux-Netzwerk-Stacks flr VLAN und LACP nutzen, um Fehlertoleranz und
Bandbreitenfreigabe zu erhalten. Die folgenden Abschnitte enthalten detaillierte Ansatze fir beide Beispiele.
Sie mussen keines dieser Beispiele verwenden; Sie kdnnen jeden Ansatz verwenden, der Ihren
Anforderungen entspricht.

Verwenden Sie keine Bond- oder Bridge-Gerate direkt als Container-Netzwerkschnittstelle. Dies
konnte den Anlauf eines Knotens verhindern, der durch ein Kernel-Problem verursacht wurde,

@ indem MACLAN mit Bond- und Bridge-Geraten im Container-Namespace verwendet wird.
Verwenden Sie stattdessen ein Gerat ohne Bindung, z. B. ein VLAN- oder ein virtuelles
Ethernet-Paar (veth). Geben Sie dieses Gerat als Netzwerkschnittstelle in der Node-
Konfigurationsdatei an.

Verwandte Informationen

"Erstellen von Knoten-Konfigurationsdateien"

Uberlegungen und Empfehlungen zum Klonen von MAC-Adressen

Das Klonen VON MAC-Adressen bewirkt, dass der Container die MAC-Adresse des Hosts verwendet und der
Host die MAC-Adresse entweder einer von Ihnen angegebenen oder einer zufallig generierten Adresse
verwendet. Verwenden Sie das Klonen von MAC-Adressen, um Netzwerkkonfigurationen im einfach zu
vermeiden.

Aktivieren des MAC-Klonens

In bestimmten Umgebungen kann die Sicherheit durch das Klonen von MAC-Adressen erhdht werden, da es
Ihnen ermdglicht, eine dedizierte virtuelle NIC fiir das Admin-Netzwerk, das Grid-Netzwerk und das Client-
Netzwerk zu verwenden. Wenn der Container die MAC-Adresse der dedizierten NIC auf dem Host nutzen soll,
kénnen Sie keine Kompromissmodus-Netzwerkkonfigurationen mehr verwenden.

Das Klonen DER MAC-Adresse wurde fir Installationen virtueller Server entwickelt und
funktioniert moglicherweise nicht ordnungsgemaf bei allen Konfigurationen der physischen
Appliance.
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Wenn ein Knoten nicht gestartet werden kann, weil eine gezielte Schnittstelle fiir das MAC-
Klonen belegt ist, missen Sie die Verbindung mdglicherweise auf ,down* setzen, bevor Sie den
Knoten starten. Dartiber hinaus kann es vorkommen, dass die virtuelle Umgebung das Klonen

@ von MAC auf einer Netzwerkschnittstelle verhindert, wahrend der Link aktiv ist. Wenn ein
Knoten die MAC-Adresse nicht einstellt und aufgrund einer Uberlasteten Schnittstelle gestartet
wird, kann das Problem durch Setzen des Links auf ,down“ vor dem Starten des Knotens
behoben werden.

Das Klonen VON MAC-Adressen ist standardmaRig deaktiviert und muss durch Knoten-
Konfigurationsschliissel festgelegt werden. Sie sollten die Aktivierung bei der Installation von StorageGRID
aktivieren.

Fir jedes Netzwerk gibt es einen Schlussel:

®* ADMIN NETWORK TARGET TYPE INTERFACE CLONE MAC
®* GRID NETWORK TARGET TYPE INTERFACE CLONE MAC

®* CLIENT NETWORK TARGET TYPE INTERFACE CLONE MAC

Wenn Sie den Schlissel auf ,true” setzen, verwendet der Container die MAC-Adresse der NIC des Hosts.
AuBerdem verwendet der Host dann die MAC-Adresse des angegebenen Containernetzwerks. StandardmaRig
ist die Container-Adresse eine zufallig generierte Adresse, jedoch wenn Sie mithilfe des eine Adresse
festgelegt haben NETWORK MAC Der Node-Konfigurationsschlissel, diese Adresse wird stattdessen
verwendet. Host und Container haben immer unterschiedliche MAC-Adressen.

Wenn das MAC-Klonen auf einem virtuellen Host aktiviert wird, ohne dass gleichzeitig der

@ einfach austauschbare Modus auf dem Hypervisor aktiviert werden muss, kann dies dazu
fuhren, dass Linux-Host-Netzwerke, die die Host-Schnittstelle verwenden, nicht mehr
funktionieren.

Anwendungsfalle fiir DAS Klonen VON MAC

Es gibt zwei Anwendungsfalle, die beim Klonen von MAC berlcksichtigt werden missen:

* MAC-Klonen nicht aktiviert: Wenn der CLONE_MAC Der Schlussel in der Node-Konfigurationsdatei ist nicht
festgelegt oder auf ,false” gesetzt. Der Host verwendet die Host-NIC-MAC und der Container verflgt Gber
eine von StorageGRID generierte MAC, sofern im keine MAC angegeben ist NETWORK_ MAC Taste. Wenn
im eine Adresse festgelegt ist NETWORK MAC Schlissel, der Container wird die Adresse im angegeben
_NETWORK_MAC Taste. Diese Schllsselkonfiguration erfordert den Einsatz des promiskuitiven Modus.

* MAC-Klonen aktiviert: Wenn der CLONE_MAC Schlissel in der Node-Konfigurationsdatei ist auf ,true”
gesetzt, der Container verwendet die Host-NIC MAC und der Host verwendet eine von StorageGRID
generierte MAC, es sei denn, eine MAC wird im angegeben NETWORK MAC Taste. Wenn im eine Adresse
festgelegt ist NETWORK MAC Schllssel, der Host verwendet die angegebene Adresse anstelle einer
generierten. In dieser Konfiguration von Schlisseln sollten Sie nicht den promiskuous Modus verwenden.



Wenn Sie das Klonen von MAC-Adressen nicht verwenden mdchten und lieber allen
Schnittstellen erlauben moéchten, Daten fir andere MAC-Adressen als die vom Hypervisor
zugewiesenen zu empfangen und zu Ubertragen, Stellen Sie sicher, dass die

@ Sicherheitseigenschaften auf der Ebene des virtuellen Switc_r_'nes und der Portgruppen fur den
Promiscuous-Modus, MAC-Adressanderungen und Forged-Ubertragungen auf Accept gesetzt
sind. Die auf dem virtuellen Switch eingestellten Werte kdnnen von den Werten auf der
Portgruppenebene auller Kraft gesetzt werden. Stellen Sie also sicher, dass die Einstellungen
an beiden Stellen identisch sind.

Informationen zum Aktivieren des MAC-Klonens finden Sie im "Anweisungen zum Erstellen von Node-
Konfigurationsdateien".

BEISPIEL FUR DAS Klonen VON MAC

Beispiel fiir das MAC-Klonen bei einem Host mit einer MAC-Adresse von 11:22:33:44:55:66 fir die
Schnittstelle ensens256 und die folgenden Schlissel in der Node-Konfigurationsdatei:

°* ADMIN NETWORK TARGET = ens256
* ADMIN NETWORK MAC = b2:9c:02:c2:27:10

®* ADMIN NETWORK TARGET TYPE INTERFACE CLONE MAC = true

Ergebnis: Der Host-MAC fiir ens256 ist b2:9¢:02:¢2:27:10 und die Admin-Netzwerk-MAC ist 11:22:33:44:55:66

Beispiel 1: 1-zu-1-Zuordnung zu physischen oder virtuellen NICs

In Beispiel 1 wird eine einfache Zuordnung von physischen Schnittstellen beschrieben, woflr nur wenig oder
keine Host-seitige Konfiguration erforderlich ist.

You Configure

ens3d4s

Das Betriebssystem Linux erstellt den ensxYZ Schnittstellen werden automatisch wahrend der Installation
oder beim Booten oder beim Hot-Added-Schnittstellen bereitgestellt. Es ist keine andere Konfiguration
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erforderlich als sicherzustellen, dass die Schnittstellen nach dem Booten automatisch eingerichtet werden. Sie
mussen herausfinden, welche ensxyZ Entspricht dem StorageGRID-Netzwerk (Grid, Administrator oder
Client), sodass Sie spater im Konfigurationsprozess die korrekten Zuordnungen bereitstellen kénnen.

Beachten Sie, dass in der Abbildung mehrere StorageGRID Nodes angezeigt werden. Normalerweise werden
diese Konfigurationen jedoch fir VMs mit einem Node verwendet.

Wenn Switch 1 ein physischer Switch ist, sollten Sie die mit den Schnittstellen 10G1 bis 10G3 verbundenen
Ports fur den Zugriffsmodus konfigurieren und sie in den entsprechenden VLANSs platzieren.

Beispiel 2: LACP Bond mit VLANs

Uber diese Aufgabe

Beispiel 2 geht davon aus, dass Sie mit der Verbindung von Netzwerkschnittstellen und der Erstellung von
VLAN-Schnittstellen auf der von Ihnen verwendeten Linux-Distribution vertraut sind.

Beispiel 2 beschreibt ein generisches, flexibles, VLAN-basiertes Schema, das die gemeinsame Nutzung aller
verfugbaren Netzwerkbandbreite tGber alle Nodes auf einem einzelnen Host ermdglicht. Dieses Beispiel gilt
insbesondere fiir Bare-Metal-Hosts.

Um dieses Beispiel zu verstehen, stellen Sie vor, Sie verfligen Uber drei separate Subnetze fir Grid, Admin
und Client-Netzwerke in jedem Rechenzentrum. Die Subnetze sind in getrennten VLANs (1001, 1002 und
1003) angesiedelt und werden dem Host auf einem LACP-gebundenen Trunk-Port (bond0) prasentiert. Sie
wurden drei VLAN-Schnittstellen auf der Verbindung konfigurieren: Bond0.1001, bond0.1002 und bond0.1003.

Wenn fir Node-Netzwerke auf demselben Host separate VLANs und Subnetze erforderlich sind, kdnnen Sie
auf der Verbindung VLAN-Schnittstellen hinzufiigen und sie dem Host zuordnen (in der Abbildung als
bond0.1004 dargestellt).



You Configure
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Schritte

1. Aggregieren Sie alle physischen Netzwerkschnittstellen, die fir die StorageGRID-Netzwerkverbindung in
einer einzigen LACP-Verbindung verwendet werden.

Verwenden Sie auf jedem Host denselben Namen fiir die Verbindung. Beispiel: bond0.

2. Erstellen Sie VLAN-Schnittstellen, die diesen Bond als ihr zugeordnetes ,physisches Gerat“ verwenden,
indem Sie die Standardbenennungskonvention fir VLAN-Schnittstellen verwenden physdev-name . VLAN
D.

Beachten Sie, dass flr die Schritte 1 und 2 eine entsprechende Konfiguration an den Edge-Switches
erforderlich ist, die die anderen Enden der Netzwerkverbindungen beenden. Die Edge-Switch-Ports
mussen auch zu LACP-Port-Kanalen aggregiert, als Trunk konfiguriert und alle erforderlichen VLANs
Ubergeben werden kénnen.

Beispiele fur Schnittstellenkonfigurationsdateien fir dieses Netzwerkkonfigurationsschema pro Host
werden bereitgestellt.

Verwandte Informationen

"Beispiel /etc/sysconfig/Network-scripts"
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Hostspeicher konfigurieren

Jedem Host mussen Block Storage Volumes zugewiesen werden.

Bevor Sie beginnen

Sie haben die folgenden Themen behandelt, die lhnen Informationen liefern, die Sie fir diese Aufgabe
bendtigen:

"Storage- und Performance-Anforderungen erfillt"
"Anforderungen fiir die Container-Migration flir Nodes"

Uber diese Aufgabe

Wenn Sie Blockspeicher-Volumes (LUNs) Hosts zuweisen, verwenden Sie die Tabellen unter
~Speicheranforderungen®, um Folgendes festzulegen:

* Anzahl der erforderlichen Volumes flir jeden Host (basierend auf der Anzahl und den Typen der Nodes, die
auf diesem Host bereitgestellt werden)

» Storage-Kategorie fir jedes Volume (d. h. Systemdaten oder Objektdaten)

* Grole jedes Volumes

Sie verwenden diese Informationen sowie den permanenten Namen, der Linux jedem physischen Volume
zugewiesen ist, wenn Sie StorageGRID-Nodes auf dem Host implementieren.

@ Sie missen diese Volumes nicht partitionieren, formatieren oder mounten, sondern missen nur
sicherstellen, dass sie fir die Hosts sichtbar sind.

@ FUr nur Metadaten verwendete Storage-Nodes ist nur eine Objektdaten-LUN erforderlich.

Vermeiden Sie die Verwendung von ,RAW*“-Dateien fur spezielle Gerate (/dev/sdb, Zum Beispiel) bei der
Zusammenstellung lhrer Liste von Volume-Namen. Diese Dateien kdnnen sich bei einem Neustart des Hosts
andern, was sich auf den ordnungsgemafen Betrieb des Systems auswirkt. Wenn Sie iSCSI-LUNs und Device
Mapper Multipathing verwenden, sollten Sie in der Multipath-Aliase verwenden /dev/mapper Verzeichnis,
insbesondere wenn lhre SAN-Topologie redundante Netzwerkpfade zu dem gemeinsam genutzten Storage
umfasst. Alternativ kdnnen Sie die vom System erstellten Softlinks unter verwenden /dev/disk/by-path/
Fir Ihre persistenten Geratenamen.

Beispiel:
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1ls -1

$ 1s -1 /dev/disk/by-path/

total O

lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:00:07.1-ata-2 -> ../../sr0
lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:0:0 ->
../../sda

lrwxrwxrwx 1 root root 10 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:0:0-partl
-> ../../sdal

lrwxrwxrwx 1 root root 10 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:0:0-part?2
-> ../../sda2

lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:1:0 ->

../../sdb
lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:2:0 ->
../../sdc
lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:3:0 ->
../../sdd

Die Ergebnisse unterscheiden sich bei jeder Installation.

Zuweisung freundlicher Namen zu jedem dieser Block-Storage-Volumes zur Vereinfachung der Erstinstallation
von StorageGRID und zukinftiger Wartungsarbeiten Wenn Sie den Device Mapper Multipath-Treiber fur
redundanten Zugriff auf gemeinsam genutzte Speicher-Volumes verwenden, kdnnen Sie das verwenden
alias Feld in lhrem /etc/multipath.conf Datei:

Beispiel:
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multipaths {

multipath {
wwid 3600a09800059d6df00005df2573¢c2c30
alias docker-storage-volume-hostA

}

multipath {
wwid 3600a09800059d6df00005d£3573c2c30
alias sgws-adml-var-local

}

multipath {
wwid 3600a09800059d6df00005d£f4573c2c30
alias sgws—adml-audit-logs

}

multipath {
wwid 3600a09800059d6df00005d£5573c2c30
alias sgws—-adml-tables

}

multipath {
wwid 3600a09800059d6df00005d£6573c2c30
alias sgws-gwl-var-local

}

multipath {
wwid 3600a09800059d6df00005df7573c2c30
alias sgws-snl-var-local

}

multipath {
wwid 3600a09800059d6df00005df7573c2c30
alias sgws-snl-rangedb-0

Dadurch werden die Aliase im als Blockgerate angezeigt /dev/mapper Verzeichnis auf dem Host, mit dem
Sie einen freundlichen, einfach validierten Namen angeben kénnen, wenn bei einer Konfiguration oder
Wartung ein Block-Speicher-Volume angegeben werden muss.

Wenn Sie gemeinsam genutzten Speicher zur Unterstiitzung der StorageGRID-Node-Migration
einrichten und Device Mapper Multipathing verwenden, kénnen Sie ein Common erstellen und
@ installieren /etc/multipath.conf Auf allen zusammengehorige Hosts. Stellen Sie einfach
sicher, dass Sie auf jedem Host einen anderen Container-Engine-Storage-Volume verwenden.
Die Verwendung von Aliases und das EinschlieRen des Ziel-Hostnamen in den Alias fUr jede
Container-Engine Speicher-Volume LUN wird dies leicht zu merken machen und empfohlen.

Verwandte Informationen
"Konfigurieren des Container Engine Storage Volume"
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Konfigurieren des Container Engine Storage Volume

Vor der Installation der Container-Engine (Docker oder Podman) missen Sie
madglicherweise das Storage-Volume formatieren und mounten.

Uber diese Aufgabe

Diese Schritte kdnnen sie tberspringen, wenn Sie einen lokalen Speicher fir das Docker oder Podman
Storage Volume verwenden moéchten und gentigend Speicherplatz auf der Host-Partition mit zur Verfligung
steht /var/1ib/docker Fur Docker und /var/lib/containers Fur Podman.

@ Podman wird nur auf Red hat Enterprise Linux (RHEL) untersttzt.

Schritte
1. Dateisystem auf dem Container-Engine-Storage-Volume erstellen:

sudo mkfs.ext4 container-engine-storage-volume-device

2. Mounten des Container-Engine-Storage-Volumes:

o Fur Docker:

sudo mkdir -p /var/lib/docker
sudo mount container-storage-volume-device /var/lib/docker

o Fir Podman:

sudo mkdir -p /var/lib/containers
sudo mount container-storage-volume-device /var/lib/containers

3. Fugen Sie einen Eintrag flr Container-Storage-Volume-Device zu /etc/fstab hinzu.

Mit diesem Schritt wird sichergestellt, dass das Storage Volume nach einem Neustart des Hosts
automatisch neu eingebunden wird.

Installation Von Docker

Das StorageGRID-System lauft unter Red hat Enterprise Linux als eine Sammlung von Containern. Wenn Sie
sich fur die Verwendung der Docker Container-Engine entschieden haben, fiihren Sie die folgenden Schritte
aus, um Docker zu installieren. Andernfalls Installieren Sie Podman.

Schritte
1. Installieren Sie Docker gemaf den Anweisungen fur Ihre Linux-Distribution.

@ Wenn Docker nicht in lhrer Linux Distribution enthalten ist, kdnnen Sie sie Uber die Docker
Website herunterladen.

12



2. Vergewissern Sie sich, dass Docker aktiviert und gestartet wurde, indem Sie die folgenden beiden Befehle
ausfuhren:

sudo systemctl enable docker

sudo systemctl start docker

3. Vergewissern Sie sich, dass Sie die erwartete Version von Docker installiert haben, indem Sie Folgendes
eingeben:

sudo docker version
Die Client- und Server-Versionen mussen 1.11.0 oder hoher sein.

Installieren Sie Podman

Das StorageGRID-System lauft unter Red hat Enterprise Linux als eine Sammlung von Containern. Wenn Sie
sich fir die Verwendung der Podman Container-Engine entschieden haben, befolgen Sie diese Schritte, um
Podman zu installieren. Andernfalls Installation von Docker.

(D Podman wird nur auf Red hat Enterprise Linux (RHEL) unterstttzt.
Schritte
1. Installieren Sie Podman und Podman-Docker, indem Sie den Anweisungen fir lhre Linux-Distribution
folgen.

@ Bei der Installation von Podman missen Sie auch das Podman-Docker-Paket installieren.

2. Vergewissern Sie sich, dass Sie die erwartete Version von Podman und Podman-Docker installiert haben,
indem Sie Folgendes eingeben:

sudo docker version

@ Das Podman-Docker Paket ermdglicht die Verwendung von Docker Befehlen.

Die Client- und Server-Versionen missen 3.2.3 oder hoher sein.

Version: 3.2.3

API Version: 3.2.3

Go Version: gol.15.7

Built: Tue Jul 27 03:29:39 2021
0S/Arch: linux/amdoc4
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Installation der StorageGRID Host Services

Sie verwenden das StorageGRID RPM-Paket, um die StorageGRID-Hostdienste zu
installieren.

Uber diese Aufgabe

In dieser Anleitung wird beschrieben, wie die Hostdienste von den RPM-Paketen installiert werden. Alternativ
kénnen Sie die im Installationarchiv enthaltenen Yum Repository-Metadaten verwenden, um die RPM-Pakete
Remote zu installieren. Weitere Informationen zu lhrem Linux-Betriebssystem finden Sie in der Yum-
Repository-Anleitung.

Schritte

1. Kopieren Sie die StorageGRID RPM-Pakete auf jeden Ihrer Hosts, oder stellen Sie sie auf Shared Storage
zur Verfligung.

Legen Sie sie zum Beispiel in die /tmp Verzeichnis, damit Sie den Beispielbefehl im nachsten Schritt
verwenden kdnnen.

2. Melden Sie sich bei jedem Host als Root oder mit einem Konto mit sudo-Berechtigung an, und flihren Sie
die folgenden Befehle in der angegebenen Reihenfolge aus:

sudo yum --nogpgcheck localinstall /tmp/StorageGRID-Webscale-Images-

version-SHA.rpm

sudo yum --nogpgcheck localinstall /tmp/StorageGRID-Webscale-Service-
version-SHA.rpm

@ Sie mussen zunachst das Bilderpaket und das Servicepaket als zweites installieren.

(D Wenn Sie die Pakete in einem anderen Verzeichnis als platziert haben /tmp, Andern Sie
den Befehl, um den von Ihnen verwendeten Pfad anzuzeigen.
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