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Anzeigen der Seite ,,Knoten*

Anzeigen der Seite ,,Knoten*

Wenn Sie detailliertere Informationen zu lhrem StorageGRID -System bendtigen, als das
Dashboard bietet, konnen Sie auf der Seite ,Knoten“ Metriken fur das gesamte Grid,
jeden Standort im Grid und jeden Knoten an einem Standort anzeigen.

In der Knotentabelle sind zusammenfassende Informationen flr das gesamte Raster, jeden Standort und jeden
Knoten aufgefiihrt. Wenn die Verbindung zu einem Knoten getrennt ist oder eine aktive Warnung vorliegt, wird
neben dem Knotennamen ein Symbol angezeigt. Wenn der Knoten verbunden ist und keine aktiven
Warnungen aufweist, wird kein Symbol angezeigt.

Wenn ein Knoten nicht mit dem Grid verbunden ist, beispielsweise wahrend eines Upgrades
oder in einem getrennten Zustand, sind bestimmte Metriken mdglicherweise nicht verfligbar

@ oder aus den Site- und Grid-Gesamtwerten ausgeschlossen. Nachdem ein Knoten die
Verbindung zum Netz wiederhergestellt hat, warten Sie einige Minuten, bis sich die Werte
stabilisiert haben.

@ Um die Einheiten fir die im Grid Manager angezeigten Speicherwerte zu andern, wahlen Sie
das Benutzer-Dropdown-MenU oben rechts im Grid Manager und dann Benutzereinstellungen.

Bei den gezeigten Screenshots handelt es sich um Beispiele. Ihre Ergebnisse kdnnen je nach
Ihrer StorageGRID -Version variieren.
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Nodes

View the list and status of sites and grid nodes.

-~

DC1-51

DC1-52

DC1-53

Gateway Node

Storage Node 0%
Storage Node 0%
Storage Node 0%

g O\ Total node count: 12
Name Type = Objectdataused @ 2+  Object metadataused @ % CPUusage @ =
StorageGRID Webscale Deployment Grid 0% 0%
A DC1 Site 0% 0%
€ bcrapmL Primary Admin Node 6%
@ oci-ArRC1 Archive Node 1%

0% 6%
0% 8%
0% 4%

Verbindungsstatussymbole

Wenn ein Knoten vom Netz getrennt wird, wird neben dem Knotennamen eines der folgenden Symbole

angezeigt.

Symbol

®

Beschreibung

Nicht verbunden — Unbekannt

Aus einem unbekannten Grund wird die
Verbindung zu einem Knoten getrennt oder
die Dienste auf dem Knoten fallen unerwartet
aus. Beispielsweise konnte ein Dienst auf
dem Knoten gestoppt worden sein oder der
Knoten kdnnte aufgrund eines Stromausfalls
oder einer unerwarteten Stérung seine
Netzwerkverbindung verloren haben.

Moglicherweise wird auch die Warnung
Kommunikation mit Knoten nicht moglich
ausgeldst. Moglicherweise sind auch andere
Warnungen aktiv.

Handlungsbedarf

Erfordert sofortige Aufmerksamkeit. "Wahlen
Sie jede Warnung aus" und befolgen Sie die
empfohlenen Malinahmen.

Beispielsweise miissen Sie mdoglicherweise
einen angehaltenen Dienst neu starten oder
den Host fir den Knoten neu starten.

Hinweis: Wahrend verwalteter
Herunterfahrvorgange kann ein Knoten als
,Unbekannt“ angezeigt werden. In diesen
Fallen kénnen Sie den Status ,Unbekannt*
ignorieren.
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Symbol Beschreibung Handlungsbedarf

@ Nicht verbunden — Administrator-Ausfall Stellen Sie fest, ob dieser Knoten von
Warnungen betroffen ist.
Aus einem erwarteten Grund ist der Knoten

nicht mit dem Netz verbunden. Wenn eine oder mehrere Warnungen aktiv
sind,"Wahlen Sie jede Warnung aus" und
Beispielsweise wurde der Knoten oder die befolgen Sie die empfohlenen Malnahmen.

Dienste auf dem Knoten ordnungsgemaf}
heruntergefahren, der Knoten wird neu
gestartet oder die Software wird aktualisiert.
Moglicherweise sind auch eine oder mehrere
Warnungen aktiv.

Je nach zugrunde liegendem Problem gehen
diese Knoten haufig ohne Eingriff wieder
online.

Wenn ein Knoten vom Netz getrennt wird, liegt mdglicherweise eine Warnung vor, es wird jedoch nur das
Symbol ,Nicht verbunden® angezeigt. Um die aktiven Warnungen fiir einen Knoten anzuzeigen, wahlen Sie
den Knoten aus.

Warnsymbole

Wenn flr einen Knoten eine aktive Warnung vorliegt, wird neben dem Knotennamen eines der folgenden
Symbole angezeigt:

QKritisch: Es liegt ein anormaler Zustand vor, der den normalen Betrieb eines StorageGRID Knotens oder
-Dienstes gestoppt hat. Sie missen das zugrunde liegende Problem sofort angehen. Wenn das Problem nicht
behoben wird, kann es zu Dienstunterbrechungen und Datenverlust kommen.

GSchwerwiegend: Es liegt ein anormaler Zustand vor, der entweder den aktuellen Betrieb beeintrachtigt
oder sich dem Schwellenwert fir eine kritische Warnung nahert. Sie sollten wichtige Warnungen untersuchen
und alle zugrunde liegenden Probleme beheben, um sicherzustellen, dass der anormale Zustand den
normalen Betrieb eines StorageGRID Knotens oder -Dienstes nicht stoppt.

Geringfiigig: Das System funktioniert normal, es liegt jedoch ein anormaler Zustand vor, der die
Funktionsfahigkeit des Systems beeintrachtigen kdnnte, wenn er anhalt. Sie sollten kleinere Warnungen, die
nicht von selbst verschwinden, iberwachen und beheben, um sicherzustellen, dass sie nicht zu einem
ernsteren Problem flihren.

Details zu einem System, einer Site oder einem Knoten anzeigen

Um die in der Knotentabelle angezeigten Informationen zu filtern, geben Sie eine Suchzeichenfolge in das Feld
Suchen ein. Sie kdnnen nach Systemnamen, Anzeigenamen oder Typ suchen (geben Sie beispielsweise gat
ein, um schnell alle Gateway-Knoten zu finden).

So zeigen Sie die Informationen fir das Raster, die Site oder den Knoten an:

» Wahlen Sie den Rasternamen aus, um eine aggregierte Zusammenfassung der Statistiken fur lhr
gesamtes StorageGRID System anzuzeigen.


monitoring-system-health.html#view-current-and-resolved-alerts

« Wahlen Sie einen bestimmten Rechenzentrumsstandort aus, um eine aggregierte Zusammenfassung der
Statistiken fir alle Knoten an diesem Standort anzuzeigen.

» Wahlen Sie einen bestimmten Knoten aus, um detaillierte Informationen zu diesem Knoten anzuzeigen.

Anzeigen der Registerkarte ,,Ubersicht*

Die Registerkarte ,Ubersicht“ bietet grundlegende Informationen zu jedem Knoten. Es
werden auch alle Warnungen angezeigt, die derzeit den Knoten betreffen.

Die Registerkarte ,Ubersicht“ wird fir alle Knoten angezeigt.

Knoteninformationen

Im Abschnitt ,Knoteninformationen“ der Registerkarte ,Ubersicht‘ werden grundlegende Informationen zum
Knoten aufgefiihrt.

NYC-ADM1 (Primary Admin Node) &

Overview Hardware Network Storage Load balancer Tasks

Node information @

Display name: NYC-ADM1

System name: DC1-ADM1

Type: Primary Admin Node

|D: 3adblaa8-9c7a-4901-8074-47054aa06ae6
Connection state: & Connected

Software version: 11.7.0

|P addresses: 10.96.105.85 - eth0 (Grid Network)

Show additional IP addresses v

Die Ubersichtsinformationen fir einen Knoten umfassen Folgendes:

* Anzeigename (wird nur angezeigt, wenn der Knoten umbenannt wurde): Der aktuelle Anzeigename flr
den Knoten. Verwenden Sie die"Raster, Sites und Knoten umbenennen" Verfahren zum Aktualisieren
dieses Werts.

« Systemname: Der Name, den Sie wahrend der Installation flr den Knoten eingegeben haben.
Systemnamen werden fiir interne StorageGRID -Vorgange verwendet und konnen nicht gedndert werden.

* Typ: Der Knotentyp — Admin-Knoten, primarer Admin-Knoten, Speicherknoten oder Gateway-Knoten.


../maintain/rename-grid-site-node-overview.html

« ID: Die eindeutige Kennung fiir den Knoten, die auch als UUID bezeichnet wird.

» Verbindungsstatus: Einer von drei Zustanden. Das Symbol fiir den schwerwiegendsten Zustand wird
angezeigt.
Unbekannt*@ : Aus einem unbekannten Grund ist der Knoten nicht mit dem Netz verbunden
oder ein oder mehrere Dienste sind unerwartet ausgefallen. Beispielsweise ist die
Netzwerkverbindung zwischen Knoten verloren gegangen, der Strom ist ausgefallen oder ein
Dienst ist ausgefallen. Moglicherweise wird auch die Warnung *Kommunikation mit Knoten
nicht moéglich ausgeldst. Moglicherweise sind auch andere Warnungen aktiv. Diese Situation erfordert
sofortige Aufmerksamekeit.

@ Bei verwalteten Herunterfahrvorgangen kann ein Knoten als ,Unbekannt® angezeigt
werden. In diesen Fallen kénnen Sie den Status ,Unbekannt” ignorieren.

*Administrativ ausgefallen*@ : Der Knoten ist aus einem erwarteten Grund nicht mit dem Netz
verbunden. Beispielsweise wurde der Knoten oder die Dienste auf dem Knoten ordnungsgemafn
heruntergefahren, der Knoten wird neu gestartet oder die Software wird aktualisiert. Moglicherweise
sind auch eine oder mehrere Warnungen aktiv.

*Verbunden*@ : Der Knoten ist mit dem Netz verbunden.
* Verwendeter Speicher: Nur fur Speicherknoten.

o Objektdaten: Der Prozentsatz des gesamten nutzbaren Speicherplatzes fur Objektdaten, der auf dem
Speicherknoten verwendet wurde.

> Objektmetadaten: Der Prozentsatz des insgesamt zulassigen Speicherplatzes fir Objektmetadaten,
der auf dem Speicherknoten verwendet wurde.

» Softwareversion: Die Version von StorageGRID , die auf dem Knoten installiert ist.

* HA-Gruppen: Nur fir Admin-Knoten und Gateway-Knoten. Wird angezeigt, wenn eine
Netzwerkschnittstelle auf dem Knoten in einer Hochverfiigbarkeitsgruppe enthalten ist und ob diese
Schnittstelle die primare Schnittstelle ist.

* IP-Adressen: Die IP-Adressen des Knotens. Klicken Sie auf Zusatzliche IP-Adressen anzeigen, um die
IPv4- und IPv6-Adressen und Schnittstellenzuordnungen des Knotens anzuzeigen.

Warnungen

Im Abschnitt ,Warnungen*“ der Registerkarte ,Ubersicht‘ werden alle"Warnungen, die diesen Knoten derzeit
betreffen und nicht stummgeschaltet wurden" . Wahlen Sie den Warnungsnamen aus, um weitere Details und
empfohlene MalRnahmen anzuzeigen.

Alerts

Alertname % Severity @ % Time triggered < Current values

Low installed node memory [
9 Critical 11 hoursago @ Total RAM size:  8.37 GB
The amount of installed memory on a node is low.

Benachrichtigungen sind auch enthalten flr"Knotenverbindungszustande" .
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Registerkarte ,,Hardware® anzeigen

Auf der Registerkarte ,Hardware“ werden die CPU-Auslastung und die Speichernutzung
fur jeden Knoten sowie zusatzliche Hardwareinformationen zu den Geraten angezeigt.

@ Der Grid Manager wird mit jeder Version aktualisiert und stimmt méglicherweise nicht mit den
Beispiel-Screenshots auf dieser Seite tUberein.

Die Registerkarte ,Hardware” wird fir alle Knoten angezeigt.

DC3-S3 (Storage Node) & ¥
Overview Hardware MNetwork Storage Objects ILM Tasks
1 hour 1 day 1 week 1 month Custom
CPU utilization @ Memory usage @
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30%
75%

25%
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ool e
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I

3 14:40 14:50 1400 1410 14:20 14:30 14:40 14:50

- Utilization (%) = Used (%)

Um ein anderes Zeitintervall anzuzeigen, wahlen Sie eines der Steuerelemente iber dem Diagramm oder der
Grafik aus. Sie kdnnen die verfiigbaren Informationen fur Intervalle von 1 Stunde, 1 Tag, 1 Woche oder 1
Monat anzeigen. Sie kdnnen auch ein benutzerdefiniertes Intervall festlegen, in dem Sie Datums- und
Zeitbereiche angeben konnen.

Um Details zur CPU-Auslastung und Speichernutzung anzuzeigen, positionieren Sie den Cursor Uber jedem
Diagramm.



Memory Usage &

100.00%
2020-05-20 14:08:00
75.00% == sed (%1 44.70%
Used: 11.30 GB
50.00% Cached: 6.55GB
- BUffers: 14256 MB
35 (0% = Freg: 7.2B8GB
= Total Memory: 2528 GB
0%
13:50 14:00 1410 14:20 14:30 14:49
== {[ged (%)

Wenn es sich bei dem Knoten um einen Appliance-Knoten handelt, enthalt diese Registerkarte auch einen
Abschnitt mit weiteren Informationen zur Appliance-Hardware.

Informationen zu Appliance-Speicherknoten anzeigen

Auf der Seite ,Knoten“ werden Informationen zum Dienstzustand und zu allen Rechen-, Festplatten- und
Netzwerkressourcen fur jeden Appliance-Speicherknoten aufgelistet. Sie kdnnen auch Speicher,
Speicherhardware, Controller-Firmware-Version, Netzwerkressourcen, Netzwerkschnittstellen,
Netzwerkadressen sowie Empfangs- und Sendedaten sehen.

Schritte
1. Wahlen Sie auf der Seite ,Knoten“ einen Appliance-Speicherknoten aus.
2. Wahlen Sie Ubersicht.
Im Abschnitt ,Knoteninformationen“ der Registerkarte ,Ubersicht‘ werden zusammenfassende
Informationen zum Knoten angezeigt, z. B. Name, Typ, ID und Verbindungsstatus des Knotens. Die Liste
der IP-Adressen enthalt den Namen der Schnittstelle fir jede Adresse wie folgt:
o eth: Das Grid-Netzwerk, Admin-Netzwerk oder Client-Netzwerk.

o hic: Einer der physischen 10-, 25- oder 100-GbE-Ports auf dem Gerat. Diese Ports kdnnen
miteinander verbunden und mit dem StorageGRID Grid Network (eth0) und Client Network (eth2)
verbunden werden.

o mtc: Einer der physischen 1-GbE-Ports auf dem Gerat. Eine oder mehrere MTC-Schnittstellen werden

verbunden, um die StorageGRID Admin Network-Schnittstelle (eth1) zu bilden. Sie kdnnen andere
MTC-Schnittstellen fir die temporare lokale Konnektivitat fir einen Techniker im Rechenzentrum
verflgbar lassen.



DC2-SGA-010-096-106-021 (Storage Node) &

X
Overview Hardware Network Storage Objects ILM Tasks

Node information @
Mame: DC2-5GA-010-096-106-021
Type: Storage Node
1o f0890e03-4cT2-401F-2€92-245511a38e51
Connection state: 9 Connected
Storage used: Object data ™ @

Object metadata 5% @

Software version 11.6.0 (build 20210915.1941 afce2d3)

IP addresses: 10.96.106.21 - eth() (Grid Network)
Hide additional IP addresses A
Interface & IP address =
eth0 (Grid Network) 10.96.106.21
eth0 (Grid Network) fe80::2a0:98ff:fe64:6582
hic2 10.56.106.21
hic4 10.96.106.21
mtc2 169.254.0.1
Alerts

Alert name 2 Severity Q =2 Time triggered % Current values

ILM placement unachievable [

o Major

2hoursago @
A placement instruction in an ILM rule cannot be achieved for certain objects.

Im Abschnitt ,Warnungen*“ der Registerkarte ,Ubersicht‘ werden alle aktiven Warnungen flir den Knoten
angezeigt.

3. Wahlen Sie Hardware aus, um weitere Informationen zum Gerat anzuzeigen.

a. Zeigen Sie die Diagramme zur CPU-Auslastung und zum Speicher an, um die Prozentsatze der CPU-
und Speicherauslastung im Zeitverlauf zu ermitteln. Um ein anderes Zeitintervall anzuzeigen, wahlen
Sie eines der Steuerelemente Uber dem Diagramm oder der Grafik aus. Sie kdnnen die verfigbaren
Informationen fiir Intervalle von 1 Stunde, 1 Tag, 1 Woche oder 1 Monat anzeigen. Sie kdnnen auch ein
benutzerdefiniertes Intervall festlegen, in dem Sie Datums- und Zeitbereiche angeben kdnnen.



DC3-S3 (Storage Node) &

Overview Hardware Network Storage Objects ILM Tasks

1 hour 1 day 1 week 1 month Custom

CPU utilization @ Memory usage @

35% 100%

30%

20%

o s+
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= Utilization (%)

14:30 14:40 14:50
= Used (%)

b. Scrollen Sie nach unten, um die Komponententabelle flir das Gerat anzuzeigen. Diese Tabelle enthalt

Informationen wie den Modellnamen des Gerats, Controllernamen, Seriennummern und IP-Adressen
sowie den Status jeder Komponente.

@ Einige Felder, wie z. B. ,Compute Controller BMC IP* und ,Compute Hardware", werden
nur fur Gerate mit dieser Funktion angezeigt.

Komponenten flr die Lagerregale und Erweiterungsregale, sofern diese Teil der Installation sind,
werden in einer separaten Tabelle unterhalb der Geratetabelle angezeigt.
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StorageGRID Appliance

Appliance model: @

Storage controller name: @

Storage controller A management 7 @
Storage controller Bmanagement IF; @
Storage controller WWID: @

Storage appliance chassis serfal number: @
Storage controller firmware version: @
Storage controller SANtricity 05 version: @

Storage contraller MVSRAM version: @

SGe0ED
StorapgeGRID-LabT9-5G6080-T-134

10.2

102
6d039eal0001T35000000006507HTEL
721524500068

08.53.0.09

11.50.3R2

N220X-B53234-DGL

Storage hardware: @ Naminal 1B
Storage controller failed drive count @ L] ils
Storage controller &; [7] Nominal ]l.
Storage controller B: @ MWominal 1th
Storage contraller power supply A: @ Nominal ils
Storage contraller power supply 8: 7] Mominal ils
Storage data drive type: @ NL-SAS HDD
Storape data drive size: @ 4.00TB
Storage AAID mode: @ DDP16
Storage connectivity: [~ ] Mominal
Overall power supply: @ Degraded ils
Compute controller BMC i7: @ 102
Compute controller serial numbear: @ T21917500060
Compute hardware: @ Needs Attention ils
Compute controller CPU temperature: @ MNominal ils
Computa controller chassis temperature: @ Waminal ths
Compute controller power supply & @ Failed il
Compute controller power supply B: @ Nominal ils
Storage shelves
::Ietlizr:a*;ls Shra ~ chelfip @ = Shelf status @ = [OMstatus @ = ::::: sg;ply =  Drawerstatus @ = Fan stafus
721524500063 a5 Mominal Mih Maminal Mominal Mominal
Feld in der Appliance-Tabelle Beschreibung

Geratemodell

Name des Speichercontrollers

Speichercontroller A Verwaltungs-
P

Verwaltungs-IP des
Speichercontrollers B

Die Modellnummer fur dieses StorageGRID Gerat wird im SANtricity
-Betriebssystem angezeigt.

Der Name fir dieses StorageGRID Gerat wird im SANtricity
-Betriebssystem angezeigt.

IP-Adresse fiir Verwaltungsport 1 auf Speichercontroller A. Sie
verwenden diese IP, um auf SANtricity OS zuzugreifen und
Speicherprobleme zu beheben.

IP-Adresse fiir Verwaltungsport 1 auf Speichercontroller B. Sie
verwenden diese IP, um auf SANtricity OS zuzugreifen und
Speicherprobleme zu beheben.

Einige Geratemodelle verfligen nicht Gber einen Speichercontroller B.



Feld in der Appliance-Tabelle
WWID des Speichercontrollers

Seriennummer des
Speichergeratgehauses

Firmware-Version des
Speichercontrollers

Speichercontroller SANTtricity OS-
Version

NVSRAM-Version des
Speichercontrollers

Speicherhardware

Anzahl der Laufwerksfehler des
Speichercontrollers

Speichercontroller A

Speichercontroller B

Speichercontroller-Netzteil A

Speichercontroller-Netzteil B

Speicherdatenlaufwerkstyp

Beschreibung

Die weltweite Kennung des Speichercontrollers, die im SANTtricity
-Betriebssystem angezeigt wird.

Die Gehauseseriennummer des Gerats.

Die Version der Firmware auf dem Speichercontroller fur dieses
Gerat.

Die SANtricity OS-Version des Speichercontrollers A.

NVSRAM-Version des Speichercontrollers, wie vom SANtricity
System Manager gemeldet.

Wenn beim SG6060 und SG6160 eine Nichtlibereinstimmung der
NVSRAM-Versionen zwischen den beiden Controllern vorliegt, wird
die Version von Controller A angezeigt. Wenn Controller A nicht
installiert oder betriebsbereit ist, wird die Version von Controller B
angezeigt.

Der Gesamtstatus der Speichercontroller-Hardware. Wenn SAN(tricity
System Manager den Status ,Benétigt Aufmerksamkeit” fir die
Speicherhardware meldet, meldet das StorageGRID -System
ebenfalls diesen Wert.

Wenn der Status ,Benétigt Aufmerksamkeit® lautet, Gberprifen Sie
zuerst den Speichercontroller mit SANtricity OS. Stellen Sie dann

sicher, dass keine anderen Warnungen vorhanden sind, die fir den
Compute Controller gelten.

Die Anzahl der Laufwerke, die nicht optimal sind.

Der Status des Speichercontrollers A.

Der Status des Speichercontrollers B. Einige Appliance-Modelle
verfligen nicht Uber einen Speichercontroller B.

Der Status des Netzteils A flir den Speichercontroller.

Der Status der Stromversorgung B fiir den Speichercontroller.

Der Laufwerkstyp im Gerat, z. B. HDD (Festplatte) oder SSD (Solid-
State-Laufwerk).
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Feld in der Appliance-Tabelle

Grole des
Speicherdatenlaufwerks

Speicher-RAID-Modus

Speicherkonnektivitat

Gesamtstromversorgung

BMC -IP des Rechencontrollers

Seriennummer des Compute-
Controllers

Computerhardware

CPU-Temperatur des Compute-
Controllers

Gehausetemperatur des
Compute-Controllers

Spalte in der Tabelle
»Lagerregale®

Seriennummer des
Regalgehauses

Beschreibung

Die effektive GroRe eines Datenlaufwerks.
Beim SG6160 wird auch die Gré3e des Cache-Laufwerks angezeigt.

Hinweis: Fur Knoten mit Erweiterungs-Shelfs verwenden Sie
dieDatenlaufwerksgrole fur jedes Regal stattdessen. Die effektive
Laufwerksgrof3e kann je nach Regal unterschiedlich sein.

Der fur das Gerat konfigurierte RAID-Modus.

Der Speicherkonnektivitatsstatus.

Der Status aller Stromversorgungen fiir das Gerat.

Die IP-Adresse des Baseboard Management Controller (BMC)-Ports
im Compute Controller. Sie verwenden diese IP, um eine Verbindung
zur BMC Schnittstelle herzustellen und die Appliance-Hardware zu
Uberwachen und zu diagnostizieren.

Dieses Feld wird fir Appliance-Modelle ohne BMC nicht angezeigt.

Die Seriennummer des Compute-Controllers.

Der Status der Compute-Controller-Hardware. Dieses Feld wird fur
Appliance-Modelle ohne separate Rechen- und Speicherhardware
nicht angezeigt.

Der Temperaturstatus der CPU des Compute Controllers.

Der Temperaturstatus des Compute-Controllers.

Beschreibung

Die Seriennummer flir das Lagerregalgehause.



Spalte in der Tabelle
»Lagerregale“

Regal-ID

Regalstatus

IOM-Status

Stromversorgungsstatus

Schubladenstatus

Liufterstatus

Laufwerkssteckplatze

Datenlaufwerke

GroRRe des Datenlaufwerks

Cache-Laufwerke

Cache-LaufwerksgrofRe

Konfigurationsstatus

Beschreibung

Die numerische Kennung flir das Lagerregal.

» 99: Speichercontroller-Regal
* 0: Erstes Erweiterungsregal

» 1: Zweites Erweiterungsregal

Hinweis: Erweiterungsregale gelten nur fiir SG6060 und SG6160.

Der Gesamtstatus des Lagerregals.

Der Status der Eingabe-/Ausgabemodule (IOMs) in allen
Erweiterungsregalen. N/A, wenn es sich nicht um ein
Erweiterungsregal handelt.

Der Gesamtstatus der Stromversorgungen fiir das Speicherregal.

Der Status der Schubladen im Lagerregal. N/A, wenn das Regal keine
Schubladen enthalt.

Der Gesamtstatus der Kihllifter im Lagerregal.

Die Gesamtzahl der Laufwerkssteckplatze im Speicherregal.

Die Anzahl der Laufwerke im Speicherregal, die zur
Datenspeicherung verwendet werden.

Die effektive GroRRe eines Datenlaufwerks im Speicherregal.

Die Anzahl der Laufwerke im Speicherregal, die als Cache verwendet
werden.

Die GrofRe des kleinsten Cache-Laufwerks im Speicherregal.
Normalerweise haben alle Cache-Laufwerke die gleiche GréRe.

Der Konfigurationsstatus des Speicherregals.

a. Bestatigen Sie, dass alle Status ,Nominal® sind.

Wenn ein Status nicht ,Nominal“ ist, Uberprifen Sie alle aktuellen Warnungen. Sie kénnen auch
SANTtricity System Manager verwenden, um mehr Uber einige dieser Hardwarewerte zu erfahren.
Lesen Sie die Anweisungen zur Installation und Wartung lhres Gerats.

4. Wahlen Sie Netzwerk, um Informationen zu jedem Netzwerk anzuzeigen.

Das Netzwerkverkehrsdiagramm bietet eine Zusammenfassung des gesamten Netzwerkverkehrs.
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1 hour 1day 1 week 1 month Custom
Network traffic @
650 Kb/'s
600 kb/s
550 kb/s
500 kb/s
450 Kb/s

10:10 10:15 10:20 10:25 10:30 10:35 10:40 10045 10:50 10:55 11:00 11:06

== Received Sent

a. Lesen Sie den Abschnitt ,Netzwerkschnittstellen®.

Network interfaces

Name @ = Hardware address @ = Speed @ Duplex @ = Auto-negotiation @ = Link status @ =

eth0 00:50:56:A7:66:75 10 Gigabit Full Off Up

Verwenden Sie die folgende Tabelle mit den Werten in der Spalte Geschwindigkeit in der Tabelle
.Netzwerkschnittstellen“, um zu bestimmen, ob die 10/25-GbE-Netzwerkports auf der Appliance fiir die
Verwendung des Aktiv-/Sicherungsmodus oder des LACP-Modus konfiguriert wurden.

@ Bei den in der Tabelle angezeigten Werten wird davon ausgegangen, dass alle vier
Links verwendet werden.

Link-Modus Bond-Modus Individuelle HIC- Erwartete Grid-/Client-
Verbindungsgeschwin Netzwerkgeschwindig
digkeit (hic1, hic2, keit (eth0,eth2)
hic3, hic4)

Aggregat LACP 25 100

Behoben LACP 25 50

Behoben Aktiv/iBackup 25 25

Aggregat LACP 10 40

Behoben LACP 10 20

Behoben Aktiv/iBackup 10 10

Sehen "Konfigurieren von Netzwerkverbindungen" Weitere Informationen zum Konfigurieren der 10/25-
GbE-Ports.


https://docs.netapp.com/us-en/storagegrid-appliances/installconfig/configuring-network-links.html

b. Lesen Sie den Abschnitt ,Netzwerkkommunikation®.

Die Empfangs- und Sendetabellen zeigen, wie viele Bytes und Pakete Uber jedes Netzwerk empfangen
und gesendet wurden, sowie weitere Empfangs- und Sendemetriken.

Network communication
Receive
Interface @ = Data @ = Packets @ = Errors @ % Dropped @ = Frameoverruns @ = Frames @ =
etho 2.89GB 1h 19,421,503 1lh 0 1k 24,032 1k 0 b 0 1l
Transmit
Interface @ = Data @ = Packets @ = Errors @ = Dropped @ 2 Collisions @ = Carrier @ =
etho 3.64GB 1k 18,494,381 1l 0 1h 0 ik 0 1k a il

5. Wahlen Sie Speicher aus, um Diagramme anzuzeigen, die den Prozentsatz des im Zeitverlauf fur

Objektdaten und Objektmetadaten verwendeten Speichers sowie Informationen zu Festplattengeraten,
Volumes und Objektspeichern zeigen.

Storage Used - Object Data @

100.00%
75.00%
2021-03-13 14:45:30

S0.00%
= Used (%): 0.00%
25.00% Used: 17112 kB
~ Replicated data: 17112 kB
- p = Erasure-coded data: 0B
s aan T o= loiak 310.81 GB

== |Ised (%)
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Storage Used - Object Metadata @

100.00%
75.00%
2020-08-04 14:58:00

S0.00%
= Used {%): 0.00%
— Lised: 539.45kB
e Alloweid: 132 TB
= Actual reserved: 3.00TB

0%

14:50 15:00 15:10 15220 15:30 15:40
== ||zed (%)

. Scrollen Sie nach unten, um die Menge des verfligbaren Speichers flr jedes Volume und jeden

Objektspeicher anzuzeigen.

Der weltweite Name fiir jede Festplatte entspricht der weltweiten Volume-Kennung (WWID), die
angezeigt wird, wenn Sie die Standard-Volume-Eigenschaften in SANTtricity OS anzeigen (der
Verwaltungssoftware, die mit dem Speichercontroller des Gerats verbunden ist).

Um Ihnen die Interpretation der Lese- und Schreibstatistiken fur die Datentrager in Bezug auf Volume-
Mount-Punkte zu erleichtern, entspricht der erste Teil des in der Spalte Name der Tabelle
,Datentragergerate” angezeigten Namens (also sdc, sdd, sde usw.) dem in der Spalte Gerat der
Tabelle ,Volumes" angezeigten Wert.



Disk devices
Hame € = World Wide Name 8@ = Woload @ = Read rate @ writerste @ =
croot{8:1 =dal) MR 0.04% Obytes/= IKBfs
cwloc(8:2 sdal) Ml 0.6T% Obytes/s 50 K8/s
scc{8:16,5db) MR 0.03% Obytess 4 KB/=
sehd (8:32,5dc) M 0.00% 0 bytes/s 82 bytes/=s
sdheid:48 sdd) M 000k 0 bytes/s 82 bytes/s
Volumes
Mount peint @ = mevice @ = swas @ 2 sie @ = Avallabie @ = Write cache status @ =
croot Oniline 21.00GB 147568 1l Unknown
fvarflocal cwlac Oriline 85.86 GB 840568 1l Unknown
Jvarflocal/rangedb /0 sdc Online 107,32 GB 1w7i7ce il Enabled
Ivaeflocalfrangedb/1 sdd Online 107.32GB 107186E 1l Enabled
Ivar/localfrangedb/2 sde Online 107.32GB wr.iece al Enabled
Object stores
D& = Sie @ = Avatzble @ = Replicated data § = ECdata @ = Dhbject data () @ = Health @ =
LealtE 10732 GB o644 GE 1l 124 60 KB 1, o bytes 1l 0.00% Mo Errors
ool 107.32 GB 1wr1ece 1l D bytes gl 0 bytes . 0.00% Mo Errors
opo2 107.32 GB w7.18Ge |l 0 bytes il O bytes 1l 0.00% Mo Errdirs

Informationen zu Appliance-Admin-Knoten und Gateway-Knoten anzeigen

Auf der Seite ,Knoten“ werden Informationen zum Dienstzustand und zu allen Rechen-, Festplatten- und

Netzwerkressourcen fur jede Dienst-Appliance aufgelistet, die als Admin-Knoten oder Gateway-Knoten

verwendet wird. Sie kdnnen auch Speicher, Speicherhardware, Netzwerkressourcen, Netzwerkschnittstellen,

Netzwerkadressen sowie Empfangs- und Sendedaten sehen.

Schritte

1. Wahlen Sie auf der Seite ,Knoten“ einen Appliance-Admin-Knoten oder einen Appliance-Gateway-Knoten

aus.
2. Wahlen Sie Ubersicht.
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Im Abschnitt ,Knoteninformationen“ der Registerkarte ,Ubersicht“ werden zusammenfassende
Informationen zum Knoten angezeigt, z. B. Name, Typ, ID und Verbindungsstatus des Knotens. Die Liste
der IP-Adressen enthalt den Namen der Schnittstelle fir jede Adresse wie folgt:

o

adllb und adlli: Wird angezeigt, wenn Active/Backup-Bonding fir die Admin-Netzwerkschnittstelle
verwendet wird

eth: Das Grid-Netzwerk, Admin-Netzwerk oder Client-Netzwerk.

hic: Einer der physischen 10-, 25- oder 100-GbE-Ports auf dem Gerat. Diese Ports kdnnen
miteinander verbunden und mit dem StorageGRID Grid Network (eth0) und Client Network (eth2)
verbunden werden.

mtc: Einer der physischen 1-GbE-Ports auf dem Gerat. Eine oder mehrere MTC-Schnittstellen werden
zur Admin-Netzwerkschnittstelle (eth1) verbunden. Sie kdnnen andere MTC-Schnittstellen fiir die
temporare lokale Konnektivitat fir einen Techniker im Rechenzentrum verflgbar lassen.

10-224-6-199-ADM1 (Primary Admin Node) & X

Overview Hardware Network Storage Load balancer Tasks SANtricity System Manager

Node information @

Name: 10-224-56-193-ADM1

Type: Primary Admin Node

D: 6fdc1890-cada-4493-acdd-T2ed317d95fb
Connection stata: Q Connected

Software version: 11.6.0 (build 20210925.1321 66ETeel)

P addresses: 172.16.6.199 - ethD (Grid Metwork)

10.224.6.19% - ethl (Admin Network)

47.47.7.241 - eth2 [Client Network)

Hide additional IF addresses A

Interface = IP address &

ethz (Client Network) AT.AT7.7.241

eth2 (Client Network) fd20:332:332:0:e42:a1ff:fe86:b5b0
eth2 (Client Network) feB0::e42:a1ff:fel86:b5b0

hicl AT.AT.7.241

hic2 A47.47.7.241

hic3 A47.47.7.241

Im Abschnitt ,Warnungen“ der Registerkarte ,Ubersicht‘ werden alle aktiven Warnungen fiir den Knoten
angezeigt.

3. Wahlen Sie Hardware aus, um weitere Informationen zum Gerat anzuzeigen.

a.
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Zeigen Sie die Diagramme zur CPU-Auslastung und zum Speicher an, um die Prozentsatze der CPU-
und Speicherauslastung im Zeitverlauf zu ermitteln. Um ein anderes Zeitintervall anzuzeigen, wahlen



Sie eines der Steuerelemente iber dem Diagramm oder der Grafik aus. Sie kdnnen die verfligbaren
Informationen fir Intervalle von 1 Stunde, 1 Tag, 1 Woche oder 1 Monat anzeigen. Sie kdnnen auch ein
benutzerdefiniertes Intervall festlegen, in dem Sie Datums- und Zeitbereiche angeben kénnen.

Overview Hardware Network Storage Load balancer Tasks
1 hour 1 day 1 week 1 month Custom
CPU utilization @ Memory usage @
12.5% 100%
10%
75%
7.50%
50%
5% J m
2.50% \JW\N U WU U UUU U ] W\N U UU U\/d UVU 2T
0% 0%
17:20 17:30 17:40  17:50  18:00 1810 17:20 17:30 1740 17:50 1800 1810
= Utilization (%) w= sed (%)

b. Scrollen Sie nach unten, um die Komponententabelle flir das Gerat anzuzeigen. Diese Tabelle enthalt
Informationen wie den Modellnamen, die Seriennummer, die Firmware-Version des Controllers und den
Status jeder Komponente.

StorageGRID Appliance

Appliance model: @ SG100

Storage controller failed drive count: @ 0 |||
Storage data drive type: @ 55D

Storage data drive size: @ 960.20 GB

Storage RAID mode: @ RAID1 [healthy]
Storage connectivity: @ MNominal

Overall power supply: @ Mominal |||
Compute controller EMC IP: @ 10.60.8.38
Compute controller serial number: g 372038000093
Compute hardware: @ Mominal |||
Compute controller CPU temperature: g Nominal ||I
Compute controller chassis temperature: @ Mominal |I|
Compute controller power supply A: @ MNominal ||l
Compute controller power supply B: @ Mominal ||l
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Feld in der Appliance-Tabelle

Geratemodell

Anzahl der Laufwerksfehler des
Speichercontrollers

Speicherdatenlaufwerkstyp

GroRe des
Speicherdatenlaufwerks

Speicher-RAID-Modus

Gesamtstromversorgung

BMC -IP des Rechencontrollers

Seriennummer des Compute-
Controllers

Computerhardware

CPU-Temperatur des Compute-
Controllers

Gehausetemperatur des
Compute-Controllers

Beschreibung

Die Modellnummer fiir dieses StorageGRID Gerat.

Die Anzahl der Laufwerke, die nicht optimal sind.

Der Laufwerkstyp im Gerat, z. B. HDD (Festplatte) oder SSD (Solid-
State-Laufwerk).

Die effektive GroRRe eines Datenlaufwerks.

Der RAID-Modus fir das Gerat.

Der Status aller Netzteile im Gerét.

Die IP-Adresse des Baseboard Management Controller (BMC)-Ports
im Compute Controller. Sie kdnnen diese IP verwenden, um eine
Verbindung zur BMC Schnittstelle herzustellen und die Appliance-
Hardware zu Uberwachen und zu diagnostizieren.

Dieses Feld wird fir Appliance-Modelle ohne BMC nicht angezeigt.

Die Seriennummer des Compute-Controllers.

Der Status der Compute-Controller-Hardware.

Der Temperaturstatus der CPU des Compute Controllers.

Der Temperaturstatus des Compute-Controllers.

a. Bestatigen Sie, dass alle Status ,Nominal“ sind.

Wenn ein Status nicht ,Nominal® ist, Uberprifen Sie alle aktuellen Warnungen.

4. Wahlen Sie Netzwerk, um Informationen zu jedem Netzwerk anzuzeigen.
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Das Netzwerkverkehrsdiagramm bietet eine Zusammenfassung des gesamten Netzwerkverkehrs.



1 hour 1day 1 week 1 month Custom
Network traffic @

650 Ko/'s

600 Kb/s

550 kb/s

500 Ko/s — ==

450 kb/s

10:10 10:15 10:20 10:25 10:30 10:35 10:40 10:45 10:50 10:55 11:00 11:05
== Received Sent
a. Lesen Sie den Abschnitt ,Netzwerkschnittstellen®.
Network interfaces

Name @ = Hardware address @ Speed @ Duplex @ = Auto-negotiation @ 2 Link status @ =
eth0 0C:42:A1:86:B5:B0 100 Gigabit Full Off Up
ethl B4:A9:FC:71:68:36 Gigabit Full Off Up
eth2 0C:42:A1:86:B5:B0 100 Gigabit Full Off Up
hicl 0C:42:A1:86:B5:B0 25 Gigabit Full On Up
hicz 0C:42:A1:36:B5:B0 25 Gigabit Full On Up
hic3 0C:42:A1:86:B5:B0 25 Gigabit Full On Up
hic4 0C:42:A1:86:B5:B0 25 Gigabit Full On Up
mtcl B4:A9:FC:71:68:36 Gigabit Full On Up
mtc2 B4:A9:FC:T1:68:35 Gigabit Full On Up

Verwenden Sie die folgende Tabelle mit den Werten in der Spalte Geschwindigkeit in der Tabelle

.Netzwerkschnittstellen®, um zu bestimmen, ob die vier 40/100-GbE-Netzwerkports auf der Appliance

fur die Verwendung des Aktiv-/Sicherungsmodus oder des LACP-Modus konfiguriert wurden.

®

Bei den in der Tabelle angezeigten Werten wird davon ausgegangen, dass alle vier

Links verwendet werden.
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Link-Modus Bond-Modus Individuelle HIC- Erwartete Grid-/Client-
Verbindungsgeschwin Netzwerkgeschwindig

digkeit (hic1, hic2, keit (eth0, eth2)
hic3, hic4)

Aggregat LACP 100 400

Behoben LACP 100 200

Behoben Aktiv/iBackup 100 100

Aggregat LACP 40 160

Behoben LACP 40 80

Behoben Aktiv/Backup 40 40

b. Lesen Sie den Abschnitt ,Netzwerkkommunikation®.

Die Empfangs- und Sendetabellen zeigen, wie viele Bytes und Pakete Uber jedes Netzwerk empfangen
und gesendet wurden, sowie andere Empfangs- und Sendemetriken.

Network communication
Receive
Interface @ = Data @ = Packets @ = Errors @ =  Dropped @ = Frameoverruns @ = Frames @ =
etho 2.89GB 1l 19,421,503 1l 0l 24,032 1L 0 1l 0 1l
Transmit
Interface @ = Data @ = Packets @ = Errors @ = Dropped @ 2 Collisions @ = Carrier @ =
etho 3.64GB 1k 18,494,381 1l 0 1L 0 1l 0 1k o il

5. Wahlen Sie Speicher aus, um Informationen zu den Festplattengeraten und Volumes auf der Service-
Appliance anzuzeigen.
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DO-REF-DC1-GW1 (Gateway Node) & X

Overview Hardware Network Storage Load balancer Tasks
Disk devices
Name @ = World Wide Name & = /Oload @ = Readrate @ = Writerate @ 2
croot(8:1,sdal) N/ 0.02% 0 bytes/s 3 KB/s
cvloc(B:2,sda2) MN/A 0.03% 0 bytes/s & KB/s
Volumes

Mountpoint @ =  Device @

TS

Status @ =  Size @

TS

Available @ 2=  Writecachestatus @ 2

v

/ croot Online 21.00 GB 14.73GB 1h Unknown

var/local cvloc Online 85.86 GB 84.63GE 1l Unknown

Anzeigen der Registerkarte ,,Netzwerk*

Auf der Registerkarte ,Netzwerk® wird ein Diagramm angezeigt, das den uber alle
Netzwerkschnittstellen auf dem Knoten, der Site oder dem Grid empfangenen und
gesendeten Netzwerkverkehr darstellt.

Die Registerkarte ,Netzwerk“ wird fur alle Knoten, jeden Standort und das gesamte Raster angezeigt.

Um ein anderes Zeitintervall anzuzeigen, wahlen Sie eines der Steuerelemente Gber dem Diagramm oder der
Grafik aus. Sie kdnnen die verfugbaren Informationen fir Intervalle von 1 Stunde, 1 Tag, 1 Woche oder 1
Monat anzeigen. Sie kdnnen auch ein benutzerdefiniertes Intervall festlegen, in dem Sie Datums- und
Zeitbereiche angeben konnen.

Fir Knoten enthalt die Tabelle ,Netzwerkschnittstellen® Informationen zu den physischen Netzwerkports jedes

Knotens. Die Netzwerkkommunikationstabelle enthalt Einzelheiten zu den Empfangs- und Sendevorgangen
jedes Knotens und zu allen vom Treiber gemeldeten Fehlerzahlern.
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DC1-S2 (Storage Node)

Overview Hardware Network Storage Objects ILM Tasks

1 hour 1 day 1 week 1 month Custarm

Mcawork traffic @
ESD kbi's
E00 kbf's
S50 kb's
Bl kbis
450 kbis
1005 10:10 10:315 T2 1625 1030 18:33 Al pila=1 50 10655 11:60

== Received == Serg

Network interfaces

Name @ = Hardware address @ = speed @ puplex @ % Aute-negotiation @ = Linkstatus @ =

ethi 00:50:56:4T:E8:1D 10 Gigabit Full Off Up

Metwork communication

Receive
Interface @ = Data @ = Packets @ = Errors @ = Dropped @ = Frameoverruns @ = Frames @ =
ethi 20468 1l 20403428 1l o ik 24,899 il, | o ih
Transmit
intarface @ = pata & = Packet: @ = Errors @ = Dropped @ = Collisions @ = carrier @ =
ethi 36568 1l 19,061.847 1l, o ik o il | [ |

Ahnliche Informationen

"Uberwachen Sie Netzwerkverbindungen und Leistung"

Registerkarte ,,Speicher* anzeigen

Auf der Registerkarte ,Speicher” werden die Speicherverfigbarkeit und andere
Speichermetriken zusammengefasst.

Die Registerkarte ,Speicher” wird fiir alle Knoten, jeden Standort und das gesamte Raster angezeigt.

Diagramme zum verwendeten Speicher

Fir Speicherknoten, jeden Standort und das gesamte Raster enthalt die Registerkarte ,Speicher Diagramme,
die zeigen, wie viel Speicher im Laufe der Zeit von Objektdaten und Objektmetadaten verwendet wurde.
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https://docs.netapp.com/de-de/storagegrid-119/monitor/monitoring-network-connections-and-performance.html

Wenn ein Knoten nicht mit dem Grid verbunden ist, beispielsweise wahrend eines Upgrades

oder in einem getrennten Zustand, sind bestimmte Metriken mdglicherweise nicht verfligbar
@ oder aus den Site- und Grid-Gesamtwerten ausgeschlossen. Nachdem ein Knoten die

Verbindung zum Netz wiederhergestellt hat, warten Sie einige Minuten, bis sich die Werte

stabilisiert haben.

DC1-S1 (Storage Node) &
Overview Hardware Network Storage
1 hour 1 day
Storage used - object data @
100%
75%
50%
25%
0%
15:30 1540 1550  16:00 1610  16:20
m sed (%)

1 week

Objects ILM Tasks

1 month

Custom

Storage used - object metadata [7]

100%

15:30 15:40 1550 16:00 16:10 16:20

Tabellen fiir Festplattengerate, Volumes und Objektspeicher

Fir alle Knoten enthalt die Registerkarte ,Speicher” Details zu den Festplattengeraten und Volumes auf dem
Knoten. Fir Speicherknoten enthalt die Objektspeichertabelle Informationen zu jedem Speichervolumen.

25




Disk devices
Hame @ = World Wide Hame @ = WOoload @ = Read rate @ = Writerate @ =
croot{8:1,5dal) MR 0045 0 bytes/s JKB/s
cwlocl 82 5dal) WA 0.67% Obytes/s 50 K8/s
sdc(8:16,5db) MR 0.03% Obytess 4 KB/s
sthd [8:32,5dc) N/ 0009 0 bytes/s 82 bytes/s
scheld 45 sdd) M 0004 0 bytes's 82 bytes/s
Volumes
Mount peint B = Device @ = status @ = sie @ % Avallable @ = Write cache status @ =
! craot Oriline 21.00GB 1475GB 1l Unknown
fvarflocal cwloc Online 85.86 GB 240568 1l Unknown
Mvarflocal/rangedb/0 sdc Online 107.32GB 10717 GE i, Enabled
Ivaeflocal/rangedb/1 sdd Online 107.32GB wrisce il Enabled
Mvarflocalfrangedb,/2 sde Online 107.32G8B 10718 GE 1, Enabled
Object stores
cé = sSize @ = Auatlable @ = Replicated dats @ = ECdata @ = Dbjectdata {3) @ = Health @ =
0000 107.32GB 965.44GB |l 12460 KB 1l thytes 1l 0.00% Mo Errors
ool 107.32 GB wrisce il o bytes gl O bytes 1k 0.00% Mo Errors
o002 107.32 GB wr1ece |l o bytes 1, o bytes 1l 0.00% Mo Errars

Ahnliche Informationen
"Uberwachen der Speicherkapazitat"

Anzeigen der Registerkarte ,,Objekte*
Die Registerkarte Objekte bietet Informationen Uber"S3-Aufnahme- und Abrufraten” .

Die Registerkarte ,,Objekte” wird fir jeden Speicherknoten, jede Site und das gesamte Raster angezeigt. Fur
Speicherknoten bietet die Registerkarte ,,Objekte” auch Objektanzahlen und Informationen zu
Metadatenabfragen und Hintergrundtberprtfungen.
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https://docs.netapp.com/de-de/storagegrid-119/monitor/monitoring-storage-capacity.html
../s3/index.html

DC1-S1 (Storage Node) 2

Overview Hardware Network Storage
1 hour 1day 1 week
53 ingest and retrieve 0
1B/s
0.750 B/s
0.500 B/s
0.250 B/s
0B/s
1200 1210 1220 1230 1240 1250
== |ngest rate Retrieve rate
Object counts
Total objects: @ 1,295
Lost objects: @ 0 |l'
53 buckets and Swift containers: @ 161

Metadata store queries

Average latency: @
Queries - successful: @
Queries - failed (timed outl: @

Queries - failed {consistency level unmet): @

Verification
Status: @ No errors
Percent complete: @ 47.14%

Average stat time: @
Objects verified: @ 1]

Object verification rate: @

Data verified: @ 0 bytes
Data verification rate: @ 0.00 bytes |
Missing objects: @ 0

Corrupt objects: @ [1]

Corrupt objects unidentified: @ 0
Quarantined objects: @ 0

10.00 milliseconds

14,587
0

1]

0.00 microseconds

0.00 objects | second

second

Objects

ILM Tasks

1 month

1B/s

0.800B/s

0.600B/s

0.400 B/s

0.200B/s

0B/s

1Z2:00

Custom

Swift ingest and retrieve 9

No data

1270 12:20 1230

12:40

12:50
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Anzeigen der Registerkarte ,,ILM*

Die Registerkarte ,ILM* bietet Informationen zu Vorgangen im Zusammenhang mit dem
Information Lifecycle Management (ILM).

Die ILM-Registerkarte wird fur jeden Speicherknoten, jeden Standort und das gesamte Raster angezeigt. Fur
jeden Standort und jedes Raster wird auf der Registerkarte ,ILM“ ein Diagramm der ILM-Warteschlange im
Zeitverlauf angezeigt. FUr das Raster wird auf dieser Registerkarte auch die geschatzte Zeit angegeben, die
zum AbschlieRen eines vollstandigen ILM-Scans aller Objekte bendtigt wird.

Fr Speicherknoten bietet die Registerkarte ,ILM* Details zur ILM-Auswertung und Hintergrundiberprifung far
Erasure-Codierte Objekte.

DC2-S1 (Storage Node) &

Overview Hardware Network Storage Objects ILM Tasks
Evaluation
Awaiting - all: @ 0 objects il
Awaiting - client: @ 0 objects il
Evaluation rate: @ 0.00 ohjects / second
Scan rate: @ 0.00 objects / second ||.

Erasure coding verification

Status: @ Idle |I|
Mext scheduled: @ 2021-09-09 17:36:44 MDT
Fragments verified: @ i} |I|
Data verified: @ 0 bytes ih
Corrupt copies: @ 0 II:
Corrupt fragments. @ i ll.
Missing fragments: @ 0 |||

Ahnliche Informationen
+ "Uberwachen Sie das Informationslebenszyklusmanagement"

+ "StorageGRID verwalten"
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https://docs.netapp.com/de-de/storagegrid-119/monitor/monitoring-information-lifecycle-management.html
https://docs.netapp.com/de-de/storagegrid-119/admin/index.html

Verwenden Sie die Registerkarte Aufgaben

Die Registerkarte ,Aufgaben® wird fur alle Knoten angezeigt. Sie kdnnen diese
Registerkarte verwenden, um einen Knoten umzubenennen oder neu zu starten oder um
einen Appliance-Knoten in den Wartungsmodus zu versetzen.

Die vollstandigen Anforderungen und Anweisungen fir jede Option auf dieser Registerkarte finden Sie hier:

» "Raster, Sites und Knoten umbenennen"
* "Grid-Knoten neu starten”

» "Gerat in den Wartungsmodus versetzen"

Registerkarte ,,Load Balancer“ anzeigen

Die Registerkarte ,Load Balancer” enthalt Leistungs- und Diagnosediagramme zum
Betrieb des Load Balancer-Dienstes.

Die Registerkarte ,Load Balancer” wird fir Admin-Knoten und Gateway-Knoten, jede Site und das gesamte
Grid angezeigt. Fir jeden Standort bietet die Registerkarte ,Load Balancer” eine aggregierte
Zusammenfassung der Statistiken fUr alle Knoten an diesem Standort. Fir das gesamte Raster bietet die
Registerkarte ,Load Balancer” eine aggregierte Zusammenfassung der Statistiken fir alle Sites.

Wenn Uber den Load Balancer-Dienst keine E/A ausgefiihrt wird oder kein Load Balancer konfiguriert ist, wird
in den Diagrammen ,Keine Daten® angezeigt.
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https://docs.netapp.com/de-de/storagegrid-119/maintain/rename-grid-site-node-overview.html
https://docs.netapp.com/de-de/storagegrid-119/maintain/rebooting-grid-node-from-grid-manager.html
https://docs.netapp.com/us-en/storagegrid-appliances/commonhardware/placing-appliance-into-maintenance-mode.html

DC1-G1 (Gateway Node) [Z X
Overview Hardware Network Storage Load balancer Tasks
1 hour 1day 1 week 1 month Custom
Request traffic @ Incoming request mte 7]
1b/'s 1
0.800 b/s 0.800
=)
5
0.600 b/s No data § 0.600 No data
g
0400 b/s A 0400
EB
=
T
0.200 by's & 0.200
0b/s 0
16:50 17:00 17:10 17:20 17:30 17:40 16:50 17:00 1710 17:20 17:30 17:40
Average request duration {nen-erar) [ 7] Error response rate @
1 ms 1
0.800 ms 0800
=
=
0.600 ms Mo data 2 0.600 Mo data
]
(=1
0.400 ms 4 0400
&
=
&
0.200 ms o 0.200
0ms (1]
16:50 17:00 1710 1720 17:30 17:40 16:50 17:00 1710 17:20 17:30 17:40

Verkehr anfordern

Dieses Diagramm bietet einen gleitenden 3-Minuten-Durchschnitt des Datendurchsatzes, der zwischen den
Endpunkten des Lastenausgleichs und den Clients, die die Anfragen stellen, in Bits pro Sekunde Ubertragen
wird.

Dieser Wert wird nach Abschluss jeder Anfrage aktualisiert. Daher kann dieser Wert bei

@ niedrigen Anforderungsraten oder sehr langlebigen Anforderungen vom Echtzei_’gdurchsatz
abweichen. Sie kénnen auf der Registerkarte ,Netzwerk® einen realistischeren Uberblick Gber
das aktuelle Netzwerkverhalten erhalten.

Rate eingehender Anfragen

Dieses Diagramm bietet einen gleitenden 3-Minuten-Durchschnitt der Anzahl neuer Anfragen pro Sekunde,
aufgeschlisselt nach Anfragetyp (GET, PUT, HEAD und DELETE). Dieser Wert wird aktualisiert, wenn die
Header einer neuen Anfrage validiert wurden.

Durchschnittliche Anfragedauer (ohne Fehler)

Dieses Diagramm bietet einen gleitenden 3-Minuten-Durchschnitt der Anfragedauer, aufgeschlisselt nach
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Anfragetyp (GET, PUT, HEAD und DELETE). Die Dauer jeder Anfrage beginnt, wenn ein Anfrageheader vom
Load Balancer-Dienst analysiert wird, und endet, wenn der vollstdndige Antworttext an den Client
zurlckgegeben wird.

Fehlerantwortrate

Dieses Diagramm bietet einen gleitenden 3-Minuten-Durchschnitt der Anzahl der pro Sekunde an Clients
zurliickgegebenen Fehlerantworten, aufgeschlisselt nach Fehlerantwortcode.

Ahnliche Informationen

+ "Uberwachen von Lastausgleichsvorgangen"

+ "StorageGRID verwalten"

Registerkarte ,,Plattformdienste® anzeigen

Die Registerkarte ,Plattformdienste” bietet Informationen zu allen S3-
Plattformdienstvorgangen an einem Standort.

Die Registerkarte ,Plattformdienste” wird fiir jede Site angezeigt. Diese Registerkarte bietet Informationen zu
S3-Plattformdiensten, wie z. B. CloudMirror-Replikation und Suchintegrationsdienst. Die Diagramme auf dieser
Registerkarte zeigen Kennzahlen wie die Anzahl ausstehender Anfragen, die Anfrageabschlussrate und die
Anfragefehlerrate an.
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Replication failures

Weitere Informationen zu den S3-Plattformdiensten, einschliel3lich Details zur Fehlerbehebung, finden Sie
im"Anweisungen zur Administration von StorageGRID" .

Anzeigen der Registerkarte ,,Laufwerke verwalten*

Uber die Registerkarte ,Laufwerke verwalten* kdnnen Sie auf Details zugreifen und
Fehlerbehebungs- und Wartungsaufgaben an Laufwerken in den Appliances durchfuhren,
die diese Funktion unterstutzen.

Uber die Registerkarte ,Laufwerke verwalten kdnnen Sie Folgendes tun:
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* Anzeigen eines Layouts der Datenspeicherlaufwerke im Gerat

» Zeigen Sie eine Tabelle an, in der die einzelnen Laufwerksstandorte, Typen, Status, Firmware-Versionen
und Seriennummern aufgefihrt sind.

* FUhren Sie an jedem Laufwerk Fehlerbehebungs- und Wartungsfunktionen durch

Um auf die Registerkarte Laufwerke verwalten zuzugreifen, missen Sie Uber die"Speichergerateadministrator
oder Root-Zugriffsberechtigung"” .

Informationen zur Verwendung der Registerkarte ,Laufwerke verwalten® finden Sie unter "Verwenden Sie die
Registerkarte ,Laufwerke verwalten*" .

Registerkarte ,, SANtricity System Manager* anzeigen (nur
E-Serie)

Uber die Registerkarte ,SANTtricity System Manager” kdnnen Sie auf den SANTtricity
System Manager zugreifen, ohne den Verwaltungsport des Speichergerats konfigurieren
oder verbinden zu mussen. Auf dieser Registerkarte konnen Sie Hardwarediagnose- und
Umgebungsinformationen sowie Probleme im Zusammenhang mit den Laufwerken
Uberprufen.

Der Zugriff auf den SANtricity System Manager vom Grid Manager aus dient im Allgemeinen nur
der Uberwachung der Geratehardware und der Konfiguration von E-Series AutoSupport. Viele
Funktionen und Vorgange im SANTtricity System Manager, wie z. B. das Aktualisieren der

@ Firmware, gelten nicht fiir die Uberwachung Ihres StorageGRID Geréts. Um Probleme zu
vermeiden, befolgen Sie immer die Hardware-Wartungsanweisungen fur lhr Gerat.
Informationen zum Upgrade der SANtricity -Firmware finden Sie im
"Wartungskonfigurationsverfahren" fur Ihr Speichergerat.

@ Die Registerkarte ,SANTtricity System Manager“ wird nur flr Speichergerateknoten angezeigt,
die E-Series-Hardware verwenden.

Mit SANTtricity System Manager kdnnen Sie Folgendes tun:
« Zeigen Sie Leistungsdaten wie Leistung auf Speicherarrayebene, E/A-Latenz, CPU-Auslastung des
Speichercontrollers und Durchsatz an.
+ Uberpriifen Sie den Status der Hardwarekomponenten.

» FUhren Sie Supportfunktionen aus, einschliellich der Anzeige von Diagnosedaten und der Konfiguration
von E-Series AutoSupport.

Informationen zur Verwendung von SANtricity System Manager zum Konfigurieren eines
@ Proxys fiir E-Series AutoSupport finden Sie unter"Senden Sie E-Series AutoSupport -Pakete
Uber StorageGRID" .

Um Uber Grid Manager auf SANTtricity System Manager zuzugreifen, benétigen Sie
die"Speichergerateadministrator oder Root-Zugriffsberechtigung” .

@ Sie mussen Uber die SANtricity -Firmware 8.70 oder hoher verfiigen, um Uber den Grid Manager
auf den SANTtricity System Manager zugreifen zu kénnen.
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Die Registerkarte zeigt die Homepage von SANtricity System Manager an.

@ Sie konnen den SANtricity System Manager-Link verwenden, um den SANtricity System
Manager zur einfacheren Anzeige in einem neuen Browserfenster zu 6ffnen.

Um Details zur Leistung und Kapazitatsnutzung auf Speicher-Array-Ebene anzuzeigen, positionieren Sie den
Cursor uber jedem Diagramm.

Weitere Informationen zum Anzeigen der Informationen, die Uber die Registerkarte SANTtricity System Manager
zuganglich sind, finden Sie unter "Dokumentation zu NetApp E-Series und SANfricity" .
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