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Linux-Knoten ersetzen

Linux-Knoten ersetzen

Wenn ein Fehler die Bereitstellung eines oder mehrerer neuer physischer oder virtueller
Hosts oder die Neuinstallation von Linux auf einem vorhandenen Host erfordert, missen
Sie den Ersatzhost bereitstellen und konfigurieren, bevor Sie den Grid-Knoten
wiederherstellen konnen. Dieses Verfahren ist ein Schritt des Grid-Knoten-
Wiederherstellungsprozesses fur alle Grid-Knotentypen.

,Linux“ bezieht sich auf eine Bereitstellung von Red Hat® Enterprise Linux®, Ubuntu® oder Debian®. Eine
Liste der unterstiitzten Versionen finden Sie im "NetApp Interoperability Matrix Tool (IMT)" .

Dieses Verfahren wird nur als ein Schritt im Prozess der Wiederherstellung softwarebasierter Speicherknoten,
primarer oder nicht primarer Admin-Knoten oder Gateway-Knoten durchgefiihrt. Die Schritte sind unabhangig
vom Typ des Grid-Knotens, den Sie wiederherstellen, identisch.

Wenn mehr als ein Grid-Knoten auf einem physischen oder virtuellen Linux-Host gehostet wird, kdnnen Sie die
Grid-Knoten in beliebiger Reihenfolge wiederherstellen. Wenn Sie jedoch zuerst einen primaren Admin-Knoten
wiederherstellen (sofern vorhanden), verhindern Sie, dass die Wiederherstellung anderer Grid-Knoten ins
Stocken gerat, wenn diese versuchen, den primaren Admin-Knoten zu kontaktieren, um sich fiir die
Wiederherstellung zu registrieren.

Bereitstellen neuer Linux-Hosts

Mit wenigen Ausnahmen bereiten Sie die neuen Hosts genauso vor wie wahrend des
Erstinstallationsprozesses.

Um neue oder neu installierte physische oder virtuelle Linux-Hosts bereitzustellen, befolgen Sie die Schritte
zum Vorbereiten der Hosts in den StorageGRID -Installationsanweisungen fir Ihr Linux-Betriebssystem:
* "Installieren Sie Linux (Red Hat Enterprise Linux)"

+ "Installieren Sie Linux (Ubuntu oder Debian)"
Dieses Verfahren umfasst Schritte zum Ausfiihren der folgenden Aufgaben:

1. Installieren Sie Linux.

2. Konfigurieren Sie das Hostnetzwerk.
3. Konfigurieren Sie den Hostspeicher.

4. Installieren Sie die Container-Engine.
5

. Installieren Sie den StorageGRID Hostdienst.

Beenden Sie den Vorgang, nachdem Sie die Aufgabe ,, StorageGRID Hostdienst
@ installieren” in den Installationsanweisungen abgeschlossen haben. Starten Sie die Aufgabe
,Grid-Knoten bereitstellen” nicht.

Beachten Sie beim Ausflihren dieser Schritte die folgenden wichtigen Richtlinien:


https://imt.netapp.com/matrix/#welcome
https://docs.netapp.com/de-de/storagegrid-119/rhel/installing-linux.html
https://docs.netapp.com/de-de/storagegrid-119/ubuntu/installing-linux.html

* Achten Sie darauf, dieselben Hostschnittstellennamen zu verwenden, die Sie auf dem urspriinglichen Host
verwendet haben.

» Wenn Sie gemeinsam genutzten Speicher zur Unterstlitzung lhrer StorageGRID -Knoten verwenden oder
einige oder alle Laufwerke oder SSDs von den ausgefallenen auf die Ersatzknoten verschoben haben,
mussen Sie dieselben Speicherzuordnungen wiederherstellen, die auf dem urspriinglichen Host vorhanden
waren. Wenn Sie beispielsweise WWIDs und Aliase in /etc/multipath.conf wiein den
Installationsanweisungen empfohlen, achten Sie darauf, die gleichen Alias/WWID-Paare in
/etc/multipath.conf auf dem Ersatzhost.

* Wenn der StorageGRID Knoten Speicher verwendet, der von einem NetApp ONTAP System zugewiesen
wurde, vergewissern Sie sich, dass fir das Volume keine FabricPool -Tiering-Richtlinie aktiviert ist. Das
Deaktivieren der FabricPool Tiering-Funktion fur Volumes, die mit StorageGRID -Knoten verwendet
werden, vereinfacht die Fehlerbehebung und Speichervorgange.

Verwenden Sie FabricPool niemals, um Daten im Zusammenhang mit StorageGRID zuriick
@ auf StorageGRID selbst zu verschieben. Das Zurtckfihren von StorageGRID -Daten in
StorageGRID erhoht die Fehlerbehebung und die Betriebskomplexitat.

Wiederherstellen von Grid-Knoten auf dem Host

Um einen ausgefallenen Grid-Knoten auf einem neuen Linux-Host wiederherzustellen,
fUhren Sie diese Schritte aus, um die Knotenkonfigurationsdatei wiederherzustellen.

1. Wiederherstellen und Validieren des Knotensdurch Wiederherstellen der Knotenkonfigurationsdatei. Bei
einer Neuinstallation erstellen Sie fiir jeden Grid-Knoten, der auf einem Host installiert werden soll, eine
Knotenkonfigurationsdatei. Wenn Sie einen Grid-Knoten auf einem Ersatzhost wiederherstellen, stellen Sie
die Knotenkonfigurationsdatei fur alle ausgefallenen Grid-Knoten wieder her oder ersetzen sie.

2. Starten Sie den StorageGRID -Hostdienst .

3. Nach BedarfStellen Sie alle Knoten wieder her, die nicht gestartet werden kénnen .

Wenn Blockspeichervolumes vom vorherigen Host beibehalten wurden, missen Sie moglicherweise
zusatzliche Wiederherstellungsverfahren durchfihren. Mithilfe der Befehle in diesem Abschnitt kdnnen Sie
feststellen, welche zusatzlichen Verfahren erforderlich sind.

Wiederherstellen und Validieren von Grid-Knoten

Sie mussen die Grid-Konfigurationsdateien fiir alle ausgefallenen Grid-Knoten wiederherstellen und dann die
Grid-Konfigurationsdateien validieren und alle Fehler beheben.

Informationen zu diesem Vorgang

Sie kdnnen jeden Grid-Knoten importieren, der auf dem Host vorhanden sein soll, solange sein /var/local
Das Volume ging nicht durch den Ausfall des vorherigen Hosts verloren. Zum Beispiel die /var/local Das
Volume ist méglicherweise noch vorhanden, wenn Sie gemeinsam genutzten Speicher fur StorageGRID
-Systemdatenvolumes verwendet haben, wie in den StorageGRID Installationsanweisungen fur lhr Linux-
Betriebssystem beschrieben. Durch das Importieren des Knotens wird seine Knotenkonfigurationsdatei auf
dem Host wiederhergestellt.

Wenn es nicht mdglich ist, fehlende Knoten zu importieren, missen Sie deren Grid-Konfigurationsdateien neu
erstellen.

Anschlielend mussen Sie die Grid-Konfigurationsdatei validieren und alle mdglicherweise auftretenden



Netzwerk- oder Speicherprobleme beheben, bevor Sie StorageGRID neu starten. Wenn Sie die
Konfigurationsdatei flr einen Knoten neu erstellen, missen Sie fur den Ersatzknoten denselben Namen
verwenden, der fur den Knoten verwendet wurde, den Sie wiederherstellen.

Weitere Informationen zum Standort des /var/local Volume flr einen Knoten.

+ "Installieren Sie StorageGRID unter Red Hat Enterprise Linux"

* "Installieren Sie StorageGRID unter Ubuntu oder Debian"

Schritte

1. Listen Sie in der Befehlszeile des wiederhergestellten Hosts alle aktuell konfigurierten StorageGRID
Knoten auf:sudo storagegrid node list

Wenn keine Rasterknoten konfiguriert sind, erfolgt keine Ausgabe. Wenn einige Grid-Knoten konfiguriert
sind, erwarten Sie eine Ausgabe im folgenden Format:

Name Metadata-Volume

dcl-adml /dev/mapper/sgws—adml-var—-local
dcl-gwl /dev/mapper/sgws-gwl-var-local
dcl-snl /dev/mapper/sgws-snl-var-local
dcl-arcl /dev/mapper/sgws—arcl-var—local

Wenn einige oder alle Grid-Knoten, die auf dem Host konfiguriert werden sollen, nicht aufgefiihrt sind,
mussen Sie die fehlenden Grid-Knoten wiederherstellen.

2. Um Rasterknoten zu importieren, die eine /var/local Volumen:

a. Fihren Sie fur jeden Knoten, den Sie importieren mdchten, den folgenden Befehl aus:sudo
storagegrid node import node-var-local-volume-path

Der storagegrid node import Der Befehl ist nur erfolgreich, wenn der Zielknoten auf dem Host,
auf dem er zuletzt ausgefuhrt wurde, ordnungsgemal heruntergefahren wurde. Wenn dies nicht der
Fall ist, wird ein Fehler ahnlich dem folgenden angezeigt:

This node (node-name) appears to be owned by another host (UUID host-uuid).

Use the --force flag if you are sure import is safe.

a. Wenn der Fehler angezeigt wird, dass der Knoten einem anderen Host gehort, filhren Sie den Befehl
erneut mit dem --force Flag zum Abschlieen des Imports:sudo storagegrid --force node
import node-var-local-volume-path

Alle Knoten, die mit dem --force Flagge erfordert zusatzliche

@ Wiederherstellungsschritte, bevor sie wieder in das Netz eintreten kénnen, wie in
beschrieben"Was kommt als Nachstes: Flihren Sie bei Bedarf weitere
Wiederherstellungsschritte durch” .

3. Fir Grid-Knoten, die kein /var/local Volume: Erstellen Sie die Konfigurationsdatei des Knotens neu, um
sie auf dem Host wiederherzustellen. Anweisungen finden Sie unter:


https://docs.netapp.com/de-de/storagegrid-119/rhel/index.html
https://docs.netapp.com/de-de/storagegrid-119/ubuntu/index.html
whats-next-performing-additional-recovery-steps-if-required.html
whats-next-performing-additional-recovery-steps-if-required.html

o "Erstellen Sie Knotenkonfigurationsdateien flir Red Hat Enterprise Linux"

o "Erstellen Sie Knotenkonfigurationsdateien fir Ubuntu oder Debian"

Wenn Sie die Konfigurationsdatei flr einen Knoten neu erstellen, missen Sie fir den
Ersatzknoten denselben Namen verwenden, der fur den Knoten verwendet wurde, den
Sie wiederherstellen. Stellen Sie bei Linux-Bereitstellungen sicher, dass der Name der
@ Konfigurationsdatei den Knotennamen enthalt. Sie sollten nach Moglichkeit dieselben
Netzwerkschnittstellen, Blockgeratezuordnungen und IP-Adressen verwenden. Durch
diese Vorgehensweise wird die Datenmenge minimiert, die wahrend der
Wiederherstellung auf den Knoten kopiert werden muss, wodurch die Wiederherstellung
erheblich beschleunigt werden kann (in einigen Fallen um Minuten statt um Wochen).

Wenn Sie neue Blockgerate (Gerate, die der StorageGRID Knoten zuvor nicht verwendet

@ hat) als Werte fiir eine der Konfigurationsvariablen verwenden, die mit BLOCK_DEVICE
Wenn Sie die Konfigurationsdatei fir einen Knoten neu erstellen, folgen Sie den Richtlinien
inBeheben Sie Fehler beim Fehlen eines Blockgerats .

4. Fuhren Sie den folgenden Befehl auf dem wiederhergestellten Host aus, um alle StorageGRID Knoten
aufzulisten.

sudo storagegrid node list

5. Validieren Sie die Knotenkonfigurationsdatei fir jeden Grid-Knoten, dessen Name in der Ausgabe der
Storagegrid-Knotenliste angezeigt wurde:

sudo storagegrid node validate node-name

Sie mussen alle Fehler oder Warnungen beheben, bevor Sie den StorageGRID Hostdienst starten. In den
folgenden Abschnitten werden Fehler ausfiihrlicher beschrieben, die bei der Wiederherstellung von
besonderer Bedeutung sein kénnen.

Beheben Sie Fehler bei fehlenden Netzwerkschnittstellen

Wenn das Host-Netzwerk nicht richtig konfiguriert ist oder ein Name falsch geschrieben ist, tritt ein Fehler auf,
wenn StorageGRID die im /etc/storagegrid/nodes/node-name.conf Datei.

Méglicherweise wird ein Fehler oder eine Warnung mit diesem Muster angezeigt:

Checking configuration file /etc/storagegrid/nodes/<node-name>.conf for

node <node-name>...

ERROR: <node-name>: GRID NETWORK TARGET = <host-interface-name>
<node-name>: Interface <host-interface-name>' does not exist

Der Fehler kann fur das Grid-Netzwerk, das Admin-Netzwerk oder das Client-Netzwerk gemeldet werden.
Dieser Fehler bedeutet, dass die /etc/storagegrid/nodes/node-name.conf Die Datei ordnet das
angegebene StorageGRID Netzwerk der Hostschnittstelle mit dem Namen zu host-interface-name , aber
auf dem aktuellen Host gibt es keine Schnittstelle mit diesem Namen.

Wenn Sie diesen Fehler erhalten, tGberprifen Sie, ob Sie die Schritte in"Bereitstellen neuer Linux-Hosts" .
Verwenden Sie fur alle Hostschnittstellen dieselben Namen wie auf dem urspringlichen Host.


https://docs.netapp.com/de-de/storagegrid-119/rhel/creating-node-configuration-files.html
https://docs.netapp.com/de-de/storagegrid-119/ubuntu/creating-node-configuration-files.html
deploying-new-linux-hosts.html

Wenn Sie die Hostschnittstellen nicht so benennen kénnen, dass sie mit der Knotenkonfigurationsdatei
Ubereinstimmen, kénnen Sie die Knotenkonfigurationsdatei bearbeiten und den Wert von
GRID_NETWORK_TARGET, ADMIN_NETWORK_TARGET oder CLIENT_NETWORK_TARGET so andern,
dass er mit einer vorhandenen Hostschnittstelle Gbereinstimmt.

Stellen Sie sicher, dass die Hostschnittstelle Zugriff auf den entsprechenden physischen Netzwerkport oder
das VLAN bietet und dass die Schnittstelle nicht direkt auf ein Bond- oder Bridge-Gerat verweist. Sie missen
entweder ein VLAN (oder eine andere virtuelle Schnittstelle) iber dem Bond-Gerat auf dem Host konfigurieren
oder ein Bridge- und Virtual-Ethernet-Paar (veth) verwenden.

Beheben Sie Fehler beim Fehlen eines Blockgerats

Das System prift, ob jeder wiederhergestellte Knoten einer glltigen speziellen Blockgeratedatei oder einem
glltigen Softlink zu einer speziellen Blockgeratedatei zugeordnet ist. Wenn StorageGRID eine unglltige
Zuordnung in der /etc/storagegrid/nodes/node-name.conf Datei wird ein Fehler mit dem Namen
»fehlendes Blockgerat® angezeigt.

Wenn Sie einen Fehler feststellen, der diesem Muster entspricht:

Checking configuration file /etc/storagegrid/nodes/<node-name>.conf for
node <node-name>...
ERROR: <node-name>: BLOCK DEVICE PURPOSE = <path-name>

<node-name>: <path-name> does not exist

Das bedeutet, dass /etc/storagegrid/nodes/node-name.conf ordnet das von node-name verwendete
Blockgerat zu fir PURPOSE zum angegebenen Pfadnamen im Linux-Dateisystem, aber an diesem Speicherort
gibt es keine gultige spezielle Blockgeratedatei oder keinen Softlink zu einer speziellen Blockgeratedatei.

Uberpriifen Sie, ob Sie die Schritte in"Bereitstellen neuer Linux-Hosts" . Verwenden Sie fiir alle Blockgeréate
dieselben persistenten Geratenamen, die auf dem urspringlichen Host verwendet wurden.

Wenn Sie die fehlende Blockgerat-Spezialdatei nicht wiederherstellen oder neu erstellen kénnen, kénnen Sie
ein neues Blockgerat der entsprechenden GroRe und Speicherkategorie zuweisen und die
Knotenkonfigurationsdatei bearbeiten, um den Wert von BLOCK DEVICE PURPOSE um auf die neue spezielle
Blockgeratedatei zu verweisen.

Ermitteln Sie die passende Grofe und Speicherkategorie anhand der Tabellen flr lhr Linux-Betriebssystem:

« "Speicher- und Leistungsanforderungen fiir Red Hat Enterprise Linux"

+ "Speicher- und Leistungsanforderungen fur Ubuntu oder Debian"

Lesen Sie die Empfehlungen zum Konfigurieren des Hostspeichers, bevor Sie mit dem Austausch des
Blockgeréats fortfahren:

+ "Konfigurieren des Hostspeichers fir Red Hat Enterprise Linux"

« "Konfigurieren des Hostspeichers fiir Ubuntu oder Debian"


deploying-new-linux-hosts.html
https://docs.netapp.com/de-de/storagegrid-119/rhel/storage-and-performance-requirements.html
https://docs.netapp.com/de-de/storagegrid-119/ubuntu/storage-and-performance-requirements.html
https://docs.netapp.com/de-de/storagegrid-119/rhel/configuring-host-storage.html
https://docs.netapp.com/de-de/storagegrid-119/ubuntu/configuring-host-storage.html

Wenn Sie ein neues Blockspeichergerat fir eine der Konfigurationsdateivariablen bereitstellen
muissen, beginnend mit BLOCK DEVICE Da das urspringliche Blockgerat mit dem
ausgefallenen Host verloren gegangen ist, stellen Sie sicher, dass das neue Blockgerat

(D unformatiert ist, bevor Sie weitere Wiederherstellungsverfahren versuchen. Das neue
Blockgerat wird unformatiert, wenn Sie gemeinsam genutzten Speicher verwenden und ein
neues Volume erstellt haben. Wenn Sie sich nicht sicher sind, fiilhren Sie den folgenden Befehl
fur alle neuen Spezialdateien des Blockspeichergerats aus.

Fihren Sie den folgenden Befehl nur fiir neue Blockspeichergerate aus. Fiihren Sie diesen
Befehl nicht aus, wenn Sie glauben, dass der Blockspeicher noch giiltige Daten flr den
@ wiederherzustellenden Knoten enthalt, da alle Daten auf dem Gerat verloren gehen.

sudo dd if=/dev/zero of=/dev/mapper/my-block-device-name bs=1G count=1

Starten Sie den StorageGRID -Hostdienst

Um Ihre StorageGRID -Knoten zu starten und sicherzustellen, dass sie nach einem Host-Neustart neu
gestartet werden, missen Sie den StorageGRID Hostdienst aktivieren und starten.

Schritte

1. FUhren Sie auf jedem Host die folgenden Befehle aus:

sudo systemctl enable storagegrid
sudo systemctl start storagegrid

2. Fihren Sie den folgenden Befehl aus, um sicherzustellen, dass die Bereitstellung fortgesetzt wird:
sudo storagegrid node status node-name

3. Wenn ein Knoten den Status ,Nicht ausgeflhrt* oder ,Gestoppt* zurlickgibt, fihren Sie den folgenden
Befehl aus:

sudo storagegrid node start node-name

4. Wenn Sie den StorageGRID Hostdienst zuvor aktiviert und gestartet haben (oder wenn Sie nicht sicher
sind, ob der Dienst aktiviert und gestartet wurde), fhren Sie aulierdem den folgenden Befehl aus:

sudo systemctl reload-or-restart storagegrid

Wiederherstellen von Knoten, die nicht normal gestartet werden konnen

Wenn ein StorageGRID -Knoten nicht normal wieder dem Grid beitritt und nicht als wiederherstellbar angezeigt
wird, ist er méglicherweise beschadigt. Sie kénnen den Knoten in den Wiederherstellungsmodus zwingen.

Schritte



1. Bestatigen Sie, dass die Netzwerkkonfiguration des Knotens korrekt ist.

Der Knoten konnte maéglicherweise aufgrund falscher Netzwerkschnittstellenzuordnungen oder einer
falschen Grid-Netzwerk-IP-Adresse bzw. eines falschen Gateways nicht wieder mit dem Grid verbunden
werden.

2. Wenn die Netzwerkkonfiguration korrekt ist, fiihren Sie die force-recovery Befehl:
sudo storagegrid node force-recovery node-name

3. Fuhren Sie die zusatzlichen Wiederherstellungsschritte flir den Knoten aus. Sehen "Was kommt als
Nachstes: Fihren Sie bei Bedarf weitere Wiederherstellungsschritte durch" .

Was kommt als Nachstes: Fuhren Sie bei Bedarf weitere
Wiederherstellungsschritte durch

Abhangig von den spezifischen MalRnahmen, die Sie ergriffen haben, um die
StorageGRID -Knoten auf dem Ersatzhost zum Laufen zu bringen, missen Sie
moglicherweise zusatzliche Wiederherstellungsschritte fur jeden Knoten ausfuhren.

Die Knotenwiederherstellung ist abgeschlossen, wenn Sie beim Ersetzen des Linux-Hosts oder beim
Wiederherstellen des ausgefallenen Grid-Knotens auf dem neuen Host keine KorrekturmalRnahmen ergreifen
mussten.

KorrekturmaBnahmen und nachste Schritte

Wahrend des Knotenaustauschs mussten Sie moglicherweise eine der folgenden KorrekturmafRnahmen
ergreifen:

* Sie mussten die --force Flag zum Importieren des Knotens.

* Fir alle <PURPOSE> , der Wert der BLOCK_DEVICE <PURPOSE> Die Konfigurationsdateivariable bezieht
sich auf ein Blockgerat, das nicht mehr dieselben Daten enthalt wie vor dem Hostausfall.

* Sie haben storagegrid node force-recovery node-name fUr den Knoten.

« Sie haben ein neues Blockgerat hinzugefugt.

Wenn Sie eine dieser KorrekturmaflRnahmen ergriffen haben, missen Sie zusatzliche
Wiederherstellungsschritte durchfiihren.

Art der Wiederherstellung Nachster Schritt

Primarer Admin-Knoten "Konfigurieren Sie den Ersatz-
Primaradministratorknoten”

Nicht-primarer Admin-Knoten "Wahlen Sie ,Wiederherstellung
starten®, um den nicht primaren
Admin-Knoten zu konfigurieren"


https://docs.netapp.com/de-de/storagegrid-119/maintain/configuring-replacement-primary-admin-node.html
https://docs.netapp.com/de-de/storagegrid-119/maintain/configuring-replacement-primary-admin-node.html
https://docs.netapp.com/de-de/storagegrid-119/maintain/selecting-start-recovery-to-configure-non-primary-admin-node.html
https://docs.netapp.com/de-de/storagegrid-119/maintain/selecting-start-recovery-to-configure-non-primary-admin-node.html
https://docs.netapp.com/de-de/storagegrid-119/maintain/selecting-start-recovery-to-configure-non-primary-admin-node.html

Art der Wiederherstellung

Gateway-Knoten

Speicherknoten (softwarebasiert):
* Wenn Sie die --force Flag zum Importieren des Knotens, oder Sie
haben storagegrid node force-recovery node-name

* Wenn Sie eine vollstandige Neuinstallation des Knotens durchfihren
mussten oder /var/local wiederherstellen mussten

Speicherknoten (softwarebasiert):

* Wenn Sie ein neues Blockgerat hinzugefligt haben.

* Wenn aus irgendeinem <PURPOSE> , der Wert der
BLOCK_DEVICE <PURPOSE> Die Konfigurationsdateivariable
bezieht sich auf ein Blockgerat, das nicht mehr dieselben Daten
enthalt wie vor dem Hostausfall.

Nachster Schritt

"Wahlen Sie ,Wiederherstellung
starten®, um den Gateway-Knoten
zu konfigurieren."

"Wahlen Sie ,Wiederherstellung
starten®, um den Speicherknoten
zu konfigurieren."

"Wiederherstellung nach einem
Speichervolume-Fehler, wenn das
Systemlaufwerk intakt ist"


https://docs.netapp.com/de-de/storagegrid-119/maintain/selecting-start-recovery-to-configure-gateway-node.html
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https://docs.netapp.com/de-de/storagegrid-119/maintain/selecting-start-recovery-to-configure-storage-node.html
https://docs.netapp.com/de-de/storagegrid-119/maintain/selecting-start-recovery-to-configure-storage-node.html
https://docs.netapp.com/de-de/storagegrid-119/maintain/selecting-start-recovery-to-configure-storage-node.html
https://docs.netapp.com/de-de/storagegrid-119/maintain/recovering-from-storage-volume-failure-where-system-drive-is-intact.html
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Die Verwendung oder der Erwerb dieses Produkts stellt keine Lizenzierung im Rahmen eines Patentrechts,
Markenrechts oder eines anderen Rechts an geistigem Eigentum von NetApp dar.

Das in diesem Dokument beschriebene Produkt kann durch ein oder mehrere US-amerikanische Patente,
auslandische Patente oder anhangige Patentanmeldungen geschutzt sein.

ERLAUTERUNG ZU ,RESTRICTED RIGHTS*: Nutzung, Vervielfaltigung oder Offenlegung durch die US-
Regierung unterliegt den Einschrankungen gemaf Unterabschnitt (b)(3) der Klausel ,Rights in Technical Data
— Noncommercial ltems* in DFARS 252.227-7013 (Februar 2014) und FAR 52.227-19 (Dezember 2007).

Die hierin enthaltenen Daten beziehen sich auf ein kommerzielles Produkt und/oder einen kommerziellen
Service (wie in FAR 2.101 definiert) und sind Eigentum von NetApp, Inc. Alle technischen Daten und die
Computersoftware von NetApp, die unter diesem Vertrag bereitgestellt werden, sind gewerblicher Natur und
wurden ausschlie3lich unter Verwendung privater Mittel entwickelt. Die US-Regierung besitzt eine nicht
ausschlieBliche, nicht Gbertragbare, nicht unterlizenzierbare, weltweite, limitierte unwiderrufliche Lizenz zur
Nutzung der Daten nur in Verbindung mit und zur Unterstitzung des Vertrags der US-Regierung, unter dem
die Daten bereitgestellt wurden. Sofern in den vorliegenden Bedingungen nicht anders angegeben, durfen die
Daten ohne vorherige schriftliche Genehmigung von NetApp, Inc. nicht verwendet, offengelegt, vervielfaltigt,
geandert, aufgefiihrt oder angezeigt werden. Die Lizenzrechte der US-Regierung fir das US-
Verteidigungsministerium sind auf die in DFARS-Klausel 252.227-7015(b) (Februar 2014) genannten Rechte
beschrankt.

Markeninformationen

NETAPP, das NETAPP Logo und die unter http://www.netapp.com/TM aufgefihrten Marken sind Marken von
NetApp, Inc. Andere Firmen und Produktnamen kénnen Marken der jeweiligen Eigentiimer sein.
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