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So implementiert StorageGRID die S3 REST API

Widerspruchliche Clientanforderungen

Widerspruchliche Clientanforderungen, beispielsweise wenn zwei Clients auf denselben
Schlussel schreiben, werden nach dem Prinzip ,Latest Wins® gelost.

Der Zeitpunkt fir die Auswertung der ,Latest Wins“ basiert darauf, wann das StorageGRID -System eine
bestimmte Anfrage abschlie3t, und nicht darauf, wann S3-Clients einen Vorgang beginnen.

Konsistenzwerte

Konsistenz sorgt fur ein Gleichgewicht zwischen der Verfluigbarkeit der Objekte und der
Konsistenz dieser Objekte Uber verschiedene Speicherknoten und Standorte hinweg. Sie
konnen die Konsistenz je nach Anwendungsfall andern.

StandardmaRig garantiert StorageGRID die Lese-nach-Schreib-Konsistenz fiir neu erstellte Objekte. Jeder
GET nach einem erfolgreich abgeschlossenen PUT kann die neu geschriebenen Daten lesen.
Uberschreibungen vorhandener Objekte, Metadatenaktualisierungen und Léschungen sind letztendlich
konsistent. Die Ausbreitung von Uberschreibungen dauert im Allgemeinen Sekunden oder Minuten, kann aber
bis zu 15 Tage dauern.

Wenn Sie Objektoperationen mit einer anderen Konsistenz durchfihren méchten, konnen Sie:

* Geben Sie eine Konsistenz furjeder Eimer .
* Geben Sie eine Konsistenz firjede API-Operation .

+ Andern Sie die standardmaRige rasterweite Konsistenz, indem Sie eine der folgenden Aufgaben
ausfuhren:

o Gehen Sie im Grid Manager zu KONFIGURATION > System > Speichereinstellungen >
Standardkonsistenz.

Eine Anderung der rasterweiten Konsistenz gilt nur fiir Buckets, die nach der Anderung
der Einstellung erstellt wurden. Um die Details einer Anderung zu ermitteln, sehen Sie
sich das Audit-Protokoll an unter /var/local/log (Suche nach Konsistenzebene).

Konsistenzwerte

Die Konsistenz wirkt sich darauf aus, wie die Metadaten, die StorageGRID zum Verfolgen von Objekten
verwendet, zwischen Knoten verteilt werden und somit auf die Verfiigbarkeit von Objekten fiir
Clientanforderungen.

Sie kdnnen die Konsistenz fur einen Bucket oder eine API-Operation auf einen der folgenden Werte festlegen:

+ Alle: Alle Knoten erhalten die Daten sofort, andernfalls schiagt die Anfrage fehl.
 Stark global: Garantiert Lese-nach-Schreib-Konsistenz fiir alle Clientanforderungen auf allen Sites.

« Strong-Site: Garantiert die Lese-nach-Schreib-Konsistenz fir alle Clientanforderungen innerhalb einer



Site.

* Lesen nach neuem Schreiben: (Standard) Bietet Lese-nach-Schreib-Konsistenz fir neue Objekte und
letztendliche Konsistenz fur Objektaktualisierungen. Bietet hohe Verfligbarkeit und Datenschutzgarantien.
Fir die meisten Falle empfohlen.

« Verfiigbar: Bietet letztendliche Konsistenz sowohl fiir neue Objekte als auch fir Objektaktualisierungen.
Verwenden Sie es fir S3-Buckets nur nach Bedarf (z. B. flr einen Bucket, der Protokollwerte enthalt, die
selten gelesen werden, oder fur HEAD- oder GET-Operationen fir nicht vorhandene Schltssel). Wird fiir
S3 FabricPool Buckets nicht unterstitzt.

Verwenden Sie die Konsistenz ,,Lesen nach neuem Schreiben* und ,,Verfiigbar®.

Wenn ein HEAD- oder GET-Vorgang die Konsistenz ,Lesen nach neuem Schreiben” verwendet, fuhrt
StorageGRID die Suche in mehreren Schritten wie folgt durch:

* Es sucht zunachst mit geringer Konsistenz nach dem Objekt.

* Wenn diese Suche fehlschlagt, wird die Suche beim nachsten Konsistenzwert wiederholt, bis eine
Konsistenz erreicht wird, die dem Verhalten fir ,stark global“ entspricht.

Wenn ein HEAD- oder GET-Vorgang die Konsistenz ,Lesen nach neuem Schreiben® verwendet, das Objekt
jedoch nicht vorhanden ist, erreicht die Objektsuche immer eine Konsistenz, die dem Verhalten fir ,Strong-
Global* entspricht. Da fiir diese Konsistenz mehrere Kopien der Objektmetadaten an jedem Standort verfligbar
sein mussen, kann es zu einer hohen Anzahl interner Serverfehler vom Typ 500 kommen, wenn zwei oder
mehr Speicherknoten am selben Standort nicht verfigbar sind.

Sofern Sie keine Konsistenzgarantien ahnlich denen von Amazon S3 bendtigen, kdnnen Sie diese Fehler bei
HEAD- und GET-Vorgangen verhindern, indem Sie die Konsistenz auf ,Verfiigbar® setzen. Wenn ein HEAD-
oder GET-Vorgang die Konsistenz ,Verfugbar® verwendet, bietet StorageGRID nur die letztendliche
Konsistenz. Ein fehlgeschlagener Vorgang wird bei zunehmender Konsistenz nicht wiederholt, sodass es nicht
erforderlich ist, dass mehrere Kopien der Objektmetadaten verfiigbar sind.

Konsistenz fur API-Operation angeben

Um die Konsistenz flir eine einzelne API-Operation festzulegen, missen die Konsistenzwerte fiir die Operation
unterstiitzt werden und Sie missen die Konsistenz im Anforderungsheader angeben. In diesem Beispiel wird
die Konsistenz flr einen GetObject-Vorgang auf ,Strong-Site” festgelegt.

GET /bucket/object HTTP/1.1

Date: date

Authorization: authorization name
Host: host

Consistency-Control: strong-site

@ Sie mussen flr die PutObject- und GetObject-Vorgange dieselbe Konsistenz verwenden.

Konsistenz fur Bucket angeben

Um die Konsistenz fir den Bucket festzulegen, kénnen Sie das StorageGRID verwenden"PUT Bucket-
Konsistenz" Anfrage. Oder Sie kénnen"die Konsistenz eines Eimers andern" vom Mieterverwalter.

Beachten Sie beim Festlegen der Konsistenz fiir einen Bucket Folgendes:


put-bucket-consistency-request.html
put-bucket-consistency-request.html
../tenant/manage-bucket-consistency.html#change-bucket-consistency

* Durch das Festlegen der Konsistenz fir einen Bucket wird bestimmt, welche Konsistenz fir S3-
Operationen verwendet wird, die an den Objekten im Bucket oder an der Bucket-Konfiguration ausgefihrt
werden. Es hat keine Auswirkungen auf Vorgange am Bucket selbst.

» Die Konsistenz flir einen einzelnen API-Vorgang Uberschreibt die Konsistenz fir den Bucket.

* Im Allgemeinen sollten Buckets die Standardkonsistenz ,Lesen nach neuem Schreiben“ verwenden. Wenn
Anfragen nicht richtig funktionieren, andern Sie nach Moglichkeit das Verhalten des Anwendungsclients.
Oder konfigurieren Sie den Client so, dass die Konsistenz fur jede API-Anforderung angegeben wird.
Stellen Sie die Konsistenz auf Eimerebene nur als letztes Mittel ein.

[[Wie Konsistenzkontrollen und ILM-Regeln zusammenwirken]]Wie Konsistenz-
und ILM-Regeln den Datenschutz beeinflussen

Sowohl Ihre Wahl der Konsistenz als auch lhre ILM-Regel wirken sich darauf aus, wie Objekte geschutzt
werden. Diese Einstellungen kdnnen interagieren.

Beispielsweise wirkt sich die beim Speichern eines Objekts verwendete Konsistenz auf die anfangliche
Platzierung der Objektmetadaten aus, wahrend das fiir die ILM-Regel ausgewahlte Aufnahmeverhalten die
anfangliche Platzierung der Objektkopien beeinflusst. Da StorageGRID zur Erfillung von Clientanforderungen
Zugriff auf die Metadaten und Daten eines Objekts bendtigt, kann die Auswahl passender Schutzebenen flr
Konsistenz und Aufnahmeverhalten einen besseren anfanglichen Datenschutz und vorhersehbarere
Systemreaktionen bieten.

Die folgende"Aufnahmeoptionen” stehen fur ILM-Regeln zur Verfligung:

Doppeltes Commit

StorageGRID erstellt sofort Zwischenkopien des Objekts und meldet dem Client den Erfolg. Wenn méglich,
werden die in der ILM-Regel angegebenen Kopien erstellt.

Strikt

Alle in der ILM-Regel angegebenen Kopien missen erstellt werden, bevor dem Client der Erfolg gemeldet
wird.

Ausgewogen

StorageGRID versucht, bei der Aufnahme alle in der ILM-Regel angegebenen Kopien zu erstellen. Wenn
dies nicht moglich ist, werden Zwischenkopien erstellt und der Erfolg wird an den Client zurlickgegeben.
Die in der ILM-Regel angegebenen Kopien werden nach Méglichkeit erstellt.

Beispiel fur die Interaktion zwischen Konsistenz- und ILM-Regel

Angenommen, Sie haben ein Grid mit zwei Sites mit der folgenden ILM-Regel und der folgenden Konsistenz:
» ILM-Regel: Erstellen Sie zwei Objektkopien, eine am lokalen Standort und eine an einem Remote-
Standort. Verwenden Sie ein striktes Aufnahmeverhalten.
» Konsistenz: Stark global (Objektmetadaten werden sofort an alle Sites verteilt).

Wenn ein Client ein Objekt im Grid speichert, erstellt StorageGRID Kopien beider Objekte und verteilt
Metadaten an beide Sites, bevor dem Client die Erfolgsmeldung zuriickgegeben wird.

Zum Zeitpunkt der erfolgreichen Aufnahme der Nachricht ist das Objekt vollstandig vor Verlust geschitzt.
Wenn beispielsweise die lokale Site kurz nach der Aufnahme verloren geht, sind am Remote-Standort
weiterhin Kopien der Objektdaten und der Objektmetadaten vorhanden. Das Obijekt ist vollstandig abrufbar.


../ilm/data-protection-options-for-ingest.html

Wenn Sie stattdessen dieselbe ILM-Regel und die starke Site-Konsistenz verwenden, erhalt der Client
moglicherweise eine Erfolgsmeldung, nachdem die Objektdaten auf die Remote-Site repliziert wurden, aber
bevor die Objektmetadaten dorthin verteilt werden. In diesem Fall entspricht das Schutzniveau der
Objektmetadaten nicht dem Schutzniveau der Objektdaten. Wenn die lokale Site kurz nach der Aufnahme
verloren geht, gehen die Objektmetadaten verloren. Das Objekt kann nicht abgerufen werden.

Die Wechselbeziehung zwischen Konsistenz und ILM-Regeln kann komplex sein. Wenden Sie sich an NetApp
, wenn Sie Hilfe bendtigen.

Objektversionierung

Sie kdnnen den Versionsstatus eines Buckets festlegen, wenn Sie mehrere Versionen
jedes Objekts behalten mochten. Durch Aktivieren der Versionierung fir einen Bucket
konnen Sie vor dem versehentlichen Loschen von Objekten schutzen und fruhere
Versionen eines Objekts abrufen und wiederherstellen.

Das StorageGRID -System implementiert Versionierung mit Unterstitzung fir die meisten Funktionen und mit
einigen Einschrankungen. StorageGRID unterstitzt bis zu 10.000 Versionen jedes Objekts.

Die Objektversionierung kann mit StorageGRID Information Lifecycle Management (ILM) oder mit der S3-
Bucket-Lebenszykluskonfiguration kombiniert werden. Sie miissen die Versionierung fur jeden Bucket explizit
aktivieren. Wenn die Versionierung fur einen Bucket aktiviert ist, wird jedem dem Bucket hinzugefligten Objekt
eine Versions-ID zugewiesen, die vom StorageGRID -System generiert wird.

Die Verwendung von MFA (Multi-Faktor-Authentifizierung) zum Léschen wird nicht unterstitzt.

@ Die Versionierung kann nur fir Buckets aktiviert werden, die mit StorageGRID Version 10.3 oder
héher erstellt wurden.

ILM und Versionierung

ILM-Richtlinien werden auf jede Version eines Objekts angewendet. Ein ILM-Scanprozess scannt kontinuierlich
alle Objekte und wertet sie anhand der aktuellen ILM-Richtlinie neu aus. Alle Anderungen, die Sie an ILM-
Richtlinien vornehmen, werden auf alle zuvor aufgenommenen Objekte angewendet. Dies schlieldt zuvor
aufgenommene Versionen ein, wenn die Versionierung aktiviert ist. Beim ILM-Scannen werden neue ILM-
Anderungen auf zuvor aufgenommene Objekte angewendet.

Fir S3-Objekte in Buckets mit aktivierter Versionierung kénnen Sie mit der Versionierungsunterstiitzung ILM-
Regeln erstellen, die ,Nicht aktuelle Zeit* als Referenzzeit verwenden (wahlen Sie Ja fur die Frage ,Diese
Regel nur auf altere Objektversionen anwenden?” in"Schritt 1 des Assistenten ,ILM-Regel erstellen®' ). Wenn
ein Objekt aktualisiert wird, werden seine vorherigen Versionen nicht mehr aktuell. Mithilfe eines Filters ,Nicht
aktuelle Zeit* kdnnen Sie Richtlinien erstellen, die die Speicherauswirkungen friiherer Objektversionen
reduzieren.

Wenn Sie eine neue Version eines Objekts mithilfe eines mehrteiligen Uploadvorgangs
hochladen, gibt die nicht aktuelle Zeit fir die urspriingliche Version des Objekts an, wann der

@ mehrteilige Upload fir die neue Version erstellt wurde, und nicht, wann der mehrteilige Upload
abgeschlossen wurde. In seltenen Fallen kann die nicht aktuelle Zeit der Originalversion
Stunden oder Tage vor der Zeit der aktuellen Version liegen.

Ahnliche Informationen


../ilm/create-ilm-rule-enter-details.html

* "So werden versionierte S3-Objekte geldscht"

* "[LM-Regeln und -Richtlinien fur versionierte S3-Objekte (Beispiel 4)" .

Verwenden Sie die S3 REST API, um S3 Object Lock zu
konfigurieren

Wenn die globale S3-Objektsperre-Einstellung fur lhr StorageGRID System aktiviert ist,
konnen Sie Buckets mit aktivierter S3-Objektsperre erstellen. Sie kdnnen die
Standardaufbewahrung fur jeden Bucket oder Aufbewahrungseinstellungen fur jede
Objektversion angeben.

So aktivieren Sie die S3-Objektsperre fiir einen Bucket

Wenn die globale S3-Objektsperre-Einstellung fur Ihr StorageGRID System aktiviert ist, kdnnen Sie die S3-
Objektsperre optional aktivieren, wenn Sie jeden Bucket erstellen.

S3 Object Lock ist eine permanente Einstellung, die nur aktiviert werden kann, wenn Sie einen Bucket
erstellen. Sie kdnnen die S3-Objektsperre nicht hinzufligen oder deaktivieren, nachdem ein Bucket erstellt
wurde.

Um die S3-Objektsperre fir einen Bucket zu aktivieren, verwenden Sie eine der folgenden Methoden:

* Erstellen Sie den Bucket mit dem Tenant Manager. Sehen "S3-Bucket erstellen” .
* Erstellen Sie den Bucket mithilfe einer CreateBucket-Anforderung mit dem x-amz-bucket-object-
lock-enabled Anforderungsheader. Sehen "Operationen an Buckets" .

S3 Object Lock erfordert eine Bucket-Versionierung, die beim Erstellen des Buckets automatisch aktiviert wird.
Sie kénnen die Versionsverwaltung flr den Bucket nicht aussetzen. Sehen "Objektversionierung" .

Standardaufbewahrungseinstellungen fur einen Bucket

Wenn S3 Object Lock fiir einen Bucket aktiviert ist, kbnnen Sie optional die Standardaufbewahrung fir den
Bucket aktivieren und einen Standardaufbewahrungsmodus und eine Standardaufbewahrungsdauer angeben.

Standardaufbewahrungsmodus

* Im COMPLIANCE-Modus:
o Das Objekt kann erst geléscht werden, wenn sein Aufbewahrungsdatum erreicht ist.
o Das Aufbewahrungsdatum des Objekts kann erhéht, aber nicht verringert werden.
> Das Aufbewahrungsdatum des Objekts kann erst entfernt werden, wenn dieses Datum erreicht ist.

* Im GOVERNANCE-Modus:

° Benutzer mit der s3:BypassGovernanceRetention Berechtigung kann die x-amz-bypass-
governance-retention: true Anforderungsheader zum Umgehen der
Aufbewahrungseinstellungen.

o Diese Benutzer kdnnen eine Objektversion |6schen, bevor ihr Aufbewahrungsdatum erreicht ist.

> Diese Benutzer kdnnen das Aufbewahrungsdatum eines Objekts erhdhen, verringern oder entfernen.


https://docs.netapp.com/de-de/storagegrid-119/ilm/how-objects-are-deleted.html#delete-s3-versioned-objects
https://docs.netapp.com/de-de/storagegrid-119/ilm/example-4-ilm-rules-and-policy-for-s3-versioned-objects.html
https://docs.netapp.com/de-de/storagegrid-119/tenant/creating-s3-bucket.html
https://docs.netapp.com/de-de/storagegrid-119/s3/operations-on-buckets.html

Standardaufbewahrungsdauer

Fir jeden Bucket kann eine Standardaufbewahrungsdauer in Jahren oder Tagen angegeben werden.

So legen Sie die Standardaufbewahrung fiir einen Bucket fest

Um die Standardaufbewahrung fir einen Bucket festzulegen, verwenden Sie eine der folgenden Methoden:

* Verwalten Sie die Bucket-Einstellungen Gber den Tenant Manager. Sehen"Erstellen eines S3-Buckets"
Und"Standardaufbewahrung fiir S3 Object Lock aktualisieren" .

* Geben Sie eine PutObjectLockConfiguration-Anforderung fiir den Bucket aus, um den Standardmodus und
die Standardanzahl von Tagen oder Jahren anzugeben.

PutObjectLockConfiguration

Mit der PutObjectLockConfiguration-Anforderung kdnnen Sie den Standardaufbewahrungsmodus und die
Standardaufbewahrungsdauer fir einen Bucket festlegen und andern, bei dem S3 Object Lock aktiviert ist. Sie
kdnnen auch zuvor konfigurierte Standardaufbewahrungseinstellungen entfernen.

Wenn neue Objektversionen in den Bucket aufgenommen werden, wird der Standardaufbewahrungsmodus
angewendet, wenn x-amz-object-lock-mode Und x-amz-object-lock-retain-until-date sind
nicht angegeben. Die Standardaufbewahrungsfrist wird zur Berechnung des Aufbewahrungs-bis-Datums
verwendet, wenn x-amz-object-lock-retain-until-date ist nicht angegeben.

Wenn die Standardaufbewahrungsfrist nach der Aufnahme einer Objektversion geandert wird, bleibt das
Aufbewahrungsdatum der Objektversion gleich und wird nicht anhand der neuen Standardaufbewahrungsfrist
neu berechnet.

Sie mussen Uber die s3: PutBucketObjectLockConfiguration Berechtigung oder Root-Konto sein, um
diesen Vorgang abzuschliel3en.

Der Content-MD5 Der Anforderungsheader muss in der PUT-Anforderung angegeben werden.

Anforderungsbeispiel

Dieses Beispiel aktiviert S3 Object Lock fur einen Bucket und legt den Standardaufbewahrungsmodus auf
COMPLIANCE und die Standardaufbewahrungsdauer auf 6 Jahre fest.


../tenant/creating-s3-bucket.html
../tenant/update-default-retention-settings.html

PUT /bucket?object-lock HTTP/1.1

Accept-Encoding: identity

Content-Length: 308

Host: host

Content-MD5: request header

User-Agent: s3sign/1.0.0 requests/2.24.0 python/3.8.2
X-Amz-Date: date

X-Amz-Content-SHA256: authorization-string
Authorization: authorization-string

<ObjectLockConfiguration>
<ObjectLockEnabled>Enabled</ObjectLockEnabled>
<Rule>
<DefaultRetention>
<Mode>COMPLIANCE</Mode>
<Years>6</Years>
</DefaultRetention>
</Rule>
</ObjectLockConfiguration>

So bestimmen Sie die Standardaufbewahrung fur einen Bucket

Um festzustellen, ob S3 Object Lock flir einen Bucket aktiviert ist, und um den Standardaufbewahrungsmodus
und die Aufbewahrungsdauer anzuzeigen, verwenden Sie eine der folgenden Methoden:
« Zeigen Sie den Bucket im Mandanten-Manager an. Sehen "S3-Buckets anzeigen" .

» Geben Sie eine GetObjectLockConfiguration-Anforderung aus.

GetObjectLockConfiguration

Mit der GetObjectLockConfiguration-Anforderung kénnen Sie feststellen, ob die S3-Objektsperre flr einen
Bucket aktiviert ist. Wenn dies der Fall ist, kdnnen Sie priifen, ob flr den Bucket ein
Standardaufbewahrungsmodus und eine Standardaufbewahrungsdauer konfiguriert sind.

Wenn neue Objektversionen in den Bucket aufgenommen werden, wird der Standardaufbewahrungsmodus
angewendet, wenn x—-amz-object-lock-mode ist nicht angegeben. Die Standardaufbewahrungsfrist wird
zur Berechnung des Aufbewahrungs-bis-Datums verwendet, wenn x-amz-object-lock-retain-until-
date ist nicht angegeben.

Sie mussen Uber die s3:GetBucketObjectLockConfiguration Berechtigung oder Root-Konto sein, um
diesen Vorgang abzuschliel3en.

Anforderungsbeispiel


https://docs.netapp.com/de-de/storagegrid-119/tenant/viewing-s3-bucket-details.html

GET /bucket?object-lock HTTP/1.1

Host: host

Accept-Encoding: identity

User-Agent: aws-cli/1.18.106 Python/3.8.2 Linux/4.4.0-18362-Microsoft
botocore/1.17.29

x—amz-date: date

x—amz-content-sha256: authorization-string

Authorization: authorization-string

Antwortbeispiel

HTTP/1.1 200 OK

x—amz-id-2:

1VmcB70XXJRKkRHIFiVgll51/T24gRfpwpuZrEGL1Bb9TImOMAAe 980xSpX1knabAOLTvBYJIpSIX
k=

x—amz-request-id: B34E94CACB2CEF6D

Date: Fri, 04 Sep 2020 22:47:09 GMT

Transfer-Encoding: chunked

Server: AmazonS3

<?xml version="1.0" encoding="UTF-8"?>
<ObjectLockConfiguration xmlns="http://s3.amazonaws.com/doc/2006-03-01/">
<ObjectLockEnabled>Enabled</ObjectLockEnabled>
<Rule>
<DefaultRetention>
<Mode>COMPLIANCE</Mode>
<Years>6</Years>
</DefaultRetention>
</Rule>
</ObjectLockConfiguration>

So legen Sie Aufbewahrungseinstellungen fir ein Objekt fest

Ein Bucket mit aktivierter S3 Object Lock kann eine Kombination aus Objekten mit und ohne S3 Object Lock-
Aufbewahrungseinstellungen enthalten.

Aufbewahrungseinstellungen auf Objektebene werden mithilfe der S3 REST-API angegeben. Die
Aufbewahrungseinstellungen fir ein Objekt Gberschreiben alle Standardaufbewahrungseinstellungen fir den
Bucket.

Sie kdnnen fur jedes Objekt die folgenden Einstellungen festlegen:

* Aufbewahrungsmodus: Entweder COMPLIANCE oder GOVERNANCE.

» Aufbewahrungsdatum: Ein Datum, das angibt, wie lange die Objektversion von StorageGRID aufbewahrt
werden muss.



> Wenn das Aufbewahrungsdatum im COMPLIANCE-Modus in der Zukunft liegt, kann das Objekt zwar
abgerufen, aber nicht geandert oder geléscht werden. Das Aufbewahrungsdatum kann verlangert
werden, es kann jedoch nicht verkiirzt oder entfernt werden.

o Im GOVERNANCE-Modus kénnen Benutzer mit Sonderberechtigung die Einstellung ,,Aufbewahren bis
Datum® umgehen. Sie konnen eine Objektversion |6schen, bevor ihre Aufbewahrungsfrist abgelaufen
ist. Sie kdnnen das Aufbewahrungsdatum auch verlangern, verkirzen oder sogar entfernen.

» Rechtliche Sperre: Durch Anwenden einer rechtlichen Sperre auf eine Objektversion wird dieses Objekt
sofort gesperrt. Beispielsweise missen Sie moglicherweise ein Objekt, das mit einer Untersuchung oder
einem Rechtsstreit in Zusammenhang steht, rechtlich sperren. Eine rechtliche Sperre hat kein
Ablaufdatum, sondern bleibt bestehen, bis sie ausdricklich aufgehoben wird.

Die Einstellung fur die rechtliche Aufbewahrung eines Objekts ist unabhangig vom Aufbewahrungsmodus
und dem Aufbewahrungsdatum. Wenn eine Objektversion einer rechtlichen Sperre unterliegt, kann
niemand diese Version ldschen.

Um S3 Object Lock-Einstellungen anzugeben, wenn Sie einem Bucket eine Objektversion hinzufligen, fiihren
Sie einen"PutObject" ,"Objekt kopieren" , oder"CreateMultipartUpload" Anfrage.

Sie kénnen Folgendes verwenden:

* x—amz-object-lock-mode, wobei COMPLIANCE oder GOVERNANCE (Grol-/Kleinschreibung
beachten) lauten kann.

@ Wenn Sie angeben x-amz-object-lock-mode mussen Sie aullerdem angeben x-amz-
object-lock-retain-until-date.

* x—amz-object-lock-retain-until-date

° Der Wert fir das Retain-until-Datum muss das Format haben 2020-08-10T21:46:007 .
Sekundenbruchteile sind zuldssig, es bleiben jedoch nur 3 Dezimalstellen erhalten
(Millisekundengenauigkeit). Andere ISO 8601-Formate sind nicht zulassig.

o Das Aufbewahrungsdatum muss in der Zukunft liegen.

* x—amz-object-lock-legal-hold

Wenn die rechtliche Sperre aktiviert ist (Grof3-/Kleinschreibung beachten), wird das Objekt einer
rechtlichen Sperre unterzogen. Wenn die rechtliche Sperre deaktiviert ist, wird keine rechtliche Sperre
verhangt. Jeder andere Wert fuhrt zu einem 400 Bad Request (InvalidArgument)-Fehler.

Wenn Sie einen dieser Anforderungsheader verwenden, beachten Sie die folgenden Einschrankungen:

* Der Content-MD5 Anforderungsheader ist erforderlich, falls vorhanden x-amz-object-lock-* Der
Anforderungsheader ist in der PutObject-Anforderung vorhanden. Content-MD5 ist fur CopyObject oder
CreateMultipartUpload nicht erforderlich.

* Wenn fir den Bucket die S3-Objektsperre nicht aktiviert ist und ein x-amz-object-1lock-* Wenn kein
Anforderungsheader vorhanden ist, wird der Fehler ,400 Bad Request (InvalidRequest)“ zurtickgegeben.

* Die PutObject-Anforderung unterstiitzt die Verwendung von x-amz-storage-class:
REDUCED REDUNDANCY um dem AWS-Verhalten zu entsprechen. Wenn jedoch ein Objekt in einen Bucket
mit aktivierter S3-Objektsperre aufgenommen wird, flihrt StorageGRID immer eine Aufnahme mit
doppeltem Commit durch.


put-object.html
put-object-copy.html
initiate-multipart-upload.html

* Eine nachfolgende GET- oder HeadObject-Versionsantwort enthalt die Header x-amz-object-lock-
mode , x-—amz-object-lock-retain-until-date, Und x-amz-object-lock-legal-hold,
sofern konfiguriert und der Absender der Anfrage Uber die richtige s3: Get* Berechtigungen.

Sie kdnnen die s3:object-lock-remaining-retention-days Richtlinienbedingungsschlissel, um die
minimal und maximal zuldssigen Aufbewahrungsfristen fir Ihre Objekte zu begrenzen.

So aktualisieren Sie die Aufbewahrungseinstellungen fir ein Objekt

Wenn Sie die Einstellungen fur die gesetzliche Aufbewahrungspflicht oder die Aufbewahrungsdauer fir eine
vorhandene Objektversion aktualisieren missen, konnen Sie die folgenden Vorgange fir die
Objektunterressource ausfiihren:

* PutObjectLegalHold

Wenn der neue Wert fur die rechtliche Sperre EIN ist, wird das Objekt einer rechtlichen Sperre unterzogen.
Wenn der Legal-Hold-Wert auf ,AUS" gesetzt ist, wird der Legal Hold aufgehoben.

®* PutObjectRetention
o Der Moduswert kann COMPLIANCE oder GOVERNANCE sein (Grof3-/Kleinschreibung beachten).

° Der Wert fir das Retain-until-Datum muss das Format haben 2020-08-10T21:46:00% .
Sekundenbruchteile sind zulassig, es bleiben jedoch nur 3 Dezimalstellen erhalten
(Millisekundengenauigkeit). Andere 1ISO 8601-Formate sind nicht zulassig.

> Wenn fiur eine Objektversion ein vorhandenes Aufbewahrungsdatum vorhanden ist, kbnnen Sie dieses
nur erhdhen. Der neue Wert muss in der Zukunft liegen.

So verwenden Sie den GOVERNANCE-Modus

Benutzer mit der s3:BypassGovernanceRetention Die Berechtigung kann die aktiven
Aufbewahrungseinstellungen eines Objekts umgehen, das den GOVERNANCE-Modus verwendet. Alle
DELETE- oder PutObjectRetention-Vorgange missen Folgendes enthalten: x-amz-bypass—-governance-
retention:true Anforderungsheader. Diese Benutzer kdnnen die folgenden zusatzlichen Vorgange
ausfuhren:

* FUhren Sie die Vorgange ,DeleteObject” oder ,DeleteObjects” aus, um eine Objektversion zu I6schen,
bevor ihre Aufbewahrungsfrist abgelaufen ist.

Objekte, die einer rechtlichen Sperre unterliegen, kdnnen nicht geldéscht werden. Die rechtliche Sperre
muss deaktiviert sein.

» FUhren Sie PutObjectRetention-Vorgange durch, die den Modus einer Objektversion von GOVERNANCE
in COMPLIANCE andern, bevor die Aufbewahrungsfrist des Objekts abgelaufen ist.

Ein Wechsel des Modus von COMPLIANCE zu GOVERNANCE ist niemals zulassig.

* FUhren Sie PutObjectRetention-Vorgange durch, um die Aufbewahrungsdauer einer Objektversion zu
erhodhen, zu verringern oder zu entfernen.

Ahnliche Informationen
+ "Verwalten von Objekten mit S3 Object Lock"

+ "Verwenden Sie S3 Object Lock, um Objekte beizubehalten"
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* "Amazon Simple Storage Service-Benutzerhandbuch: Sperren von Objekten"

Erstellen einer S3-Lebenszykluskonfiguration

Sie kdnnen eine S3-Lebenszykluskonfiguration erstellen, um zu steuern, wann bestimmte
Objekte aus dem StorageGRID System geldscht werden.

Das einfache Beispiel in diesem Abschnitt veranschaulicht, wie eine S3-Lebenszykluskonfiguration steuern
kann, wann bestimmte Objekte aus bestimmten S3-Buckets geldscht werden (ablaufen). Das Beispiel in
diesem Abschnitt dient nur zur Veranschaulichung. Ausfihrliche Informationen zum Erstellen von S3-
Lebenszykluskonfigurationen finden Sie unter "Amazon Simple Storage Service-Benutzerhandbuch: Objekt-
Lebenszyklusverwaltung" . Beachten Sie, dass StorageGRID nur Ablaufaktionen untersttitzt, keine
Ubergangsaktionen.

Was ist eine Lebenszykluskonfiguration?

Eine Lebenszykluskonfiguration ist ein Satz von Regeln, die auf die Objekte in bestimmten S3-Buckets
angewendet werden. Jede Regel gibt an, welche Objekte betroffen sind und wann diese Objekte ablaufen (an
einem bestimmten Datum oder nach einer bestimmten Anzahl von Tagen).

StorageGRID unterstitzt bis zu 1.000 Lebenszyklusregeln in einer Lebenszykluskonfiguration. Jede Regel
kann die folgenden XML-Elemente enthalten:

» Ablauf: L6schen Sie ein Objekt, wenn ein bestimmtes Datum erreicht ist oder wenn eine bestimmte Anzahl
von Tagen ab dem Zeitpunkt der Aufnahme des Objekts abgelaufen ist.

* NoncurrentVersionExpiration: Léschen Sie ein Objekt, wenn eine angegebene Anzahl von Tagen erreicht
ist, beginnend mit dem Zeitpunkt, an dem das Objekt nicht mehr aktuell ist.

* Filter (Prafix, Tag)
 Status
+ AUSWEIS

Jedes Objekt folgt den Aufbewahrungseinstellungen entweder eines S3-Bucket-Lebenszyklus oder einer ILM-
Richtlinie. Wenn ein S3-Bucket-Lebenszyklus konfiguriert ist, iberschreiben die Aktionen zum Ablauf des
Lebenszyklus die ILM-Richtlinie fiir Objekte, die dem Bucket-Lebenszyklusfilter entsprechen. Objekte, die nicht
dem Bucket-Lebenszyklusfilter entsprechen, verwenden die Aufbewahrungseinstellungen der ILM-Richtlinie.
Wenn ein Objekt einem Bucket-Lebenszyklusfilter entspricht und keine Ablaufaktionen explizit angegeben sind,
werden die Aufbewahrungseinstellungen der ILM-Richtlinie nicht verwendet und es wird davon ausgegangen,
dass Objektversionen fir immer aufbewahrt werden. Sehen "Beispielprioritaten fur den S3-Bucket-
Lebenszyklus und die ILM-Richtlinie" .

Dies kann dazu fiihren, dass ein Objekt aus dem Raster entfernt wird, obwohl die Platzierungsanweisungen in
einer ILM-Regel weiterhin fir das Objekt gelten. Oder ein Objekt kann auf dem Raster verbleiben, auch wenn
alle ILM-Platzierungsanweisungen fir das Objekt abgelaufen sind. Weitere Informationen finden Sie unter
"Funktionsweise von ILM wahrend der gesamten Lebensdauer eines Objekts" .

Die Bucket-Lebenszykluskonfiguration kann mit Buckets verwendet werden, bei denen S3
Object Lock aktiviert ist. Fur altere konforme Buckets wird die Bucket-Lebenszykluskonfiguration
jedoch nicht unterstitzt.

StorageGRID unterstitzt die Verwendung der folgenden Bucket-Operationen zur Verwaltung von
Lebenszykluskonfigurationen:
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 DeleteBucketLifecycle
» GetBucketLifecycleConfiguration

» PutBucketLifecycleConfiguration

Lebenszykluskonfiguration erstellen

Als ersten Schritt beim Erstellen einer Lebenszykluskonfiguration erstellen Sie eine JSON-Datei, die eine oder
mehrere Regeln enthalt. Diese JSON-Datei enthalt beispielsweise die folgenden drei Regeln:

1. Regel 1 gilt nur fir Objekte, die dem Préafix entsprechen categoryl / und die haben eine key2 Wert von
tag2 . Der Expiration Der Parameter gibt an, dass Objekte, die dem Filter entsprechen, am 22. August
2020 um Mitternacht ablaufen.

2. Regel 2 gilt nur fir Objekte, die dem Préfix entsprechen category?2 /. Der Expiration Der Parameter
gibt an, dass Objekte, die dem Filter entsprechen, 100 Tage nach ihrer Aufnahme ablaufen.

Regeln, die eine Anzahl von Tagen angeben, beziehen sich auf den Zeitpunkt der Aufnahme

@ des Objekts. Wenn das aktuelle Datum das Aufnahmedatum plus die Anzahl der Tage
Uberschreitet, werden einige Objekte moglicherweise aus dem Bucket entfernt, sobald die
Lebenszykluskonfiguration angewendet wird.

3. Regel 3 gilt nur fir Objekte, die dem Préafix entsprechen category3 /. Der Expiration Der Parameter
gibt an, dass alle nicht aktuellen Versionen Ubereinstimmender Objekte 50 Tage, nachdem sie nicht mehr
aktuell sind, ablaufen.
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"Rules": [

{

"ID": "rulel",
"Filter": {
"And": |
"Prefix": "categoryl/",
"Tags": [
{
"Key": "key2",
"Value": "tag2"
}
]
}
by
"Expiration": {
"Date": "2020-08-22T00:00:002"
by
"Status": "Enabled"
by
{
"ID": "rule2",
"Filter": {

"Prefix": "category2/"
b
"Expiration": {
"Days": 100
b
"Status": "Enabled"

"ID": "rule3",

"Filter": {
"Prefix": "category3/"

by

"NoncurrentVersionExpiration": {
"NoncurrentDays": 50

bo

"Status": "Enabled"
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Lebenszykluskonfiguration auf Bucket anwenden

Nachdem Sie die Lebenszyklus-Konfigurationsdatei erstellt haben, wenden Sie sie auf einen Bucket an, indem
Sie eine PutBucketLifecycleConfiguration-Anforderung senden.

Diese Anfrage wendet die Lebenszykluskonfiguration in der Beispieldatei auf Objekte in einem Bucket namens
testbucket .

aws s3apil --endpoint-url <StorageGRID endpoint> put-bucket-lifecycle-
configuration

--bucket testbucket --lifecycle-configuration file://bktjson.json

Um zu Uberpriifen, ob eine Lebenszykluskonfiguration erfolgreich auf den Bucket angewendet wurde, senden
Sie eine GetBucketLifecycleConfiguration-Anforderung. Beispiel:

aws s3api —--endpoint-url <StorageGRID endpoint> get-bucket-lifecycle-
configuration
--bucket testbucket

Eine erfolgreiche Antwort listet die Lebenszykluskonfiguration auf, die Sie gerade angewendet haben.

Uberpriifen Sie, ob das Ablaufdatum des Bucket-Lebenszyklus fiir das Objekt gilt

Sie kdnnen beim Ausgeben einer PutObject-, HeadObject- oder GetObject-Anforderung feststellen, ob eine
Ablaufregel in der Lebenszykluskonfiguration auf ein bestimmtes Objekt zutrifft. Wenn eine Regel zutrifft,
enthalt die Antwort eine Expiration Parameter, der angibt, wann das Objekt ablauft und welche Ablaufregel
erfullt wurde.

Da der Bucket-Lebenszyklus ILM aufier Kraft setzt, expiry-date angezeigt wird das
(D tatsachliche Datum, an dem das Objekt geldscht wird. Weitere Informationen finden Sie unter
"So wird die Objektaufbewahrung bestimmt" .

Beispielsweise wurde diese PutObject-Anforderung am 22. Juni 2020 ausgegeben und platziert ein Objekt in
der testbucket Eimer.

aws s3api --endpoint-url <StorageGRID endpoint> put-object
—--bucket testbucket --key obj2test2 --body bktjson.json

Die Erfolgsantwort gibt an, dass das Objekt in 100 Tagen (01. Oktober 2020) ablauft und dass es Regel 2 der
Lebenszykluskonfiguration entspricht.
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*"Expiration": "expiry-date=\"Thu, 01 Oct 2020 09:07:49 GMT\", rule-
id=\"rule2\"",
"ETag": "\"9762f8a803bc34f5340579d4446076£7\""

Beispielsweise wurde diese HeadObject-Anforderung verwendet, um Metadaten fiir dasselbe Objekt im
Testbucket-Bucket abzurufen.

aws s3api --endpoint-url <StorageGRID endpoint> head-object
--bucket testbucket --key obj2test?2

Die Erfolgsantwort enthalt die Metadaten des Objekts und gibt an, dass das Objekt in 100 Tagen ablauft und
Regel 2 entspricht.

"AcceptRanges": "bytes",

*"Expiration": "expiry-date=\"Thu, 01 Oct 2020 09:07:48 GMT\", rule-
id=\"rule2\"",

"LastModified": "2020-06-23T09:07:48+00:00",

"ContentLength": 921,

"ETag": "\"9762f8a803bc34£5340579d4446076£7\""

"ContentType": "binary/octet-stream",

"Metadata": {}

(D FUr Buckets mit aktivierter Versionierung gilt: x-amz-expiration Der Antwortheader gilt nur
fur aktuelle Versionen von Objekten.

Empfehlungen zur Implementierung der S3 REST API

Sie sollten diese Empfehlungen befolgen, wenn Sie die S3 REST-API zur Verwendung
mit StorageGRID implementieren.

Empfehlungen fiir HEADs zu nicht vorhandenen Objekten

Wenn lhre Anwendung routinemafig pruft, ob ein Objekt an einem Pfad existiert, an dem Sie das Objekt nicht
erwarten, sollten Sie die Option "Verfligbar" verwenden."Konsistenz" . Sie sollten beispielsweise die
Konsistenz ,Verfigbar verwenden, wenn Ihre Anwendung einen HEAD fir einen Speicherort vor dem PUT
anwendet.

Andernfalls kann es vorkommen, dass Sie, wenn der HEAD-Vorgang das Objekt nicht findet, eine grol3e
Anzahl interner Serverfehler vom Typ 500 erhalten, wenn zwei oder mehr Speicherknoten am selben Standort
nicht verfugbar sind oder ein Remote-Standort nicht erreichbar ist.
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Sie kdnnen die "Verfiigbare" Konsistenz fir jeden Bucket mithilfe der"PUT Bucket-Konsistenz" Anfrage, oder
Sie kdénnen die Konsistenz im Anfrageheader fiir eine einzelne API-Operation angeben.

Empfehlungen fiir Objektschlissel

Befolgen Sie diese Empfehlungen fur Objektschlisselnamen, basierend auf dem Zeitpunkt der ersten
Erstellung des Buckets.

Buckets, die in StorageGRID 11.4 oder friiher erstellt wurden

* Verwenden Sie keine zufalligen Werte als die ersten vier Zeichen der Objektschlissel. Dies steht im
Gegensatz zur friheren AWS-Empfehlung fur Schlisselprafixe. Verwenden Sie stattdessen nicht zufallige,
nicht eindeutige Prafixe, wie etwa image .

» Wenn Sie der friheren AWS-Empfehlung folgen, zuféallige und eindeutige Zeichen in Schlisselprafixen zu
verwenden, stellen Sie den Objektschlisseln einen Verzeichnisnamen voran. Das heil’t, verwenden Sie
dieses Format:

mybucket/mydir/f8e3-image3132.jpg
Anstelle dieses Formats:

mybucket/f8e3-image3132.jpg

In StorageGRID 11.4 oder hoher erstellte Buckets

Eine Einschrankung der Objektschllisselnamen zur Einhaltung der Best Practices fiir die Leistung ist nicht
erforderlich. In den meisten Fallen kénnen Sie fur die ersten vier Zeichen von Objektschllisselnamen zufallige
Werte verwenden.

Eine Ausnahme hiervon stellt ein S3-Workload dar, der kontinuierlich alle Objekte nach kurzer
Zeit entfernt. Um die Auswirkungen auf die Leistung in diesem Anwendungsfall zu minimieren,
variieren Sie alle paar tausend Objekte einen flihrenden Teil des Schlliisselnamens mit etwas
wie dem Datum. Nehmen wir beispielsweise an, dass ein S3-Client normalerweise 2.000
Objekte/Sekunde schreibt und die ILM- oder Bucket-Lebenszyklusrichtlinie alle Objekte nach
drei Tagen entfernt. Um die Auswirkungen auf die Leistung zu minimieren, konnen Sie Schlissel
nach einem Muster wie diesem benennen: /mybucket/mydir/yyyymmddhhmmss-
random UUID.jpg

Empfehlungen fiir ,,Range Reads*

Wenn die"globale Option zum Komprimieren gespeicherter Objekte" aktiviert ist, sollten S3-
Clientanwendungen die Durchfuihrung von GetObject-Operationen vermeiden, die einen zurlickzugebenden
Bytebereich angeben. Diese ,Range Read“-Operationen sind ineffizient, da StorageGRID die Objekte effektiv
dekomprimieren muss, um auf die angeforderten Bytes zuzugreifen. GetObject-Operationen, die einen kleinen
Bytebereich aus einem sehr grof3en Objekt anfordern, sind besonders ineffizient. Beispielsweise ist es
ineffizient, einen 10 MB groRen Bereich aus einem komprimierten 50 GB-Objekt zu lesen.

Wenn Bereiche aus komprimierten Objekten gelesen werden, kann es bei Clientanforderungen zu einer
Zeitiberschreitung kommen.

@ Wenn Sie Objekte komprimieren missen und Ihre Clientanwendung Bereichslesevorgange
verwenden muss, erhdhen Sie das Lesezeitlimit fir die Anwendung.
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