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Stilllegungsstandort

Uberlegungen zum Entfernen einer Site

Bevor Sie das Verfahren zur Auf3erbetriebnahme einer Site zum Entfernen einer Site
verwenden, miissen Sie die Uberlegungen Uberprifen.

Was passiert, wenn Sie eine Site auer Betrieb nehmen?

Wenn Sie eine Site aul3er Betrieb nehmen, entfernt StorageGRID dauerhaft alle Knoten an der Site und die
Site selbst aus dem StorageGRID -System.

Wenn das Verfahren zur AuRerbetriebnahme des Standorts abgeschlossen ist:

 Sie kdnnen StorageGRID nicht mehr verwenden, um die Site oder einen der Knoten auf der Site
anzuzeigen oder darauf zuzugreifen.

« Sie kénnen keine Speicherpools oder Erasure-Coding-Profile mehr verwenden, die auf die Site verwiesen.
Wenn StorageGRID eine Site aul3er Betrieb nimmt, entfernt es automatisch diese Speicherpools und
deaktiviert diese Erasure-Coding-Profile.

Unterschiede zwischen den Stilllegungsverfahren fur verbundene und getrennte
Standorte

Sie kénnen das Verfahren zur Site-AulRerbetriebnahme verwenden, um eine Site zu entfernen, bei der alle
Knoten mit StorageGRID verbunden sind (als Aulerbetriebnahme einer verbundenen Site bezeichnet), oder
um eine Site zu entfernen, bei der alle Knoten von StorageGRID getrennt sind (als AufRerbetriebnahme einer
getrennten Site bezeichnet). Bevor Sie beginnen, miissen Sie die Unterschiede zwischen diesen Verfahren
verstehen.

@ Wenn eine Site eine Mischung aus verbundenen (0 ) und getrennte Knoten (@ oder@ ),
mussen Sie alle Offline-Knoten wieder online bringen.

» Durch die AuRRerbetriebnahme einer verbundenen Site kdnnen Sie eine Betriebssite aus dem StorageGRID
-System entfernen. Sie kdnnen beispielsweise eine verbundene Site-AulRerbetriebnahme durchfiihren, um
eine Site zu entfernen, die zwar funktioniert, aber nicht mehr bendtigt wird.

» Wenn StorageGRID eine verbundene Site entfernt, verwendet es ILM, um die Objektdaten an der Site zu
verwalten. Bevor Sie mit der AulRerbetriebnahme einer verbundenen Site beginnen kénnen, missen Sie
die Site aus allen ILM-Regeln entfernen und eine neue ILM-Richtlinie aktivieren. Die ILM-Prozesse zum
Migrieren von Objektdaten und die internen Prozesse zum Entfernen einer Site kdnnen gleichzeitig
ablaufen. Die beste Vorgehensweise besteht jedoch darin, die ILM-Schritte abzuschliel3en, bevor Sie mit
dem eigentlichen AufRerbetriebnahmeverfahren beginnen.

Durch die AulRerbetriebnahme einer getrennten Site kdnnen Sie eine ausgefallene Site aus dem
StorageGRID -System entfernen. Sie kdnnen beispielsweise eine getrennte Site-Stilllegung durchfiihren,
um eine Site zu entfernen, die durch einen Brand oder eine Uberschwemmung zerstort wurde.

Wenn StorageGRID eine getrennte Site entfernt, betrachtet es alle Knoten als nicht wiederherstellbar und
unternimmt keinen Versuch, die Daten zu erhalten. Bevor Sie jedoch mit der AuRRerbetriebnahme einer
getrennten Site beginnen kénnen, missen Sie die Site aus allen ILM-Regeln entfernen und eine neue ILM-
Richtlinie aktivieren.



Bevor Sie ein Verfahren zur AuRerbetriebnahme eines getrennten Standorts durchfiihren,
mussen Sie sich an lhren NetApp Kundenbetreuer wenden. NetApp Uberpruft lhre

@ Anforderungen, bevor alle Schritte im Assistenten ,Site aul3er Betrieb nehmen* aktiviert
werden. Sie sollten nicht versuchen, eine getrennte Site aul3er Betrieb zu nehmen, wenn Sie
glauben, dass es mdglich sein kdnnte, die Site wiederherzustellen oder Objektdaten von der
Site wiederherzustellen.

Allgemeine Voraussetzungen fiir das Entfernen einer verbundenen oder getrennten
Site

Bevor Sie eine verbundene oder getrennte Site entfernen, missen Sie sich der folgenden Anforderungen
bewusst sein:

« Sie kénnen eine Site, die den primaren Admin-Knoten enthalt, nicht aul3er Betrieb nehmen.

« Sie kénnen eine Site nicht auRer Betrieb nehmen, wenn einer der Knoten Uber eine Schnittstelle verfiigt,
die zu einer Hochverfligbarkeitsgruppe (HA) gehort. Sie missen entweder die HA-Gruppe bearbeiten, um
die Schnittstelle des Knotens zu entfernen, oder die gesamte HA-Gruppe entfernen.

Sie kdnnen eine Site nicht aulRer Betrieb nehmen, wenn sie eine Mischung aus verbundenen (0 ) und
getrennt (@ oder@' ) Knoten.

Sie kdnnen eine Site nicht aul3er Betrieb nehmen, wenn ein Knoten an einer anderen Site getrennt ist (@
oder@ )-

 Sie kdnnen das Verfahren zur Aul3erbetriebnahme der Site nicht starten, wenn ein EC-Knoten-
Reparaturvorgang ausgefiihrt wird. Sehen"Uberpriifen Sie die Datenreparaturauftrage" um die Reparatur
von l6schcodierten Daten zu verfolgen.

* Wahrend das Verfahren zur AufRerbetriebnahme des Standorts lauft:

o Sie kdnnen keine ILM-Regeln erstellen, die sich auf die AuRerbetriebnahme der Site beziehen. Sie
kdénnen auch keine vorhandene ILM-Regel bearbeiten, um auf die Site zu verweisen.

o Sie kdnnen keine anderen Wartungsvorgange wie Erweiterungen oder Upgrades durchfiihren.

Wenn Sie wahrend der AuRerbetriebnahme einer verbundenen Site eine weitere
Wartungsprozedur durchfihren missen, kdnnen Sie"Unterbrechen Sie den Vorgang,
wahrend die Speicherknoten entfernt werden" . Die Schaltflache Pause ist nur aktiviert,

@ wenn die Phasen der ILM-Auswertung oder der AuRerbetriebnahme von Erasure-
Coded-Daten erreicht sind. Die ILM-Auswertung (Datenmigration) wird jedoch weiterhin
im Hintergrund ausgefuhrt. Nachdem die zweite Wartungsprozedur abgeschlossen ist,
kénnen Sie mit der AulRerbetriebnahme fortfahren.

o Wenn Sie nach dem Start des Site-AuRerbetriebnahmeverfahrens einen Knoten wiederherstellen
mussen, mussen Sie sich an den Support wenden.

« Sie kénnen nicht mehr als eine Site gleichzeitig auer Betrieb nehmen.

* Wenn die Site einen oder mehrere Admin-Knoten enthalt und Single Sign-On (SSO) fir lhr StorageGRID
System aktiviert ist, missen Sie alle Vertrauensstellungen der vertrauenden Seite fir die Site aus Active
Directory Federation Services (AD FS) entfernen.
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Anforderungen an das Information Lifecycle Management (ILM)

Beim Entfernen einer Site missen Sie lhre ILM-Konfiguration aktualisieren. Der Assistent ,Site auller Betrieb
nehmen* flhrt Sie durch eine Reihe von erforderlichen Schritten, um Folgendes sicherzustellen:

» Auf die Site wird in keiner ILM-Richtlinie verwiesen. Wenn dies der Fall ist, miissen Sie die Richtlinien
bearbeiten oder Richtlinien mit neuen ILM-Regeln erstellen und aktivieren.

* Es beziehen sich keine ILM-Regeln auf die Site, auch wenn diese Regeln in keiner Richtlinie verwendet
werden. Sie mussen alle Regeln I6schen oder bearbeiten, die sich auf die Site beziehen.

Wenn StorageGRID die Site aulder Betrieb nimmt, werden automatisch alle nicht verwendeten Erasure-
Coding-Profile deaktiviert, die sich auf die Site beziehen, und alle nicht verwendeten Speicherpools geléscht,
die sich auf die Site beziehen. Wenn der Speicherpool ,Alle Speicherknoten® vorhanden ist (StorageGRID 11.6
und friher), wird er entfernt, da er alle Sites verwendet.

Bevor Sie eine Site entfernen kdnnen, missen Sie méglicherweise neue ILM-Regeln erstellen
und eine neue ILM-Richtlinie aktivieren. Diese Anweisungen setzen voraus, dass Sie die

@ Funktionsweise von ILM gut verstehen und mit der Erstellung von Speicherpools, Erasure-
Coding-Profilen, ILM-Regeln sowie der Simulation und Aktivierung einer ILM-Richtlinie vertraut
sind. Sehen "Objekte mit ILM verwalten" .

Uberlegungen zu den Objektdaten an einem verbundenen Standort

Wenn Sie eine verbundene Site aul3er Betrieb nehmen, missen Sie entscheiden, was mit den vorhandenen
Objektdaten auf der Site geschehen soll, wenn Sie neue ILM-Regeln und eine neue ILM-Richtlinie erstellen.
Sie kénnen eine oder beide der folgenden Aktionen ausfiihren:

» Verschieben Sie Objektdaten von der ausgewahlten Site zu einer oder mehreren anderen Sites in Ihrem
Raster.

Beispiel fiir das Verschieben von Daten: Angenommen, Sie méchten einen Standort in Raleigh aul3er
Betrieb nehmen, weil Sie einen neuen Standort in Sunnyvale hinzugeflgt haben. In diesem Beispiel
mochten Sie alle Objektdaten von der alten Site auf die neue Site verschieben. Bevor Sie Ihre ILM-Regeln
und ILM-Richtlinien aktualisieren, missen Sie die Kapazitat an beiden Standorten Uberpriifen. Sie missen
sicherstellen, dass der Standort Sunnyvale Uber gentugend Kapazitat verfiigt, um die Objektdaten vom
Standort Raleigh aufzunehmen, und dass in Sunnyvale ausreichend Kapazitat fir zukiinftiges Wachstum
verbleibt.

Um sicherzustellen, dass ausreichend Kapazitat zur Verfligung steht, miissen Sie

@ moglicherweise"ein Raster erweitern" indem Sie Speichervolumes oder Speicherknoten zu
einer vorhandenen Site hinzufligen oder eine neue Site hinzufiigen, bevor Sie dieses
Verfahren ausflhren.

» Loschen Sie Objektkopien von der ausgewahlten Site.

Beispiel zum Loschen von Daten: Angenommen, Sie verwenden derzeit eine 3-Kopien-ILM-Regel, um
Objektdaten Gber drei Standorte hinweg zu replizieren. Bevor Sie einen Standort aul3er Betrieb nehmen,
kénnen Sie eine entsprechende ILM-Regel mit zwei Kopien erstellen, um Daten nur an zwei Standorten zu
speichern. Wenn Sie eine neue ILM-Richtlinie aktivieren, die die 2-Kopien-Regel verwendet, |6scht
StorageGRID die Kopien vom dritten Standort, da sie die ILM-Anforderungen nicht mehr erflllen. Die
Objektdaten bleiben jedoch weiterhin geschitzt und die Kapazitat der beiden verbleibenden Standorte
bleibt unverandert.
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Erstellen Sie niemals eine ILM-Regel fiir eine einzelne Kopie, um die Entfernung einer Site
zu ermdoglichen. Eine ILM-Regel, die flir einen bestimmten Zeitraum nur eine replizierte

@ Kopie erstellt, birgt das Risiko eines dauerhaften Datenverlusts. Wenn nur eine replizierte
Kopie eines Objekts vorhanden ist, geht dieses Objekt verloren, wenn ein Speicherknoten
ausfallt oder einen schwerwiegenden Fehler aufweist. Auch wahrend Wartungsvorgangen
wie Upgrades verlieren Sie voribergehend den Zugriff auf das Objekt.

Zusatzliche Anforderungen fiir die Stilllegung eines verbundenen Standorts

Bevor StorageGRID eine verbundene Site entfernen kann, missen Sie Folgendes sicherstellen:

Alle Knoten in Threm StorageGRID -System mussen den Verbindungsstatus Verbunden haben (6 ); die
Knoten kdnnen jedoch aktive Warnungen haben.

Sie kdnnen die Schritte 1 bis 4 des Assistenten ,Site auler Betrieb nehmen® abschliel3en,

@ wenn ein oder mehrere Knoten getrennt sind. Sie kdnnen Schritt 5 des Assistenten, der den
AuRerbetriebnahmeprozess startet, jedoch erst abschlielsen, wenn alle Knoten verbunden
sind.

Wenn die Site, die Sie entfernen mochten, einen Gateway-Knoten oder einen Admin-Knoten enthalt, der
fur den Lastenausgleich verwendet wird, missen Sie moglicherweise"ein Raster erweitern” um einen
gleichwertigen neuen Knoten an einem anderen Standort hinzuzufiigen. Stellen Sie sicher, dass Clients
eine Verbindung zum Ersatzknoten herstellen kdnnen, bevor Sie mit der AulRerbetriebnahme der Site
beginnen.

Wenn die Site, die Sie entfernen mochten, Gateway-Knoten oder Admin-Knoten enthalt, die sich in einer
Hochverfligbarkeitsgruppe (HA) befinden, kdnnen Sie die Schritte 1 bis 4 des Assistenten ,Site aulier
Betrieb nehmen* ausfiihren. Sie konnen Schritt 5 des Assistenten, der den Aulderbetriebnahmeprozess
startet, jedoch erst abschlief3en, wenn Sie diese Knoten aus allen HA-Gruppen entfernt haben. Wenn
vorhandene Clients eine Verbindung zu einer HA-Gruppe herstellen, die Knoten von der Site enthalt,
mussen Sie sicherstellen, dass sie nach dem Entfernen der Site weiterhin eine Verbindung zu
StorageGRID herstellen kénnen.

Wenn Clients eine direkte Verbindung zu Speicherknoten an dem Standort herstellen, den Sie entfernen
mochten, missen Sie sicherstellen, dass sie eine Verbindung zu Speicherknoten an anderen Standorten
herstellen kdnnen, bevor Sie mit der AulRerbetriebnahme des Standorts beginnen.

Sie mussen auf den verbleibenden Sites ausreichend Speicherplatz bereitstellen, um alle Objektdaten
unterzubringen, die aufgrund von Anderungen an einer aktiven ILM-Richtlinie verschoben werden. In
manchen Fallen missen Sie mdglicherweise"ein Raster erweitern" durch Hinzufiigen von Speicherknoten,
Speichervolumes oder neuen Sites, bevor Sie die Aullerbetriebnahme einer verbundenen Site abschlielzen
koénnen.

Sie mussen ausreichend Zeit einplanen, damit der AuRerbetriebnahmevorgang abgeschlossen werden
kann. Es kann Tage, Wochen oder sogar Monate dauern, bis StorageGRID ILM-Prozesse Objektdaten von
der Site verschieben oder Idschen, bevor die Site auler Betrieb genommen werden kann.

Das Verschieben oder Loschen von Objektdaten von einer Site kann Tage, Wochen oder
@ sogar Monate dauern, abhangig von der Datenmenge an der Site, der Auslastung lhres
Systems, den Netzwerklatenzen und der Art der erforderlichen ILM-Anderungen.

Wenn mdglich, sollten Sie die Schritte 1—4 des Assistenten ,Site auRer Betrieb nehmen® so friih wie
mdglich abschlieflen. Der AulRerbetriebnahmevorgang wird schneller und mit weniger Unterbrechungen
und Leistungseinbufen abgeschlossen, wenn Sie das Verschieben von Daten von der Site zulassen,
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bevor Sie mit dem eigentlichen AulRerbetriebnahmevorgang beginnen (indem Sie in Schritt 5 des
Assistenten ,Aul3erbetriebnahme starten“ auswahlen).

Zusatzliche Anforderungen fir die Stilllegung eines abgekoppelten Standorts
Bevor StorageGRID eine getrennte Site entfernen kann, missen Sie Folgendes sicherstellen:

+ Sie haben Ihren NetApp Kundenbetreuer kontaktiert. NetApp tberprift Inre Anforderungen, bevor alle
Schritte im Assistenten ,Site auRer Betrieb nehmen* aktiviert werden.

Sie sollten nicht versuchen, eine getrennte Site aulRer Betrieb zu nehmen, wenn Sie
@ glauben, dass es mdglich sein kdnnte, die Site wiederherzustellen oder Objektdaten von der
Site wiederherzustellen. Sehen "So stellt der technische Support eine Site wieder her" .

+ Alle Knoten am Standort missen einen der folgenden Verbindungsstatus aufweisen:

Unbekannt (@ ): Aus einem unbekannten Grund wird ein Knoten getrennt oder die Dienste auf dem
Knoten sind unerwartet ausgefallen. Beispielsweise kdnnte ein Dienst auf dem Knoten gestoppt
worden sein oder der Knoten kdnnte aufgrund eines Stromausfalls oder einer unerwarteten Stérung
seine Netzwerkverbindung verloren haben.

’ Administrativ nicht erreichbar (@ ): Der Knoten ist aus einem erwarteten Grund nicht mit dem Netz
verbunden. Beispielsweise wurden der Knoten oder die Dienste auf dem Knoten ordnungsgeman
heruntergefahren.

Alle Knoten an allen anderen Standorten miissen den Verbindungsstatus Verbunden haben (0 ); diese
anderen Knoten kénnen jedoch aktive Warnungen haben.

« Sie mUssen verstehen, dass Sie StorageGRID nicht mehr verwenden kénnen, um auf der Site
gespeicherte Objektdaten anzuzeigen oder abzurufen. Wenn StorageGRID dieses Verfahren durchfiihrt,
unternimmt es keinen Versuch, Daten vom getrennten Standort zu erhalten.

Wenn lhre ILM-Regeln und -Richtlinien zum Schutz vor dem Verlust einer einzelnen Site
konzipiert wurden, sind auf den verbleibenden Sites weiterhin Kopien Ihrer Objekte
vorhanden.

» Sie missen sich dariber im Klaren sein, dass das Objekt verloren geht und nicht wiederhergestellt werden
kann, wenn die Site die einzige Kopie eines Objekts enthalt.

Uberlegungen zur Konsistenz beim Entfernen einer Site

Die Konsistenz fiir einen S3-Bucket bestimmt, ob StorageGRID Objektmetadaten vollstandig auf alle Knoten
und Sites repliziert, bevor einem Client mitgeteilt wird, dass die Objektaufnahme erfolgreich war. Konsistenz
sorgt fUr ein Gleichgewicht zwischen der Verflgbarkeit der Objekte und der Konsistenz dieser Objekte iber
verschiedene Speicherknoten und Standorte hinweg.

Wenn StorageGRID eine Site entfernt, muss sichergestellt werden, dass keine Daten auf die zu entfernende
Site geschrieben werden. Dadurch wird die Konsistenz fiir jeden Bucket oder Container voriibergehend aul3er
Kraft gesetzt. Nachdem Sie den Site-AuRerbetriebnahmeprozess gestartet haben, verwendet StorageGRID
vorubergehend eine starke Site-Konsistenz, um zu verhindern, dass Objektmetadaten auf die zu entfernende
Site geschrieben werden.

Beachten Sie, dass aufgrund dieser voriibergehenden AuRerkraftsetzung alle Schreib-, Aktualisierungs- und
Léschvorgange des Clients, die wahrend der AuRerbetriebnahme eines Standorts erfolgen, fehlschlagen
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kénnen, wenn mehrere Knoten an den verbleibenden Standorten nicht mehr verfligbar sind.

Benotigte Materialien zusammenstellen

Bevor Sie eine Site aul3er Betrieb nehmen, mussen Sie die folgenden Materialien
beschaffen.

Artikel Hinweise
Wiederherstellungspaket . zip Sie mlssen das neueste Wiederherstellungspaket herunterladen . zip
Datei Datei(sgws-recovery-package-id-revision.zip ). Mit der

Wiederherstellungspaketdatei kdnnen Sie das System im Falle eines
Fehlers wiederherstellen.

"Laden Sie das Wiederherstellungspaket herunter"

‘Passwords.txt' Datei Diese Datei enthalt die flr den Zugriff auf Grid-Knoten Uber die
Befehlszeile erforderlichen Passworter und ist im
Wiederherstellungspaket enthalten.

Bereitstellungspassphrase Die Passphrase wird bei der Erstinstallation des StorageGRID -Systems
erstellt und dokumentiert. Die Bereitstellungspassphrase ist nicht in der
Passwords. txt Datei.

Beschreibung der Topologie des Besorgen Sie sich, sofern verfligbar, alle Unterlagen, die die aktuelle
StorageGRID -Systems vor der Topologie des Systems beschreiben.
AuBerbetriebnahme

Ahnliche Informationen

"Anforderungen an den Webbrowser"

Schritt 1: Site auswahlen

Um festzustellen, ob eine Site stillgelegt werden kann, rufen Sie zunachst den
Assistenten ,Site stilllegen® auf.

Bevor Sie beginnen

« Sie haben alle erforderlichen Materialien besorgt.
+ Sie haben die Uberlegungen zum Entfernen einer Site tUberprift.
+ Sie sind beim Grid Manager angemeldet mit einem"unterstutzter Webbrowser" .

+ Sie haben die"Root-Zugriffsberechtigung oder die Wartungs- und ILM-Berechtigungen" .

Schritte
1. Wahlen Sie WARTUNG > Aufgaben > AuBerbetriebnahme.
2. Wahlen Sie Site auBer Betrieb nehmen.

Schritt 1 (Standort auswahlen) des Assistenten ,Standort auf3er Betrieb nehmen* wird angezeigt. Dieser
Schritt umfasst eine alphabetische Liste der Sites in Ihrem StorageGRID -System.
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Decommission Site

o 2 3 4 5 6

Select Site View Details Reviza ILM Remove ILM Resolve Node Monitor
Paolicy References Caonflicts Decommission

When you decommission a site, all nodes at the site and the site itself are permanently removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then, select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state

You might not be able to remove certain sites. For example, you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive Node.

Sites
Site Name Used Storage Capacity @ Decommission Possible
Raleigh 3.93 MB
Sunnyvale 3.97 MB
Vancouver 3.90 MB Mo. This site contains the primary Admin Node.

3. Sehen Sie sich die Werte in der Spalte Verwendete Speicherkapazitat an, um zu ermitteln, wie viel
Speicher derzeit an jedem Standort fir Objektdaten verwendet wird.

Die genutzte Speicherkapazitat ist eine Schatzung. Wenn Knoten offline sind, ist die verwendete
Speicherkapazitat der letzte bekannte Wert fiir die Site.

> Bei der AulRerbetriebnahme einer verbundenen Site gibt dieser Wert an, wie viele Objektdaten an
andere Sites verschoben oder von ILM geléscht werden missen, bevor Sie diese Site sicher aulder
Betrieb nehmen kénnen.

> Bei der Aulderbetriebnahme einer getrennten Site gibt dieser Wert an, wie viel des Datenspeichers
Ihres Systems nicht mehr zuganglich ist, wenn Sie diese Site aulder Betrieb nehmen.

Wenn lhre ILM-Richtlinie zum Schutz vor dem Verlust einer einzelnen Site konzipiert
wurde, sollten auf den verbleibenden Sites weiterhin Kopien lhrer Objektdaten
vorhanden sein.

4. Uberpriifen Sie die Griinde in der Spalte Stilllegung méglich, um festzustellen, welche Sites derzeit
stillgelegt werden koénnen.

@ Wenn es mehr als einen Grund gibt, warum eine Site nicht stillgelegt werden kann, wird der
schwerwiegendste Grund angezeigt.

AuBerbetriebnahme Moglicher Beschreibung Nachster Schritt

Grund

Sie kdnnen diese Site aul3er Gehe zuder nachste Schritt .

Grlnes Hakchen (0 ) Betrieb nehmen.



AuBerbetriebnahme Méglicher Beschreibung Néchster Schritt
Grund

Nein. Diese Site enthalt den Sie kdnnen eine Site, die den Keiner. Sie kdnnen diesen
primaren Admin-Knoten. primaren Admin-Knoten enthalt, = Vorgang nicht durchflihren.
nicht aul3er Betrieb nehmen.

Nein. Diese Site enthalt einen Sie konnen eine Site, die einen Keiner. Sie kdnnen diesen
oder mehrere Archivknoten. Archivknoten enthalt, nicht auBer Vorgang nicht durchfihren.
Betrieb nehmen.

Nein. Alle Knoten an dieser Site  Sie kdnnen eine verbundene Site Wenn Sie eine getrennte Site-
sind getrennt. Wenden Sie sich an erst dann auller Betrieb setzen, Aulerbetriebnahme durchflihren
Ihren NetApp -Kundenbetreuer. wenn alle Knoten der Site mochten, missen Sie sich an

. Ihren NetApp Kundenbetreuer
verbunden sind (0 ) wenden, der lhre Anforderungen

Uberprift und den Rest des
Assistenten zur Site-
AulRerbetriebnahme aktiviert.

WICHTIG: Nehmen Sie Online-
Knoten niemals offline, um eine
Site zu entfernen. Sie verlieren
Daten.

Das Beispiel zeigt ein StorageGRID -System mit drei Standorten. Das griine Hakchen (0 ) fur die
Standorte Raleigh und Sunnyvale gibt an, dass Sie diese Standorte aul3er Betrieb nehmen kénnen. Sie
kénnen den Standort Vancouver jedoch nicht auf3er Betrieb nehmen, da er den primaren Admin-Knoten
enthalt.

1. Wenn eine AulRerbetriebnahme moglich ist, wahlen Sie das Optionsfeld fiir die Site aus.
Die Schaltflache Weiter ist aktiviert.
2. Wahlen Sie Weiter.

Schritt 2 (Details anzeigen) wird angezeigt.

Schritt 2: Details anzeigen

In Schritt 2 (Details anzeigen) des Assistenten ,Site aul3er Betrieb nehmen® kdnnen Sie
uberprufen, welche Knoten in der Site enthalten sind, sehen, wie viel Speicherplatz auf

jedem Speicherknoten verwendet wurde, und beurteilen, wie viel freier Speicherplatz an
den anderen Sites in Ihrem Grid verfugbar ist.

Bevor Sie beginnen

Bevor Sie eine Site auller Betrieb nehmen, missen Sie Uberprifen, wie viele Objektdaten an der Site
vorhanden sind.



* Wenn Sie die AulRerbetriebnahme einer verbundenen Site durchfiihren, missen Sie wissen, wie viele
Objektdaten derzeit an der Site vorhanden sind, bevor Sie ILM aktualisieren. Basierend auf den
Standortkapazitaten und Ihren Datenschutzanforderungen kénnen Sie neue ILM-Regeln erstellen, um
Daten an andere Standorte zu verschieben oder Objektdaten vom Standort zu I6schen.

« FUhren Sie nach Mdglichkeit alle erforderlichen Speicherknotenerweiterungen durch, bevor Sie mit der
Aulerbetriebnahme beginnen.

» Wenn Sie eine getrennte Site auRer Betrieb nehmen, missen Sie sich dartiber im Klaren sein, wie viele
Objektdaten durch die Entfernung der Site dauerhaft unzuganglich werden.

Wenn Sie eine getrennte Site auRer Betrieb nehmen, kann ILM keine Objektdaten verschieben
oder I6schen. Alle auf der Site verbleibenden Daten gehen verloren. Wenn lhre ILM-Richtlinie

@ jedoch zum Schutz vor dem Verlust einer einzelnen Site konzipiert wurde, sind auf den
verbleibenden Sites weiterhin Kopien lhrer Objektdaten vorhanden. Sehen "Aktivieren Sie den
Site-Loss-Schutz" .

Schritte

1. Uberpriifen Sie ab Schritt 2 (Details anzeigen) alle Warnungen im Zusammenhang mit der Site, die Sie
zum Entfernen ausgewahlt haben.

Decommission Site

& o 3 4 5 6

Seleé{ Site View Details Revise LM Remove ILM Reszolve Node Maonitor
Policy References Conflicts Decommission

Data Center 2 Details

A\ This site includes a Gateway Mode. If clients are currently connecting to this node, you must configure an equivalent node at
another site. Be sure clients can connect to the replacement node before starting the decommission procedure.

A This site contains a mixture of connected and disconnecied nodes. Before you can remove this site, you must bring all offline
{(blue or gray) nodes back online. Contact technical support if you need assistance.

In diesen Fallen wird eine Warnung angezeigt:

o Die Site umfasst einen Gateway-Knoten. Wenn S3-Clients derzeit eine Verbindung zu diesem Knoten
herstellen, missen Sie einen entsprechenden Knoten an einem anderen Standort konfigurieren.
Stellen Sie sicher, dass Clients eine Verbindung zum Ersatzknoten herstellen kénnen, bevor Sie mit
der AuRerbetriebnahme fortfahren.

Die Site enthalt eine Mischung aus verbundenen (0 ) und getrennte Knoten (@ oder@ ). Bevor

Sie diese Site entfernen kdnnen, missen Sie alle Offline-Knoten wieder online bringen.

2. Uberpriifen Sie die Details der Site, die Sie zum Entfernen ausgewénhlt haben.


https://docs.netapp.com/de-de/storagegrid-119/ilm/using-multiple-storage-pools-for-cross-site-replication.html
https://docs.netapp.com/de-de/storagegrid-119/ilm/using-multiple-storage-pools-for-cross-site-replication.html
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Decommission Site

i
0 0 -
Select Site View Details Revize ILM
Policy
Raleigh Details
Number of Nodes: 3
Used Space: 3.93 MB
Node Name Node Type

RAL-S1-101-196
RAL-52-101-197
RAL-53-101-198

Details for Other Sites

Total Free Space for Other Sites:
Total Capacity for Other Sites:

Site Name Free Space @
Sunnyvale 47538 GB
Vancouver 47538 GB
Total 950.76 GB

Storage Node
Storage Node
Storage Node

950.76 GB
950.77 GB

4 5

Remove ILM Resolve Node

References Conflicts
Free Space: 47538 GB
Site Capacity: 47538 GB

Connnection State

6

Monitor
Decommission

Details

1.30 MB used space
1.30 MB used space
1.34 MB used space

Used Space @ Site Capacity &
397 MB 47538 GB
390 MB 47538 GB
7.87T MB 950.77 GB

Fir den ausgewahlten Standort sind folgende Informationen enthalten:

o Anzahl der Knoten

oo |

o Der insgesamt genutzte Speicherplatz, der freie Speicherplatz und die Kapazitat aller Speicherknoten

am Standort.

= Bei der AulRerbetriebnahme eines verbundenen Standorts gibt der Wert ,Verwendeter
Speicherplatz® an, wie viele Objektdaten an andere Standorte verschoben oder mit ILM geldscht

werden missen.

= Bei der AulRerbetriebnahme einer getrennten Site gibt der Wert ,Benutzter Speicherplatz* an, wie
viele Objektdaten nicht mehr zuganglich sind, wenn Sie die Site entfernen.

o Knotennamen, Typen und Verbindungszustande:

] Q(Verbunden)

] @(Administrativ nicht erreichbar)

] @(Unbekannt)

o Details zu jedem Knoten:



= FUr jeden Speicherknoten die Menge an Speicherplatz, die fir Objektdaten verwendet wurde.

= Bei Admin-Knoten und Gateway-Knoten: Ob der Knoten derzeit in einer Hochverfligbarkeitsgruppe
(HA) verwendet wird. Sie kdnnen einen Admin-Knoten oder Gateway-Knoten, der in einer HA-
Gruppe verwendet wird, nicht auer Betrieb nehmen. Bevor Sie mit der AuRerbetriebnahme
beginnen, bearbeiten Sie HA-Gruppen, um alle Knoten am Standort zu entfernen, oder entfernen
Sie die HA-Gruppe, wenn sie nur Knoten von diesem Standort enthalt. Anweisungen hierzu finden
Sie unter"Verwalten von Hochverfiigbarkeitsgruppen (HA)" .

3. Prifen Sie im Abschnitt ,Details flir andere Sites” der Seite, wie viel Platz an den anderen Sites in Ihrem
Raster verflgbar ist.

Wenn Sie eine verbundene Site aul3er Betrieb nehmen und ILM zum Verschieben von Objektdaten von der
ausgewahlten Site verwenden mdchten (anstatt sie einfach zu I6schen), missen Sie sicherstellen, dass
die anderen Sites Uber genligend Kapazitat verfliigen, um die verschobenen Daten aufzunehmen, und
dass ausreichend Kapazitat fur zuklnftiges Wachstum verbleibt.

Eine Warnung wird angezeigt, wenn der belegte Speicherplatz fir die Site, die Sie
entfernen mochten, groler ist als der gesamte freie Speicherplatz fiir andere Sites. Um

@ sicherzustellen, dass nach der Entfernung der Site ausreichend Speicherkapazitat zur
Verfligung steht, missen Sie mdglicherweise vor der Durchflihrung dieses Verfahrens eine
Erweiterung durchfiihren.

4. Wahlen Sie Weiter.

Schritt 3 (ILM-Richtlinie Uberarbeiten) wird angezeigt.

Schritt 3: ILM-Richtlinien uberarbeiten

In Schritt 3 (ILM-Richtlinien Gberarbeiten) des Assistenten ,Site auller Betrieb nehmen*
kdnnen Sie feststellen, ob auf die Site eine ILM-Richtlinie verweist.

Bevor Sie beginnen

Sie haben ein gutes Verstandnis dafir, wie man"Objekte mit ILM verwalten" . Sie sind mit der Erstellung von
Speicherpools und ILM-Regeln sowie mit der Simulation und Aktivierung einer ILM-Richtlinie vertraut.

Informationen zu diesem Vorgang

StorageGRID kann eine Site nicht aul3er Betrieb nehmen, wenn eine ILM-Regel in einer Richtlinie (aktiv oder
inaktiv) auf diese Site verweist.

Wenn sich eine ILM-Richtlinie auf die Site bezieht, die Sie aul3er Betrieb nehmen mochten, missen Sie diese
Richtlinien entfernen oder bearbeiten, sodass sie die folgenden Anforderungen erflllen:

* Vollstandiger Schutz aller Objektdaten.

* Beziehen Sie sich nicht auf die Site, die Sie aul3er Betrieb nehmen.

* Verwenden Sie keine Speicherpools, die auf die Site verweisen, und verwenden Sie nicht die Option ,Alle
Sites”.

» Verwenden Sie keine Erasure-Coding-Profile, die sich auf die Site beziehen.

» VVerwenden Sie nicht die Regel ,2 Kopien erstellen“ aus StorageGRID 11.6 oder friiheren Installationen.
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../admin/managing-high-availability-groups.html
../ilm/index.html

Erstellen Sie niemals eine ILM-Regel fir eine einzelne Kopie, um die Entfernung einer Site zu
ermdglichen. Eine ILM-Regel, die fir einen bestimmten Zeitraum nur eine replizierte Kopie

@ erstellt, birgt das Risiko eines dauerhaften Datenverlusts. Wenn nur eine replizierte Kopie eines
Objekts vorhanden ist, geht dieses Objekt verloren, wenn ein Speicherknoten ausfallt oder einen
schwerwiegenden Fehler aufweist. Auch wahrend Wartungsvorgangen wie Upgrades verlieren
Sie vortibergehend den Zugriff auf das Objekt.

Wenn Sie eine AulBerbetriebnahme einer verbundenen Site durchfiihren, miissen Sie
bertcksichtigen, wie StorageGRID die Objektdaten verwalten soll, die sich derzeit auf der Site

befinden, die Sie entfernen méchten. Je nach |hren Datenschutzanforderungen kdnnen neue
Regeln vorhandene Objektdaten an andere Standorte verschieben oder zusatzliche
Objektkopien |6schen, die nicht mehr bendtigt werden.

Wenden Sie sich an den technischen Support, wenn Sie Hilfe beim Entwerfen einer neuen Richtlinie
bendtigen.

Schritte

1. Stellen Sie in Schritt 3 (ILM-Richtlinien Gberarbeiten) fest, ob sich ILM-Richtlinien auf die Site beziehen, die
Sie zur Aulderbetriebnahme ausgewanhlt haben.

2. Wenn keine Richtlinien aufgelistet sind, wahlen Sie Weiter, um zu"Schritt 4: ILM-Referenzen entfernen” .
3. Wenn eine oder mehrere aktive ILM-Richtlinien aufgelistet sind, klonen Sie jede vorhandene Richtlinie oder
erstellen Sie neue Richtlinien, die nicht auf die Site verweisen, die aulder Betrieb genommen wird:

a. Wahlen Sie den Link fur die Richtlinie in der Spalte ,Richtlinienname* aus.

Die Detailseite der ILM-Richtlinie fur die Richtlinie wird in einem neuen Browser-Tab angezeigt. Die
Seite ,Standort aul3er Betrieb nehmen* bleibt auf der anderen Registerkarte gedffnet.
b. Befolgen Sie bei Bedarf diese Richtlinien und Anweisungen:
= Arbeiten mit ILM-Regeln:
= "Erstellen Sie einen oder mehrere Speicherpools"die sich nicht auf die Site beziehen.

= "Regeln bearbeiten oder ersetzen"die auf die Site verweisen.

@ Wahlen Sie nicht die Regel 2 Kopien erstellen aus, da diese Regel den
Speicherpool Alle Speicherknoten verwendet, was nicht zuldssig ist.

= Arbeiten mit ILM-Richtlinien:
= "Klonen einer vorhandenen ILM-Richtlinie"oder"Erstellen einer neuen ILM-Richtlinie" .

= Stellen Sie sicher, dass sich die Standardregel und andere Regeln nicht auf die Site beziehen.

Sie mulssen bestatigen, dass die ILM-Regeln in der richtigen Reihenfolge sind.
@ Wenn die Richtlinie aktiviert ist, werden neue und vorhandene Objekte von den
Regeln in der aufgeflihrten Reihenfolge (von oben beginnend) ausgewertet.

c. Nehmen Sie Testobjekte auf und simulieren Sie die Richtlinie, um sicherzustellen, dass die richtigen
Regeln angewendet werden.
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step-4-remove-ilm-references.html
https://docs.netapp.com/de-de/storagegrid-119/ilm/creating-storage-pool.html
https://docs.netapp.com/de-de/storagegrid-119/ilm/working-with-ilm-rules-and-ilm-policies.html
https://docs.netapp.com/de-de/storagegrid-119/ilm/working-with-ilm-rules-and-ilm-policies.html#clone-ilm-policy
../ilm/creating-ilm-policy.html

Fehler in einer ILM-Richtlinie kdnnen zu nicht wiederherstellbarem Datenverlust fiihren.
@ Uberpriifen und simulieren Sie die Richtlinie sorgfaltig, bevor Sie sie aktivieren, um
sicherzustellen, dass sie wie vorgesehen funktioniert.

Wenn Sie eine neue ILM-Richtlinie aktivieren, verwendet StorageGRID diese zum
Verwalten aller Objekte, einschliel3lich vorhandener und neu aufgenommener Objekte.

@ Uberpriifen Sie vor der Aktivierung einer neuen ILM-Richtlinie alle Anderungen an der
Platzierung vorhandener replizierter und Idschcodierter Objekte. Das Andern des
Standorts eines vorhandenen Objekts kann zu voriibergehenden Ressourcenproblemen
fihren, wenn die neuen Platzierungen ausgewertet und implementiert werden.

d. Aktivieren Sie die neuen Richtlinien und stellen Sie sicher, dass die alten Richtlinien jetzt inaktiv sind.

Wenn Sie mehrere Richtlinien aktivieren mochten,"Befolgen Sie die Schritte zum Erstellen von ILM-
Richtlinientags" .

Wenn Sie eine verbundene Site aul3er Betrieb nehmen, beginnt StorageGRID mit dem Entfernen von
Objektdaten von der ausgewahlten Site, sobald Sie die neue ILM-Richtlinie aktivieren. Das Verschieben
oder Léschen aller Objektkopien kann Wochen dauern. Obwohl Sie eine Site-AulRerbetriebnahme sicher
starten kdnnen, wahrend sich noch Objektdaten auf der Site befinden, wird der
Aulerbetriebnahmevorgang schneller und mit weniger Unterbrechungen und Leistungseinbufien
abgeschlossen, wenn Sie das Verschieben von Daten von der Site zulassen, bevor Sie den eigentlichen
Aulerbetriebnahmevorgang starten (indem Sie in Schritt 5 des Assistenten AuBerbetriebnahme starten
auswahlen).

. Bearbeiten oder entfernen Sie jede inaktive Richtlinie, indem Sie zunachst den Link fiir die jeweilige
Richtlinie auswahlen, wie in den vorherigen Schritten beschrieben.

o "Bearbeiten der Richtlinie"Es handelt sich also nicht um den stillzulegenden Standort.

o "Entfernen einer Richtlinie" .
. Wenn Sie mit den Anderungen an den ILM-Regeln und -Richtlinien fertig sind, sollten in Schritt 3 (ILM-
Richtlinien Uberarbeiten) keine weiteren Richtlinien mehr aufgefuhrt sein. Wahlen Sie Weiter.

Schritt 4 (ILM-Referenzen entfernen) wird angezeigt.

Schritt 4: ILM-Referenzen entfernen

Ab Schritt 4 (ILM-Referenzen entfernen) des Assistenten ,Site aul3er Betrieb nehmen*
mussen Sie alle nicht verwendeten ILM-Regeln I6schen oder bearbeiten, die auf die Site
verweisen, auch wenn die Regeln in keiner ILM-Richtlinie verwendet werden.

Schritte
1. Stellen Sie fest, ob nicht verwendete ILM-Regeln auf die Site verweisen.

Wenn ILM-Regeln aufgelistet sind, beziehen sich diese Regeln weiterhin auf die Site, werden jedoch in
keiner Richtlinie verwendet.

13


../ilm/creating-ilm-policy.html#activate-ilm-policy
../ilm/creating-ilm-policy.html#activate-ilm-policy
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Wenn StorageGRID die Site aulder Betrieb nimmt, werden automatisch alle nicht
verwendeten Erasure-Coding-Profile deaktiviert, die sich auf die Site beziehen, und alle

@ nicht verwendeten Speicherpools geldscht, die sich auf die Site beziehen. Der Speicherpool
»Alle Speicherknoten“ (StorageGRID 11.6 und friiher) wird entfernt, da er die Site ,Alle Sites®
verwendet.

2. Bearbeiten oder I6schen Sie jede nicht verwendete Regel:

> Um eine Regel zu bearbeiten, gehen Sie zur ILM-Regelseite und aktualisieren Sie alle Platzierungen,
die ein Erasure-Coding-Profil oder einen Speicherpool verwenden, der auf die Site verweist. Kehren
Sie dann zu Schritt 4 (ILM-Referenzen entfernen) zurtck.

> Um eine Regel zu I6schen, wahlen Sie das Papierkorbsymbol fj und wéhlen Sie OK.

@ Sie mussen die Regel 2 Kopien erstellen I6schen, bevor Sie eine Site aul3er Betrieb
nehmen kénnen.

3. Bestatigen Sie, dass keine ungenutzten ILM-Regeln auf die Site verweisen und die Schaltflache Weiter
aktiviert ist.

4. Wahlen Sie Weiter.

Alle verbleibenden Speicherpools und Erasure-Coding-Profile, die auf die Site verweisen,
werden ungultig, wenn die Site entfernt wird. Wenn StorageGRID die Site aul3er Betrieb

@ nimmt, werden automatisch alle nicht verwendeten Erasure-Coding-Profile deaktiviert, die
sich auf die Site beziehen, und alle nicht verwendeten Speicherpools geldscht, die sich auf
die Site beziehen. Der Speicherpool ,Alle Speicherknoten” (StorageGRID 11.6 und friiher)
wird entfernt, da er die Site ,Alle Sites“ verwendet.

Schritt 5 (Knotenkonflikte I6sen) wird angezeigt.

Schritt 5: Knotenkonflikte lIosen (und AuBerbetriebnahme
starten)

In Schritt 5 (Knotenkonflikte 16sen) des Assistenten ,Site auler Betrieb nehmen® konnen
Sie feststellen, ob Knoten in Ihrem StorageGRID -System getrennt sind oder ob Knoten
an der ausgewahlten Site zu einer Hochverfugbarkeitsgruppe (HA) gehoren. Nachdem
alle Knotenkonflikte gelost wurden, starten Sie den AulRerbetriebnahmevorgang von
dieser Seite aus.

Bevor Sie beginnen

Sie mussen sicherstellen, dass sich alle Knoten in lhrem StorageGRID -System wie folgt im richtigen Zustand
befinden:

| Alle Knoten in Threm StorageGRID -System missen verbunden sein (0 )-

Wenn Sie die AuRerbetriebnahme eines getrennten Standorts durchfiihren, missen alle
@ Knoten am Standort, den Sie entfernen, getrennt und alle Knoten an allen anderen
Standorten verbunden werden.
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Die AuRerbetriebnahme wird nicht gestartet, wenn ein oder mehrere Volumes offline (nicht

@ gemountet) sind oder wenn sie online (gemountet) sind, sich aber in einem Fehlerzustand
befinden.

@ Wenn wahrend einer Aul3erbetriebnahme ein oder mehrere Volumes offline gehen, wird der
Aulerbetriebnahmevorgang abgeschlossen, nachdem diese Volumes wieder online sind.

« Kein Knoten an der Site, die Sie entfernen, darf Gber eine Schnittstelle verfligen, die zu einer
Hochverfiigbarkeitsgruppe (HA) gehort.

Informationen zu diesem Vorgang

Wenn flr Schritt 5 (Knotenkonflikte 16sen) ein beliebiger Knoten aufgefihrt ist, missen Sie das Problem
beheben, bevor Sie mit der Aulderbetriebnahme beginnen kdnnen.

Bevor Sie mit der AuRRerbetriebnahme der Site auf dieser Seite beginnen, lesen Sie die folgenden Hinweise:

» Sie mussen ausreichend Zeit einplanen, damit der AulRerbetriebnahmevorgang abgeschlossen werden
kann.

Das Verschieben oder Léschen von Objektdaten von einer Site kann Tage, Wochen oder
@ sogar Monate dauern, abhangig von der Datenmenge an der Site, der Auslastung lhres
Systems, den Netzwerklatenzen und der Art der erforderlichen ILM-Anderungen.

» Wahrend das Verfahren zur AuRerbetriebnahme des Standorts lauft:

o Sie kdnnen keine ILM-Regeln erstellen, die sich auf die AuRerbetriebnahme der Site beziehen. Sie
kénnen auch keine vorhandene ILM-Regel bearbeiten, um auf die Site zu verweisen.

> Sie kdnnen keine anderen Wartungsvorgange wie Erweiterungen oder Upgrades durchfihren.

Wenn Sie wahrend der Aul3erbetriebnahme einer verbundenen Site ein weiteres

@ Wartungsverfahren durchflihren missen, kénnen Sie das Verfahren anhalten, wahrend
die Speicherknoten entfernt werden. Die Schaltflache Pause ist wahrend der Phase
LAulkerbetriebnahme replizierter und Erasure-Coded-Daten” aktiviert.

o Wenn Sie nach dem Start des Site-AulRerbetriebnahmeverfahrens einen Knoten wiederherstellen
mussen, missen Sie sich an den Support wenden.

Schritte
1. Uberprifen Sie den Abschnitt zu getrennten Knoten in Schritt 5 (Knotenkonflikte 16sen), um festzustellen,

ob Knoten in Inrem StorageGRID -System den Verbindungsstatus ,Unbekannt® aufweisen (@ ) oder
,LAdministrativ deaktiviert" (@ ).
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Decommission Site

O—0 0 0 0 -

Select Site View Details Revise ILM Remove ILM Resolve Monitor
Paolicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.
Note: If you are performing a disconnectad site decommission, all nodes at the site you are removing must be disconnected

« Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

1 disconnected node in the grid Fs

The following nodes have a Connection State of Unknown (blue) or Administratively Down {gray}. You must bring these
disconnected nodes back enline.

For help bringing nodes back online, see the instructions for montoring and troubleshooting StorageGRID and the recovery and
maintenancs instructions.

Node Name Connection State Site Type
i
DC1-83-99-193 05 Administratively Down Data Center 1 Storage Node
1 node in the selected site belangs to an HA group v
Passphrase

Provisioning Passphrase @

2. Wenn Knoten getrennt werden, bringen Sie sie wieder online.
Siehe die"Knotenprozeduren" . Wenden Sie sich an den technischen Support, wenn Sie Hilfe bendtigen.

3. Wenn alle getrennten Knoten wieder online gebracht wurden, lesen Sie den Abschnitt ,HA-Gruppen® in
Schritt 5 (Knotenkonflikte 16sen).

In dieser Tabelle sind alle Knoten am ausgewahlten Standort aufgefuhrt, die zu einer
Hochverfligbarkeitsgruppe (HA) gehdren.

16


../maintain/grid-node-procedures.html

Decommission Site

Q—©O QO o

Select Site Vigw Details Revie ILM Remove ILM Resolve Monitor

Paolicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

* All nodes in your StorageGRID system are connected
Note: If you are performing a disconnected site decommission, all nodes at the site you are removing must be disconnscted.

* Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected
1 node in the selected site belongs to an HA group A

The following nodes in the selected site belong to a high availability (HA) group. You must either edit the HA group to remove
the node's interface or remove the entira HA group

Go to HA Groups page. (8

For information about HA groups, see the instructions for administaring StorageGRID

HA Group Name Node Name Node Type
HA group DC1-GW1-99-190 APl Gateway Node
Passphrase

Provisioning Passphrass @

Previous

4. Wenn Knoten aufgelistet sind, filhren Sie einen der folgenden Schritte aus:

o Bearbeiten Sie jede betroffene HA-Gruppe, um die Knotenschnittstelle zu entfernen.

o Entfernen Sie eine HA-Gruppe, die nur Knoten von dieser Site enthalt. Siehe die Anweisungen zur
Verwaltung von StorageGRID.

Wenn alle Knoten verbunden sind und keine Knoten am ausgewahlten Standort in einer HA-Gruppe
verwendet werden, ist das Feld Bereitstellungspassphrase aktiviert.

5. Geben Sie die Bereitstellungspassphrase ein.

Die Schaltflache AuBerbetriebnahme starten wird aktiviert.
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6.
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Decommission Site

O—0 0 0 0 -

Select Site View Details Revise ILM Remove ILM Resolve Monitor
Policy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.
Note: [f you are performing a disconnected site decommission, all nodes at the site you are removing must be offline.

« Mo node at the selected site belongs to a high availability {HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected

No nodes in the selected site belong to an HA group

Passphrase

Provisioning Passphrase @ | seseesed

Wenn Sie bereit sind, mit der Aulierbetriebnahme der Site zu beginnen, wahlen Sie AuBerbetriebnahme

starten.

In einer Warnung werden die Site und Knoten aufgelistet, die entfernt werden. Sie werden daran erinnert,
dass es Tage, Wochen oder sogar Monate dauern kann, bis die Site vollstadndig entfernt ist.



A Warning

The following site and its nodes have been selected for decommissioning and will be
permanently removed from the StorageGRID system

Data Center 3
« DC3-57
= OC3-52
« DC3-53

When StorageGRID removes a site, it temporarily uses strong-site consistancy to prevent object
metadata from heing written to the site being removed. Client write and delete operations can fail
if multiple nodes become unavailable at the remaining sites.

This procedure might take days. weeks, or even months to complete. Select Maintenance =
Decommission to monitor the decommission progress.

Do you want to continua?

7. Lesen Sie die Warnung. Wenn Sie bereit sind zu beginnen, wahlen Sie OK.

Wahrend die neue Rasterkonfiguration generiert wird, wird eine Meldung angezeigt. Dieser Vorgang kann

je nach Art und Anzahl der stillgelegten Netzknoten einige Zeit in Anspruch nehmen.

Passphrase

Provisioning Passphrase @ PR

€ Generating grid configuration. This may take some time depending on the type and the number of decommissioned arid nodes,

Wenn die neue Netzkonfiguration erstellt wurde, wird Schritt 6 (Monitor-Aul3erbetriebnahme) angezeigt.

@ Die Schaltflache Zuriick bleibt deaktiviert, bis die AuRerbetriebnahme abgeschlossen ist.

Schritt 6: AuBerbetriebnahme uberwachen

Ab Schritt 6 (Aulerbetriebnahme Uberwachen) des Assistenten ,Site auller Betrieb
nehmen® kdnnen Sie den Fortschritt beim Entfernen der Site Uberwachen.

Informationen zu diesem Vorgang
Wenn StorageGRID eine verbundene Site entfernt, werden die Knoten in dieser Reihenfolge entfernt:
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1. Gateway-Knoten
2. Admin-Knoten

3. Speicherknoten
Wenn StorageGRID eine getrennte Site entfernt, werden die Knoten in dieser Reihenfolge entfernt:

1. Gateway-Knoten
2. Speicherknoten
3. Admin-Knoten

Das Entfernen jedes Gateway-Knotens oder Admin-Knotens kann moglicherweise nur wenige Minuten oder
eine Stunde dauern, bei Speicherknoten kann es jedoch Tage oder Wochen dauern.

Schritte
1. Sobald ein neues Wiederherstellungspaket erstellt wurde, laden Sie die Datei herunter.

Laden Sie das Wiederherstellungspaket so schnell wie moglich herunter, um
@ sicherzustellen, dass Sie |hr Netz wiederherstellen konnen, falls wahrend der
Aulerbetriebnahme etwas schiefgeht.

a. Wahlen Sie den Link in der Nachricht oder wahlen Sie WARTUNG > System >
Wiederherstellungspaket.

b. Laden Sie die . zip Datei.

Siehe die Anweisungen flr"Herunterladen des Wiederherstellungspakets" .

Die Datei des Wiederherstellungspakets muss gesichert werden, da sie
@ Verschlisselungsschlissel und Passworter enthalt, mit denen Daten aus dem StorageGRID
-System abgerufen werden kénnen.

2. Uberwachen Sie mithilfe des Datenbewegungsdiagramms die Bewegung von Objektdaten von dieser Site
zu anderen Sites.

Die Datenbewegung begann, als Sie in Schritt 3 (ILM-Richtlinie Uberarbeiten) die neue ILM-Richtlinie
aktiviert haben. Wahrend des gesamten AulRerbetriebnahmeverfahrens werden Daten verschoben.
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Decommission Site Progress
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3. Uberwachen Sie im Abschnitt ,Knotenfortschritt der Seite den Fortschritt des

AulRerbetriebnahmeverfahrens, wahrend Knoten entfernt werden.

Wenn ein Speicherknoten entfernt wird, durchlauft jeder Knoten eine Reihe von Phasen. Obwohl die
meisten dieser Phasen schnell oder sogar unmerklich ablaufen, missen Sie je nach der zu
verschiebenden Datenmenge mdglicherweise Tage oder sogar Wochen warten, bis andere Phasen
abgeschlossen sind. Fir die Verwaltung von Erasure-Coded-Daten und die Neubewertung von ILM ist
zusatzliche Zeit erforderlich.

Node Progress

€ Depanding on the number of objects stored, Storage Modes might take significantly longer to decommission. Extra time is
needed to manage erasure coded data and re-evaluate LM

The progress for each node is displayed while the decommission procedure is running. If you need to perform anaother
maintenance procedure. select Pause to suspend the decommission (only allowed during certain stages).

Search Q
Name ¥ Type 1T Progress 11 stage il |
RAL-S1-101-196 Storage Node l gizzr;jnr[}n;stziuning Replicated and Erasure
RAL-S2-101-197 Storage Node E gizz::anizioning Replicated and Erasure
RAL-S3.101-198 Storage Node l gggiijr[)n;s;inning Replicated and Erasure
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Wenn Sie den Fortschritt der Auerbetriebnahme eines verbundenen Standorts Uberwachen, finden Sie in
dieser Tabelle Informationen zu den AuRerbetriebnahmephasen eines Speicherknotens:

Biihne Geschatzte Dauer
Ausstehend Minute oder weniger
Warten auf Sperren Minuten

Aufgabe vorbereiten Minute oder weniger
Kennzeichnung LDR auler Minuten

Betrieb genommen

AulRerbetriebnahme replizierter Stunden, Tage oder Wochen, je nach Datenmenge

und Erasure-Coded-Daten
Hinweis: Wenn Sie andere Wartungsaktivitaten durchfihren missen,
kdonnen Sie die AuRerbetriebnahme der Site wahrend dieser Phase

unterbrechen.
LDR-Einstellungsstatus Minuten
Audit-Warteschlangen leeren Minuten bis Stunden, basierend auf der Anzahl der Nachrichten und

der Netzwerklatenz.

Vollstandig Minuten

Wenn Sie den Fortschritt der Aul3erbetriebnahme eines getrennten Standorts Gberwachen, finden Sie in
dieser Tabelle Informationen zu den AulRerbetriebnahmephasen eines Speicherknotens:

Biihne Geschitzte Dauer
Ausstehend Minute oder weniger
Warten auf Sperren Minuten

Aufgabe vorbereiten Minute oder weniger
Externe Dienste deaktivieren Minuten
Zertifikatssperrung Minuten

Knoten abmelden Minuten

Storage Grade-Registrierung aufheben Minuten

Entfernen einer Speichergruppe Minuten



Biihne Geschétzte Dauer

Entitatsentfernung Minuten

Vollstandig Minuten

4. Nachdem alle Knoten die Phase ,,Abgeschlossen® erreicht haben, warten Sie, bis die verbleibenden
AuRerbetriebnahmevorgange der Site abgeschlossen sind.

o Wahrend des Schritts Cassandra reparieren flihrt StorageGRID alle notwendigen Reparaturen an den
Cassandra-Clustern durch, die in Ihrem Grid verbleiben. Diese Reparaturen kénnen mehrere Tage
oder langer dauern, je nachdem, wie viele Speicherknoten in lhrem Netz verbleiben.

o Wahrend des Schritts EC-Profile deaktivieren und Speicherpools I6schen werden die folgenden
ILM-Anderungen vorgenommen:

= Alle Erasure-Coding-Profile, die auf die Site verwiesen, werden deaktiviert.

= Alle Speicherpools, die auf die Site verwiesen, werden geldscht.

@ Der Speicherpool ,All Storage Nodes* (StorageGRID 11.6 und friiher) wird ebenfalls
entfernt, da er die Site ,All Sites” verwendet.

> SchlieBlich werden wahrend des Schritts Konfiguration entfernen alle verbleibenden Verweise auf die
Site und ihre Knoten aus dem Rest des Rasters entfernt.

Decommission Site Progress

Decommission Nodes in Site Completed
Repair Cassandra Completed
Deactivate EC Prefiles & Delete Storage Pools Completed
Remove Configurations In Progress :,:Z-

StorageGRID is removing the site and node configurations from the rest of the grid

5. Wenn der AulRerbetriebnahmevorgang abgeschlossen ist, wird auf der Seite , Site au3er Betrieb nehmen”
eine Erfolgsmeldung angezeigt und die entfernte Site wird nicht mehr angezeigt.
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Decommission Site

o 2 3 4 5 6

Select Site View Details Revize ILM Remove [LM Reszolve Node Monitor
Palicy References Caonflicts Decommission

The previous decommission procedure completed successiully at 2021-01-12 14:28:32 MST

VWhen you decommission a site, all nodas at the site and the site itsalf are parmanantly removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then. select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state.

You might not he able to remove certain sites. For example, you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive Node.

Sites
Site Name Used Storage Capacity © Decommission Possible
Sunnyvale 4.79 MB
Vancouver 4.90 MB Mo. This site contains the primary Admin Node.
Nach Abschluss

Flhren Sie diese Aufgaben aus, nachdem Sie das Verfahren zur AuRerbetriebnahme der Site abgeschlossen
haben:

« Stellen Sie sicher, dass die Laufwerke aller Speicherknoten am stillgelegten Standort geléscht werden.
Verwenden Sie ein handelslibliches Tool oder einen Dienst zum Loschen von Daten, um Daten dauerhaft
und sicher von den Laufwerken zu entfernen.

» Wenn die Site einen oder mehrere Admin-Knoten umfasst und Single Sign-On (SSO) fir Ihr StorageGRID
-System aktiviert ist, entfernen Sie alle Vertrauensstellungen der vertrauenden Seite fir die Site aus Active
Directory Federation Services (AD FS).

* Nachdem die Knoten im Rahmen der Aul3erbetriebnahme der verbundenen Site automatisch und
ordnungsgemal ausgeschaltet wurden, entfernen Sie die zugehorigen virtuellen Maschinen.
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