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Verwalten von HA-Gruppen

Was sind Hochverfugbarkeitsgruppen (HA)?

Hochverfugbarkeitsgruppen (HA) bieten hochverfugbare Datenverbindungen fur S3-
Clients und hochverfugbare Verbindungen zum Grid Manager und zum Tenant Manager.

Sie kénnen die Netzwerkschnittstellen mehrerer Admin- und Gateway-Knoten in einer
Hochverfiigbarkeitsgruppe (HA) zusammenfassen. Wenn die aktive Schnittstelle in der HA-Gruppe ausfallt,
kann eine Backup-Schnittstelle die Arbeitslast bewaltigen.

Jede HA-Gruppe bietet Zugriff auf die gemeinsam genutzten Dienste auf den ausgewahlten Knoten.

* HA-Gruppen, die Gateway-Knoten, Admin-Knoten oder beides umfassen, bieten hochverfiigbare
Datenverbindungen fur S3-Clients.

* HA-Gruppen, die nur Admin-Knoten enthalten, bieten hochverfiigbare Verbindungen zum Grid Manager
und zum Tenant Manager.

» Eine HA-Gruppe, die nur Service-Appliances und VMware-basierte Softwareknoten umfasst, kann
hochverfligbare Verbindungen bereitstellen fir"'S3-Mandanten, die S3 Select verwenden" . HA-Gruppen
werden bei der Verwendung von S3 Select empfohlen, sind aber nicht erforderlich.

Wie erstellt man eine HA-Gruppe?

1. Sie wahlen eine Netzwerkschnittstelle fir einen oder mehrere Admin-Knoten oder Gateway-Knoten aus.
Sie kdnnen eine Grid-Netzwerkschnittstelle (eth0), eine Client-Netzwerkschnittstelle (eth2), eine VLAN-
Schnittstelle oder eine Zugriffsschnittstelle verwenden, die Sie dem Knoten hinzugefugt haben.

@ Sie kénnen einer HA-Gruppe keine Schnittstelle hinzufligen, wenn diese Uber eine per
DHCP zugewiesene |IP-Adresse verflgt.

2. Sie geben eine Schnittstelle als primare Schnittstelle an. Die primare Schnittstelle ist die aktive
Schnittstelle, sofern kein Fehler auftritt.

3. Sie bestimmen die Prioritatsreihenfolge fur alle Backup-Schnittstellen.

4. Sie weisen der Gruppe eine bis zehn virtuelle IP-Adressen (VIP) zu. Clientanwendungen kénnen jede
dieser VIP-Adressen verwenden, um eine Verbindung mit StorageGRID herzustellen.

Anweisungen hierzu finden Sie unter"Konfigurieren von Hochverfligbarkeitsgruppen" .

Was ist die aktive Schnittstelle?

Wahrend des normalen Betriebs werden alle VIP-Adressen fiir die HA-Gruppe der primaren Schnittstelle
hinzugeflgt, die die erste Schnittstelle in der Prioritatsreihenfolge ist. Solange die primare Schnittstelle
verfligbar bleibt, wird sie verwendet, wenn Clients eine Verbindung mit einer beliebigen VIP-Adresse fir die
Gruppe herstellen. Das heif3t, wahrend des normalen Betriebs ist die primare Schnittstelle die ,aktive*
Schnittstelle fur die Gruppe.

Ebenso fungieren wahrend des Normalbetriebs alle Schnittstellen mit niedrigerer Prioritat fir die HA-Gruppe
als ,Backup“-Schnittstellen. Diese Backup-Schnittstellen werden nicht verwendet, es sei denn, die primare
(derzeit aktive) Schnittstelle ist nicht mehr verflgbar.
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Den aktuellen HA-Gruppenstatus eines Knotens anzeigen

Um zu sehen, ob ein Knoten einer HA-Gruppe zugewiesen ist, und um seinen aktuellen Status zu bestimmen,

wahlen Sie NODES > node.

Wenn die Registerkarte Ubersicht einen Eintrag fiir HA-Gruppen enthalt, wird der Knoten den aufgefiihrten
HA-Gruppen zugewiesen. Der Wert nach dem Gruppennamen ist der aktuelle Status des Knotens in der HA-

Gruppe:

« Aktiv: Die HA-Gruppe wird derzeit auf diesem Knoten gehostet.

» Backup: Die HA-Gruppe verwendet diesen Knoten derzeit nicht. Dies ist eine Backup-Schnittstelle.

* Gestoppt: Die HA-Gruppe kann auf diesem Knoten nicht gehostet werden, da der Dienst ,High Availability*

(Keepalived) manuell gestoppt wurde.

* Fehler: Die HA-Gruppe kann aus einem oder mehreren der folgenden Grinde nicht auf diesem Knoten

gehostet werden:

o Der Load Balancer-Dienst (nginx-gw) wird auf dem Knoten nicht ausgefuhrt.

> Die ethO- oder VIP-Schnittstelle des Knotens ist ausgefallen.

o Der Knoten ist ausgefallen.

In diesem Beispiel wurde der primare Admin-Knoten zu zwei HA-Gruppen hinzugefigt. Dieser Knoten ist
derzeit die aktive Schnittstelle flir die Gruppe der Admin-Clients und eine Backup-Schnittstelle fir die Gruppe

der FabricPool -Clients.

DC1-ADM1 (Primary Admin Node) &

Connection state & Connected

Software version

Show

additional |P addresses

"

Overview Hardware Network Storage Load balancer
Node information @
Mame: DC1-ADMI
Type: Primary Admin Node
1D: ce00d9ch-8aT9-4742-bdef-c9c658db5315

11.6.0 (build 20211207.1804.614b<17)

HA groups: Admin clients (Active)
FabricPool clients (Backup
L
IP addresses: 172.16.1.225 - ethQ (Grid Metwork)

10.224.1.225 - ethl (Admin Network)

4T.47.0.2, 47.47.1.225 - eth (Client Network

Tasks

Was passiert, wenn die aktive Schnittstelle ausfallt?

Die Schnittstelle, die derzeit die VIP-Adressen hostet, ist die aktive Schnittstelle. Wenn die HA-Gruppe mehr



als eine Schnittstelle umfasst und die aktive Schnittstelle ausfallt, werden die VIP-Adressen in der
Prioritatsreihenfolge an die erste verfigbare Backup-Schnittstelle verschoben. Wenn diese Schnittstelle
ausfallt, werden die VIP-Adressen zur nachsten verfligbaren Backup-Schnittstelle verschoben und so weiter.

Ein Failover kann aus folgenden Griinden ausgeldst werden:

» Der Knoten, auf dem die Schnittstelle konfiguriert ist, fallt aus.

* Der Knoten, auf dem die Schnittstelle konfiguriert ist, verliert fir mindestens 2 Minuten die Verbindung zu
allen anderen Knoten.

* Die aktive Schnittstelle fallt aus.
* Der Load Balancer-Dienst wird gestoppt.

» Der Hochverfiigbarkeitsdienst wird gestoppt.

Das Failover wird moglicherweise nicht durch Netzwerkfehler aul3erhalb des Knotens ausgeldst,
@ der die aktive Schnittstelle hostet. Ebenso wird ein Failover nicht durch die Dienste fiir den Grid
Manager oder den Tenant Manager ausgelost.

Der Failover-Prozess dauert im Allgemeinen nur wenige Sekunden und ist schnell genug, sodass Client-
Anwendungen nur geringe Auswirkungen erfahren und sich auf normale Wiederholungsverhalten verlassen
kénnen, um den Betrieb fortzusetzen.

Wenn der Fehler behoben ist und eine Schnittstelle mit hoherer Prioritat wieder verfigbar wird, werden die
VIP-Adressen automatisch auf die verfligbare Schnittstelle mit der héchsten Prioritat verschoben.

Wie werden HA-Gruppen verwendet?

Sie konnen Hochverfugbarkeitsgruppen (HA) verwenden, um hochverfugbare
Verbindungen zu StorageGRID fir Objektdaten und zur administrativen Verwendung
bereitzustellen.

» Eine HA-Gruppe kann hochverfligbare administrative Verbindungen zum Grid Manager oder Tenant
Manager bereitstellen.

» Eine HA-Gruppe kann hochverfliigbare Datenverbindungen fur S3-Clients bereitstellen.

» Eine HA-Gruppe, die nur eine Schnittstelle enthalt, ermoglicht Ihnen die Bereitstellung vieler VIP-Adressen

und die explizite Festlegung von IPv6-Adressen.

Eine HA-Gruppe kann nur dann eine hohe Verflgbarkeit bieten, wenn alle in der Gruppe enthaltenen Knoten
dieselben Dienste bereitstellen. Wenn Sie eine HA-Gruppe erstellen, figen Sie Schnittstellen von den
Knotentypen hinzu, die die von lhnen bendtigten Dienste bereitstellen.

* Admin-Knoten: SchlieRen Sie den Load Balancer-Dienst ein und ermdglichen Sie den Zugriff auf den Grid
Manager oder den Tenant Manager.

+ Gateway-Knoten: SchlielRen Sie den Load Balancer-Dienst ein.



Zweck der HA-Gruppe Knoten dieses Typs zur HA-Gruppe hinzufiigen

Zugriff auf Grid Manager * Primarer Admin-Knoten (Primér)
* Nicht-primare Admin-Knoten
Hinweis: Der primare Admin-Knoten muss die primare Schnittstelle

sein. Einige Wartungsvorgange kénnen nur vom primaren Admin-Knoten
aus durchgefihrt werden.

Zugriff nur auf den * Primare oder nicht-primare Admin-Knoten
Mandantenmanager

S3-Clientzugriff — Load Balancer- * Admin-Knoten

Dienst

+ Gateway-Knoten

S3-Client-Zugriff fur"S3 » Servicegerate

Auswahlen * VMware-basierte Softwareknoten

Hinweis: HA-Gruppen werden bei der Verwendung von S3 Select
empfohlen, sind aber nicht erforderlich.

Einschrankungen bei der Verwendung von HA-Gruppen mit Grid Manager oder
Tenant Manager

Wenn ein Grid Manager- oder Tenant Manager-Dienst ausfallt, wird kein HA-Gruppen-Failover ausgeldst.

Wenn Sie beim Failover beim Grid Manager oder Tenant Manager angemeldet sind, werden Sie abgemeldet
und mussen sich erneut anmelden, um lhre Aufgabe fortzusetzen.

Einige Wartungsverfahren kdnnen nicht durchgefiihrt werden, wenn der primare Admin-Knoten nicht verfligbar
ist. Wahrend des Failovers kdnnen Sie den Grid Manager verwenden, um Ihr StorageGRID System zu
Uberwachen.

Konfigurationsoptionen fur HA-Gruppen

Die folgenden Diagramme bieten Beispiele fur verschiedene Moglichkeiten zum
Konfigurieren von HA-Gruppen. Jede Option hat Vor- und Nachteile.

In den Diagrammen kennzeichnet Blau die primare Schnittstelle in der HA-Gruppe und Gelb die Backup-
Schnittstelle in der HA-Gruppe.
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Active-Backup HA
GW 1 (Backup)

HA Group 1 VIPs
_LP GW 2 (Primary)
_I—) GW 3 (Primary)

HA Group 2 VIPs

DNS Round Robin

I—P GW1IP

DNS
Entry

|—> GW2IP

GW 4 (Backup)

GW = Gateway Node
VIP = Virtual IP address

Active-Active HA

DNS
Entry

;
HA Group 2 VIP e

HA Group 1 VIP .
| > Gw 1 (Primaryin HA 1)

(Backup in HA 2)

GW 2 (Primary in HA 2)
(Backup in HA 1)

Die Tabelle fasst die Vorteile jeder im Diagramm gezeigten HA-Konfiguration zusammen.

Konfiguration Vorteile

Active-Backup HA * Verwaltet von StorageGRID ohne
externe Abhangigkeiten.

» Schnelles Failover.

DNS-Round-Robin * Erhohter Gesamtdurchsatz.

* Keine untatigen Hosts.

Nachteile

* In einer HA-Gruppe ist nur ein Knoten
aktiv. Mindestens ein Knoten pro HA-
Gruppe ist im Leerlauf.

* Langsames Failover, das vom
Clientverhalten abhangen kann.

* Erfordert die Konfiguration der
Hardware aufierhalb von
StorageGRID.

* Bendtigt einen vom Kunden
durchgefuhrten Gesundheitscheck.



Konfiguration Vorteile Nachteile

Aktiv-Aktiv-HA  Der Datenverkehr wird auf mehrere » Komplexer zu konfigurieren.

HA-Gruppen verteilt « Erfordert die Konfiguration der

* Hoher Gesamtdurchsatz, der mit der Hardware auf3erhalb von
Anzahl der HA-Gruppen skaliert. StorageGRID.
* Schnelles Failover. » Bendtigt einen vom Kunden

durchgeflihrten Gesundheitscheck.

Konfigurieren von Hochverfugbarkeitsgruppen

Sie konnen Hochverfugbarkeitsgruppen (HA) konfigurieren, um einen hochverfugbaren
Zugriff auf die Dienste auf Admin-Knoten oder Gateway-Knoten bereitzustellen.

Bevor Sie beginnen
« Sie sind beim Grid Manager angemeldet mit einem"unterstitzter WWebbrowser" .
+ Sie haben die"Root-Zugriffsberechtigung"” .

* Wenn Sie eine VLAN-Schnittstelle in einer HA-Gruppe verwenden mdchten, haben Sie die VLAN-
Schnittstelle erstellt. Sehen "Konfigurieren von VLAN-Schnittstellen” .

* Wenn Sie eine Zugriffsschnittstelle fur einen Knoten in einer HA-Gruppe verwenden moéchten, haben Sie
die Schnittstelle erstellt:

> Red Hat Enterprise Linux (vor der Installation des Knotens):"Erstellen Sie
Knotenkonfigurationsdateien"

> Ubuntu oder Debian (vor der Installation des Knotens):"Erstellen Sie Knotenkonfigurationsdateien'

o Linux (nach der Installation des Knotens):"Linux: Trunk oder Zugriffsschnittstellen zu einem Knoten
hinzuftgen"

o VMware (nach der Installation des Knotens):"VMware: Trunk- oder Zugriffsschnittstellen zu einem
Knoten hinzufligen"
Erstellen einer Hochverfugbarkeitsgruppe

Wenn Sie eine Hochverfligbarkeitsgruppe erstellen, wahlen Sie eine oder mehrere Schnittstellen aus und
organisieren sie nach Prioritat. Anschliefiend weisen Sie der Gruppe eine oder mehrere VIP-Adressen zu.

Eine Schnittstelle muss fiir einen Gateway-Knoten oder einen Admin-Knoten sein, um in eine HA-Gruppe
aufgenommen zu werden. Eine HA-Gruppe kann fiir jeden Knoten nur eine Schnittstelle verwenden. In
anderen HA-Gruppen kdnnen jedoch andere Schnittstellen fir denselben Knoten verwendet werden.

Zugriff auf den Assistenten

Schritte
1. Wahlen Sie KONFIGURATION > Netzwerk > Hochverfiigbarkeitsgruppen.

2. Wahlen Sie Erstellen.

Geben Sie Details fiir die HA-Gruppe ein

Schritte
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1. Geben Sie einen eindeutigen Namen fir die HA-Gruppe an.
2. Geben Sie optional eine Beschreibung fir die HA-Gruppe ein.
3. Wahlen Sie Weiter.

Schnittstellen zur HA-Gruppe hinzufiigen

Schritte
1. Wahlen Sie eine oder mehrere Schnittstellen aus, die dieser HA-Gruppe hinzugefiigt werden sollen.

Nutzen Sie die Spaltentberschriften zum Sortieren der Zeilen oder geben Sie einen Suchbegriff ein, um
Schnittstellen schneller zu finden.

Add interfaces to the HA group
Select one or more interfaces for this HA group. You can select only one interface for each node.
Q el TiEarhice coupit: 4

Node = Interface @ = Site @ = IPv4 subnet 2 Mode type @ =
DC1-ADM1-104-96 ethD @ DC1 10.86.104.0/22 Primary Admin Node
DC1-ADM1-104-96 eth2 @ pC1 Primary Admin Node
DC2-ADM1-104-103 eth0 @ Decz2 10.96.104.0/22 Admin Node
DC2-ADM1-104-103 eth?2 @ DC2 Admin Node

0 interfaces selected

@ Warten Sie nach dem Erstellen einer VLAN-Schnittstelle bis zu 5 Minuten, bis die neue
Schnittstelle in der Tabelle angezeigt wird.

Richtlinien zur Auswahl von Schnittstellen
o Sie mussen mindestens eine Schnittstelle auswahlen.

o Sie kdnnen fir einen Knoten nur eine Schnittstelle auswahlen.

o Wenn die HA-Gruppe zum HA-Schutz von Admin-Node-Diensten dient, zu denen der Grid Manager
und der Tenant Manager gehéren, wahlen Sie nur Schnittstellen auf Admin-Nodes aus.

o Wenn die HA-Gruppe dem HA-Schutz des S3-Client-Datenverkehrs dient, wahlen Sie Schnittstellen
auf Admin-Knoten, Gateway-Knoten oder beiden aus.

o Wenn Sie Schnittstellen auf verschiedenen Knotentypen auswahlen, wird ein Hinweis angezeigt. Bitte
beachten Sie, dass bei einem Failover die vom zuvor aktiven Knoten bereitgestellten Dienste auf dem
neuen aktiven Knoten mdglicherweise nicht verfligbar sind. Beispielsweise kann ein Backup-Gateway-
Knoten keinen HA-Schutz fir Admin-Knotendienste bieten. Ebenso kann ein Backup-Admin-Knoten
nicht alle Wartungsverfahren durchfihren, die der primare Admin-Knoten bereitstellen kann.

o Wenn Sie keine Schnittstelle auswahlen kénnen, ist das entsprechende Kontrollkastchen deaktiviert.



Der Tooltip bietet weitere Informationen.

Site @ = Nodename @ =

Mt T mmtre | i | ﬁhtﬂl

You have already selected
an interface on this node.
Select a different node or
remove the other selection.

A1

Lraaoermer L [ L Rl S

> Sie kdnnen keine Schnittstelle auswahlen, wenn ihr Subnetzwert oder Gateway mit einer anderen
ausgewahlten Schnittstelle in Konflikt steht.

o Sie kénnen eine konfigurierte Schnittstelle nicht auswahlen, wenn sie keine statische IP-Adresse hat.

2. Wahlen Sie Weiter.

Bestimmen Sie die Priorititsreihenfolge

Wenn die HA-Gruppe mehr als eine Schnittstelle umfasst, kdnnen Sie bestimmen, welche die primare
Schnittstelle und welche die Backup-Schnittstellen (Failover) sind. Wenn die primare Schnittstelle ausfallt,
werden die VIP-Adressen an die verfligbare Schnittstelle mit der hochsten Prioritat weitergeleitet. Wenn diese
Schnittstelle ausfallt, werden die VIP-Adressen zur nachsten verfligbaren Schnittstelle mit der hchsten
Prioritat verschoben und so weiter.

Schritte

1. Ziehen Sie Zeilen in der Spalte Prioritatsreihenfolge, um die primare Schnittstelle und alle Backup-
Schnittstellen zu bestimmen.

Die erste Schnittstelle in der Liste ist die primare Schnittstelle. Die primare Schnittstelle ist die aktive
Schnittstelle, sofern kein Fehler auftritt.

Determine the priority order

Determine the primary interface and the backup (failover) interfaces for this HA group. Drag and drop rows or select the

ATTOWS.
Priority order @ Node Interface @ Node type @
1 (Primary interface) : DC1-ADM1-104-96 eth2 Primary Admin Node
2  DC2-ADM1-104-103 eth2 Admin Node

Wenn die HA-Gruppe Zugriff auf den Grid Manager bietet, missen Sie eine Schnittstelle auf
dem primaren Admin-Knoten als primare Schnittstelle auswahlen. Einige Wartungsvorgange
kénnen nur vom primaren Admin-Knoten aus durchgefuhrt werden.



2. Wahlen Sie Weiter.

IP-Adressen eingeben

Schritte

1. Geben Sie im Feld Subnetz-CIDR das VIP-Subnetz in CIDR-Notation an — eine IPv4-Adresse gefolgt von
einem Schragstrich und der Subnetzlange (0-32).

Fir die Netzwerkadresse diirfen keine Hostbits gesetzt sein. Beispiel: 192.16.0.0/22 .

@ Wenn Sie ein 32-Bit-Prafix verwenden, dient die VIP-Netzwerkadresse auch als Gateway-
Adresse und VIP-Adresse.

Enter details for the HA group

Subnet CIDR @

Specify the subnet in CIDR notation. The optional gateway |P and all VIPs must be in this subnet.

Gateway IP address (optional) @

Optionally specify the IP address of the gateway, which must be in the subnet. If the subnet address length is 32, the gateway IP
address is automatically set to the subnet IP.

Virtual IP address @

Specify at least 1 and no more than 10 virtual IPs for the HA group. All virtual IPs must be in the same subnet. If the subnet length is
32, only one VIP is allowed, which is automatically set to the subnet/gateway |P.

Add another IF address

2. Wenn S3-Verwaltungs- oder Mandantenclients von einem anderen Subnetz aus auf diese VIP-Adressen
zugreifen, geben Sie optional die Gateway-IP-Adresse ein. Die Gateway-Adresse muss innerhalb des
VIP-Subnetzes liegen.

Client- und Administratorbenutzer verwenden dieses Gateway, um auf die virtuellen IP-Adressen
zuzugreifen.

3. Geben Sie mindestens eine und hochstens zehn VIP-Adressen flir die aktive Schnittstelle in der HA-
Gruppe ein. Alle VIP-Adressen mussen sich innerhalb des VIP-Subnetzes befinden und alle miissen
gleichzeitig auf der aktiven Schnittstelle aktiv sein.

Sie mussen mindestens eine IPv4-Adresse angeben. Optional kdnnen Sie zusatzliche IPv4- und IPv6-
Adressen angeben.

4. Wahlen Sie HA-Gruppe erstellen und dann Fertig stellen.

Die HA-Gruppe wird erstellt und Sie kdnnen jetzt die konfigurierten virtuellen IP-Adressen verwenden.



Nachste Schritte

Wenn Sie diese HA-Gruppe zum Lastenausgleich verwenden mdchten, erstellen Sie einen
Lastenausgleichsendpunkt, um den Port und das Netzwerkprotokoll zu bestimmen und alle erforderlichen
Zertifikate anzuhangen. Sehen "Konfigurieren von Load Balancer-Endpunkten” .

Bearbeiten einer Hochverfligbarkeitsgruppe

Sie kénnen eine Hochverfligbarkeitsgruppe (HA) bearbeiten, um ihren Namen und ihre Beschreibung zu
andern, Schnittstellen hinzuzufligen oder zu entfernen, die Prioritatsreihenfolge zu andern oder virtuelle I1P-
Adressen hinzuzufiigen oder zu aktualisieren.

Beispielsweise missen Sie mdglicherweise eine HA-Gruppe bearbeiten, wenn Sie den Knoten entfernen
mdchten, der einer ausgewahlten Schnittstelle in einem Site- oder Knoten-AuRRerbetriebnahmeverfahren
zugeordnet ist.

Schritte
1. Wahlen Sie KONFIGURATION > Netzwerk > Hochverfiigbarkeitsgruppen.

Auf der Seite ,Hochverfligbarkeitsgruppen® werden alle vorhandenen HA-Gruppen angezeigt.

2. Aktivieren Sie das Kontrollkastchen fur die HA-Gruppe, die Sie bearbeiten mochten.
3. Fihren Sie je nachdem, was Sie aktualisieren mochten, einen der folgenden Schritte aus:

o Wahlen Sie Aktionen > Virtuelle IP-Adresse bearbeiten, um VIP-Adressen hinzuzufligen oder zu
entfernen.

o Wahlen Sie Aktionen > HA-Gruppe bearbeiten, um den Namen oder die Beschreibung der Gruppe
zu aktualisieren, Schnittstellen hinzuzufligen oder zu entfernen, die Prioritatsreihenfolge zu andern
oder VIP-Adressen hinzuzufligen oder zu entfernen.

4. Wenn Sie Virtuelle IP-Adresse bearbeiten ausgewahlt haben:
a. Aktualisieren Sie die virtuellen IP-Adressen fir die HA-Gruppe.
b. Wahlen Sie Speichern.
c. Wahlen Sie Fertig.
5. Wenn Sie HA-Gruppe bearbeiten ausgewahlt haben:
a. Aktualisieren Sie optional den Namen oder die Beschreibung der Gruppe.

b. Aktivieren oder deaktivieren Sie optional die Kontrollkastchen, um Schnittstellen hinzuzufligen oder zu
entfernen.

Wenn die HA-Gruppe Zugriff auf den Grid Manager bietet, miissen Sie eine Schnittstelle
@ auf dem primaren Admin-Knoten als primare Schnittstelle auswahlen. Einige
Wartungsvorgange kénnen nur vom primaren Admin-Knoten aus durchgefiihrt werden

c. Ziehen Sie optional Zeilen, um die Prioritatsreihenfolge der primaren Schnittstelle und aller Backup-
Schnittstellen fir diese HA-Gruppe zu andern.

d. Aktualisieren Sie optional die virtuellen IP-Adressen.

e. Wahlen Sie Speichern und dann Fertig.
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Entfernen einer Hochverfugbarkeitsgruppe

Sie kdnnen eine oder mehrere Hochverfugbarkeitsgruppen (HA) gleichzeitig entfernen.

Sie kénnen eine HA-Gruppe nicht entfernen, wenn sie an einen Load Balancer-Endpunkt
gebunden ist. Um eine HA-Gruppe zu |6schen, missen Sie sie von allen Load Balancer-
Endpunkten entfernen, die sie verwenden.

Um Clientunterbrechungen zu vermeiden, aktualisieren Sie alle betroffenen S3-Clientanwendungen, bevor Sie

eine HA-Gruppe entfernen. Aktualisieren Sie jeden Client, um eine Verbindung Uber eine andere IP-Adresse
herzustellen, beispielsweise die virtuelle IP-Adresse einer anderen HA-Gruppe oder die IP-Adresse, die
wahrend der Installation fir eine Schnittstelle konfiguriert wurde.

Schritte
1. Wahlen Sie KONFIGURATION > Netzwerk > Hochverfiigbarkeitsgruppen.

2. Uberpriifen Sie die Spalte Load Balancer-Endpunkte fiir jede HA-Gruppe, die Sie entfernen méchten.
Wenn Load Balancer-Endpunkte aufgelistet sind:

a. Gehen Sie zu KONFIGURATION > Netzwerk > Load Balancer-Endpunkte.
b. Aktivieren Sie das Kontrollkastchen fir den Endpunkt.

c. Wahlen Sie Aktionen > Endpunktbindungsmodus bearbeiten.

d. Aktualisieren Sie den Bindungsmodus, um die HA-Gruppe zu entfernen.

e. Wahlen Sie Anderungen speichern.

3. Wenn keine Load Balancer-Endpunkte aufgelistet sind, aktivieren Sie das Kontrollkastchen fir jede HA-
Gruppe, die Sie entfernen mochten.

4. Wahlen Sie Aktionen > HA-Gruppe entfernen.
5. Uberpriifen Sie die Nachricht und wahlen Sie HA-Gruppe l6schen, um |hre Auswahl zu bestatigen.

Alle von Ihnen ausgewahlten HA-Gruppen werden entfernt. Auf der Seite ,Hochverfiigbarkeitsgruppen®
wird ein grines Erfolgsbanner angezeigt.
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