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Verwenden Sie den S3-Setup-Assistenten

S3-Setup-Assistent verwenden: Uberlegungen und
Anforderungen

Sie konnen den S3-Setup-Assistenten verwenden, um StorageGRID als
Objektspeichersystem flr eine S3-Anwendung zu konfigurieren.

Wann Sie den S3-Setup-Assistenten verwenden sollten

Der S3-Setup-Assistent fuhrt Sie durch jeden Schritt der Konfiguration von StorageGRID fir die Verwendung
mit einer S3-Anwendung. Beim AbschlieBen des Assistenten laden Sie Dateien herunter, mit denen Sie Werte
in die S3-Anwendung eingeben kdnnen. Verwenden Sie den Assistenten, um Ihr System schneller zu
konfigurieren und sicherzustellen, dass lhre Einstellungen den Best Practices von StorageGRID entsprechen.

Wenn Sie die"Root-Zugriffsberechtigung” : Sie kdnnen den S3-Setup-Assistenten abschlie3en, wenn Sie mit
der Verwendung des StorageGRID Grid Managers beginnen, oder Sie kbnnen zu einem spateren Zeitpunkt
auf den Assistenten zugreifen und ihn abschlieRen. Je nach Bedarf kdnnen Sie auch einige oder alle
benotigten Elemente manuell konfigurieren und anschlieRend mit dem Assistenten die Werte
zusammenstellen, die eine S3-Anwendung bendtigt.

Vor der Verwendung des Assistenten
Bevor Sie den Assistenten verwenden, vergewissern Sie sich, dass Sie diese Voraussetzungen erflllt haben.

Beziehen Sie IP-Adressen und richten Sie VLAN-Schnittstellen ein

Wenn Sie eine Hochverfiigbarkeitsgruppe (HA) konfigurieren, wissen Sie, mit welchen Knoten die S3-
Anwendung eine Verbindung herstellt und welches StorageGRID Netzwerk verwendet wird. Sie wissen
auch, welche Werte Sie fiir das Subnetz-CIDR, die Gateway-IP-Adresse und die virtuellen IP-Adressen
(VIP) eingeben mussen.

Wenn Sie ein virtuelles LAN verwenden mochten, um den Datenverkehr von der S3-Anwendung zu
trennen, haben Sie die VLAN-Schnittstelle bereits konfiguriert. Sehen "Konfigurieren von VLAN-
Schnittstellen" .

Konfigurieren der Identitatsfoderation und SSO

Wenn Sie Identitatsfoderation oder Single Sign-On (SSO) fir Ihr StorageGRID System verwenden
mochten, haben Sie diese Funktionen aktiviert. Sie wissen auch, welche foderierte Gruppe Root-Zugriff auf
das Mandantenkonto haben sollte, das die S3-Anwendung verwenden wird. Sehen"Verwenden der
Identitatsfoderation” Und"Konfigurieren der einmaligen Anmeldung" .

Domanennamen abrufen und konfigurieren

Sie wissen, welchen vollqualifizierten Domanennamen (FQDN) Sie fur StorageGRID verwenden mussen.
Eintrdge des Domanennamenservers (DNS) ordnen diesen FQDN den virtuellen IP-Adressen (VIP) der HA-
Gruppe zu, die Sie mit dem Assistenten erstellen.

Wenn Sie virtuelle S3-Hosting-Anfragen verwenden mdchten, sollten Sie"konfigurierte S3-
Endpunktdomanennamen” . Es wird empfohlen, Anfragen im virtuellen gehosteten Stil zu verwenden.
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Uberpriifen Sie die Anforderungen fiir Load Balancer und Sicherheitszertifikate

Wenn Sie den StorageGRID Lastenausgleich verwenden moéchten, haben Sie die allgemeinen
Uberlegungen zum Lastenausgleich tiberpriift. Sie verfligen Uber die Zertifikate, die Sie hochladen
mdchten, oder Uber die Werte, die Sie zum Generieren eines Zertifikats bendtigen.

Wenn Sie einen externen Load Balancer-Endpunkt (eines Drittanbieters) verwenden mochten, verfiigen Sie
Uber den vollqualifizierten Domanennamen (FQDN), den Port und das Zertifikat flir diesen Load Balancer.

Konfigurieren Sie alle Grid-Foderation-Verbindungen
Wenn Sie dem S3-Mandanten das Klonen von Kontodaten und das Replizieren von Bucket-Objekten in ein

anderes Grid mithilfe einer Grid-Fdderationsverbindung erlauben méchten, bestatigen Sie Folgendes, bevor
Sie den Assistenten starten:

* Du hast"die Grid-Fdderation-Verbindung konfiguriert" .

* Der Status der Verbindung ist Verbunden.

» Sie verfugen Uber Root-Zugriffsberechtigung.

Greifen Sie auf den S3-Setup-Assistenten zu und schlieRen
Sie ihn ab

Sie kdnnen den S3-Setup-Assistenten verwenden, um StorageGRID fir die Verwendung
mit einer S3-Anwendung zu konfigurieren. Der Setup-Assistent stellt die Werte bereit, die
die Anwendung benotigt, um auf einen StorageGRID Bucket zuzugreifen und Objekte zu
speichern.

Bevor Sie beginnen
+ Sie haben die"Root-Zugriffsberechtigung"” .

+ Sie haben die"Uberlegungen und Anforderungen" zur Verwendung des Assistenten.

Zugriff auf den Assistenten

Schritte
1. Sign in beim Grid Manager an mit einem"unterstutzter Webbrowser" .
2. Wenn das Banner * FabricPool und S3-Setup-Assistent* auf dem Dashboard angezeigt wird, wahlen Sie

den Link im Banner aus. Wenn das Banner nicht mehr angezeigt wird, wahlen Sie das Hilfesymbol in der
Kopfzeile im Grid Manager und wahlen Sie * FabricPool und S3-Setup-Assistent®.
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3. Wahlen Sie im Abschnitt ,S3-Anwendung” der Seite des FabricPool und S3-Setup-Assistenten die Option
»~Jetzt konfigurieren“ aus.

Schritt 1 von 6: HA-Gruppe konfigurieren

Eine HA-Gruppe ist eine Sammlung von Knoten, die jeweils den StorageGRID Load Balancer-Dienst
enthalten. Eine HA-Gruppe kann Gateway-Knoten, Admin-Knoten oder beides enthalten.

Sie kdnnen eine HA-Gruppe verwenden, um die Verflgbarkeit der S3-Datenverbindungen aufrechtzuerhalten.
Wenn die aktive Schnittstelle in der HA-Gruppe ausfallt, kann eine Backup-Schnittstelle die Arbeitslast mit
geringen Auswirkungen auf den S3-Betrieb verwalten.

Einzelheiten zu dieser Aufgabe finden Sie unter"Verwalten von Hochverfiigbarkeitsgruppen" .

Schritte

1. Wenn Sie einen externen Lastenausgleich verwenden méchten, missen Sie keine HA-Gruppe erstellen.
Wahlen Sie Diesen Schritt liberspringen und gehen Sie zuSchritt 2 von 6: Load Balancer-Endpunkt
konfigurieren .

2. Um den StorageGRID Load Balancer zu verwenden, kénnen Sie eine neue HA-Gruppe erstellen oder eine
vorhandene HA-Gruppe verwenden.


managing-high-availability-groups.html

HA-Gruppe erstellen
a. Um eine neue HA-Gruppe zu erstellen, wahlen Sie HA-Gruppe erstellen.

b. Fillen Sie fiir den Schritt Details eingeben die folgenden Felder aus.

Feld Beschreibung
HA-Gruppenname Ein eindeutiger Anzeigename fir diese HA-Gruppe.
Beschreibung (optional) Die Beschreibung dieser HA-Gruppe.

c. Wahlen Sie im Schritt Schnittstellen hinzufiigen die Knotenschnittstellen aus, die Sie in dieser
HA-Gruppe verwenden mdchten.

Nutzen Sie die Spaltenuberschriften zum Sortieren der Zeilen oder geben Sie einen Suchbegriff
ein, um Schnittstellen schneller zu finden.

Sie kénnen einen oder mehrere Knoten auswahlen, aber Sie kénnen fir jeden Knoten nur eine
Schnittstelle auswahlen.

d. Bestimmen Sie flir den Schritt Schnittstellen priorisieren die primare Schnittstelle und alle
Backup-Schnittstellen fir diese HA-Gruppe.

Ziehen Sie Zeilen, um die Werte in der Spalte Prioritatsreihenfolge zu andern.

Die erste Schnittstelle in der Liste ist die primare Schnittstelle. Die primare Schnittstelle ist die
aktive Schnittstelle, sofern kein Fehler auftritt.

Wenn die HA-Gruppe mehr als eine Schnittstelle umfasst und die aktive Schnittstelle ausfallt,
werden die virtuellen IP-Adressen (VIP) zur ersten Backup-Schnittstelle in der
Prioritatsreihenfolge verschoben. Wenn diese Schnittstelle ausfallt, werden die VIP-Adressen zur
nachsten Backup-Schnittstelle verschoben und so weiter. Wenn die Fehler behoben sind, werden
die VIP-Adressen wieder an die Schnittstelle mit der hdchsten verfligbaren Prioritat weitergeleitet.

e. Fillen Sie fir den Schritt IP-Adressen eingeben die folgenden Felder aus.

Feld Beschreibung

Subnetz-CIDR Die Adresse des VIP-Subnetzes in CIDR-Notation — eine IPv4-
Adresse gefolgt von einem Schragstrich und der Subnetzlange
(0-32).

Fir die Netzwerkadresse drfen keine Hostbits gesetzt sein.
Beispiel: 192.16.0.0/22.

Gateway-IP-Adresse (optional) Wenn sich die fir den Zugriff auf StorageGRID verwendeten
S3-IP-Adressen nicht im selben Subnetz wie die StorageGRID
VIP-Adressen befinden, geben Sie die lokale Gateway-IP-
Adresse des StorageGRID VIP ein. Die lokale Gateway-IP-
Adresse muss sich innerhalb des VIP-Subnetzes befinden.



Feld Beschreibung

Virtuelle IP-Adresse Geben Sie mindestens eine und hochstens zehn VIP-Adressen
fur die aktive Schnittstelle in der HA-Gruppe ein. Alle VIP-
Adressen mussen sich innerhalb des VIP-Subnetzes befinden.

Mindestens eine Adresse muss IPv4 sein. Optional kbnnen Sie
zusatzliche IPv4- und IPv6-Adressen angeben.

f. Wahlen Sie HA-Gruppe erstellen und dann Fertig stellen, um zum S3-Setup-Assistenten
zurlckzukehren.

g. Wahlen Sie Weiter, um zum Schritt ,Lastenausgleich® zu gelangen.

Vorhandene HA-Gruppe verwenden

a. Um eine vorhandene HA-Gruppe zu verwenden, wahlen Sie den Namen der HA-Gruppe aus der
Liste HA-Gruppe auswéhlen aus.

b. Wahlen Sie Weiter, um zum Schritt ,Lastenausgleich® zu gelangen.

Schritt 2 von 6: Load Balancer-Endpunkt konfigurieren

StorageGRID verwendet einen Load Balancer, um die Arbeitslast von Clientanwendungen zu verwalten. Durch
Lastenausgleich werden Geschwindigkeit und Verbindungskapazitat iber mehrere Speicherknoten hinweg
maximiert.

Sie kénnen den StorageGRID Load Balancer-Dienst verwenden, der auf allen Gateway- und Admin-Knoten
vorhanden ist, oder Sie kdnnen eine Verbindung zu einem externen Load Balancer (eines Drittanbieters)
herstellen. Die Verwendung des StorageGRID Load Balancers wird empfohlen.

Einzelheiten zu dieser Aufgabe finden Sie unter"Uberlegungen zum Lastenausgleich” .

Um den StorageGRID Load Balancer-Dienst zu verwenden, wahlen Sie die Registerkarte * StorageGRID Load
Balancer* und erstellen oder wahlen Sie dann den Load Balancer-Endpunkt aus, den Sie verwenden méchten.
Um einen externen Lastenausgleich zu verwenden, wahlen Sie die Registerkarte Externer Lastenausgleich
und geben Sie Details zu dem System an, das Sie bereits konfiguriert haben.


managing-load-balancing.html

Endpunkt erstellen
Schritte

1. Um einen Load Balancer-Endpunkt zu erstellen, wahlen Sie Endpunkt erstellen.

2. Fillen Sie fir den Schritt Endpunktdetails eingeben die folgenden Felder aus.

Feld

Name

Hafen

Client-Typ

Netzwerkprotokoll

Beschreibung

Ein beschreibender Name flr den Endpunkt.

Der StorageGRID -Port, den Sie fur den Lastenausgleich
verwenden moéchten. Der Standardwert dieses Felds fir den
ersten Endpunkt, den Sie erstellen, ist 10433. Sie kdnnen jedoch
jeden beliebigen nicht verwendeten externen Port eingeben. Wenn
Sie 80 oder 443 eingeben, wird der Endpunkt nur auf Gateway-
Knoten konfiguriert, da diese Ports auf Admin-Knoten reserviert
sind.

Hinweis: Von anderen Grid-Diensten verwendete Ports sind nicht
zulassig. Siehe die"Netzwerkportreferenz" .

Muss S3 sein.

Wahlen Sie HTTPS.

Hinweis: Die Kommunikation mit StorageGRID ohne TLS-
Verschliusselung wird unterstltzt, aber nicht empfohlen.

3. Geben Sie im Schritt Bindungsmodus auswahlen den Bindungsmodus an. Der Bindungsmodus
steuert, wie auf den Endpunkt Gber eine beliebige IP-Adresse oder lber bestimmte IP-Adressen und
Netzwerkschnittstellen zugegriffen wird.

Modus
Global (Standard)

Virtuelle IPs von HA-
Gruppen

Beschreibung

Clients kénnen Uber die IP-Adresse eines beliebigen Gateway-Knotens
oder Admin-Knotens, die virtuelle IP-Adresse (VIP) einer beliebigen HA-
Gruppe in einem beliebigen Netzwerk oder einen entsprechenden FQDN
auf den Endpunkt zugreifen.

Verwenden Sie die Einstellung Global (Standard), es sei denn, Sie
mussen die Erreichbarkeit dieses Endpunkts einschranken.

Clients missen eine virtuelle IP-Adresse (oder den entsprechenden
FQDN) einer HA-Gruppe verwenden, um auf diesen Endpunkt zuzugreifen.

Endpunkte mit diesem Bindungsmodus kdnnen alle dieselbe Portnummer
verwenden, solange sich die von Ihnen fur die Endpunkte ausgewahlten
HA-Gruppen nicht tGberschneiden.


../network/network-port-reference.html

Modus Beschreibung

Knotenschnittstellen Clients mussen die IP-Adressen (oder entsprechenden FQDNS)
ausgewahlter Knotenschnittstellen verwenden, um auf diesen Endpunkt
zuzugreifen.

Knotentyp Je nach ausgewahltem Knotentyp muissen Clients entweder die IP-
Adresse (oder den entsprechenden FQDN) eines beliebigen Admin-
Knotens oder die IP-Adresse (oder den entsprechenden FQDN) eines
beliebigen Gateway-Knotens verwenden, um auf diesen Endpunkt
zuzugreifen.

4. Wahlen Sie fur den Schritt ,Mandantenzugriff eine der folgenden Optionen aus:

Feld

Alle Mandanten zulassen
(Standard)

Ausgewahlte Mandanten
zulassen

Ausgewahlte Mieter blockieren

Beschreibung

Alle Mandantenkonten kénnen diesen Endpunkt verwenden, um
auf ihre Buckets zuzugreifen.

Nur die ausgewahlten Mandantenkonten kdnnen diesen Endpunkt
verwenden, um auf ihre Buckets zuzugreifen.

Die ausgewahlten Mandantenkonten kénnen diesen Endpunkt
nicht verwenden, um auf ihre Buckets zuzugreifen. Alle anderen
Mandanten konnen diesen Endpunkt verwenden.

5. Wahlen Sie flr den Schritt Zertifikat anhangen eine der folgenden Optionen aus:

Feld
Zertifikat hochladen (empfohlen)

Zertifikat generieren

StorageGRID S3-Zertifikat
verwenden

Beschreibung

Verwenden Sie diese Option, um ein von einer Zertifizierungsstelle
signiertes Serverzertifikat, einen privaten Zertifikatsschlissel und
ein optionales CA-Paket hochzuladen.

Verwenden Sie diese Option, um ein selbstsigniertes Zertifikat zu
generieren. Sehen"Konfigurieren von Load Balancer-Endpunkten”
fur Einzelheiten zu den einzugebenden Informationen.

Verwenden Sie diese Option nur, wenn Sie bereits eine
benutzerdefinierte Version des globalen StorageGRID -Zertifikats
hochgeladen oder generiert haben. Sehen"Konfigurieren von S3-
API-Zertifikaten" fir Details.

6. Wahlen Sie Fertig, um zum S3-Setup-Assistenten zurtickzukehren.

7. Wahlen Sie Weiter, um zum Schritt ,Mandant und Bucket“ zu gelangen.

@ Es kann bis zu 15 Minuten dauern, bis Anderungen an einem Endpunkizertifikat auf alle
Knoten angewendet werden.
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Vorhandenen Load Balancer-Endpunkt verwenden
Schritte

1. Um einen vorhandenen Endpunkt zu verwenden, wahlen Sie seinen Namen aus Wahlen Sie einen
Load Balancer-Endpunkt aus.

2. Wahlen Sie Weiter, um zum Schritt ,Mandant und Bucket“ zu gelangen.

Externen Load Balancer verwenden
Schritte
1. Um einen externen Lastenausgleich zu verwenden, flllen Sie die folgenden Felder aus.

Feld Beschreibung

FQDN Der vollqualifizierte Domé&nenname (FQDN) des externen Load
Balancers.

Hafen Die Portnummer, die die S3-Anwendung zum Herstellen einer

Verbindung mit dem externen Load Balancer verwendet.

Zertifikat Kopieren Sie das Serverzertifikat flir den externen Load Balancer
und figen Sie es in dieses Feld ein.

2. Wahlen Sie Weiter, um zum Schritt ,Mandant und Bucket“ zu gelangen.

Schritt 3 von 6: Mandanten und Bucket erstellen

Ein Mandant ist eine Entitat, die S3-Anwendungen zum Speichern und Abrufen von Objekten in StorageGRID
verwenden kann. Jeder Mandant verfiigt iber eigene Benutzer, Zugriffsschliissel, Buckets, Objekte und einen
bestimmten Satz an Funktionen.

Ein Bucket ist ein Container zum Speichern der Objekte und Objektmetadaten eines Mandanten. Obwohl
Mandanten viele Buckets haben konnen, hilft Ihnen der Assistent dabei, auf schnellste und einfachste Weise
einen Mandanten und einen Bucket zu erstellen. Wenn Sie spater Buckets hinzufligen oder Optionen festlegen
mussen, kdnnen Sie den Tenant Manager verwenden.

Einzelheiten zu dieser Aufgabe finden Sie unter"Mieterkonto erstellen” Und"S3-Bucket erstellen” .

Schritte
1. Geben Sie einen Namen fir das Mandantenkonto ein.

Mandantennamen missen nicht eindeutig sein. Beim Anlegen des Mandantenkontos erhalt dieses eine
eindeutige, numerische Konto-ID.

2. Definieren Sie den Root-Zugriff fir das Mandantenkonto, je nachdem, ob |hr StorageGRID -
System"ldentitatsfoderation” ,"Einmaliges Anmelden (SSO)" oder beides.

Option Tun Sie dies
Wenn die Identitatsfoderation Geben Sie das Kennwort an, das bei der Anmeldung beim
nicht aktiviert ist Mandanten als lokaler Root-Benutzer verwendet werden soll.


creating-tenant-account.html
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Option Tun Sie dies

Wenn die Identitatsféderation a. Wahlen Sie eine bestehende Verbundgruppe aus, die"Root-
aktiviert ist Zugriffsberechtigung” fir den Mieter.

b. Geben Sie optional das Kennwort an, das bei der Anmeldung
beim Mandanten als lokaler Root-Benutzer verwendet werden

soll.
Wenn sowohl die Wahlen Sie eine bestehende Verbundgruppe aus, die"Root-
Identitatsfoderation als auch Zugriffsberechtigung” fir den Mieter. Es kdnnen sich keine lokalen
Single Sign-On (SSO) aktiviert Benutzer anmelden.

sind

3. Wenn der Assistent die Zugriffsschliissel-ID und den geheimen Zugriffsschliissel fir den Root-Benutzer
erstellen soll, wahlen Sie $3-Zugriffsschliissel fiir Root-Benutzer automatisch erstellen.

Wahlen Sie diese Option, wenn der einzige Benutzer fir den Mandanten der Root-Benutzer sein soll.
Wenn andere Benutzer diesen Mandanten verwenden,"Verwenden Sie den Tenant Manager" um SchlUssel
und Berechtigungen zu konfigurieren.

4. Wenn Sie jetzt einen Bucket flr diesen Mandanten erstellen mdchten, wahlen Sie Bucket fiir diesen
Mandanten erstellen.

Wenn S3 Object Lock fur das Raster aktiviert ist, ist S3 Object Lock fiir den in diesem Schritt
erstellten Bucket nicht aktiviert. Wenn Sie fiir diese S3-Anwendung einen S3 Object Lock-

Bucket verwenden mussen, wahlen Sie jetzt nicht die Option zum Erstellen eines Buckets

aus. Verwenden Sie stattdessen den Tenant Manager, um"Erstellen Sie den Bucket" spater.

a. Geben Sie den Namen des Buckets ein, den die S3-Anwendung verwenden wird. Beispiel: s3-
bucket .

Sie kdnnen den Bucket-Namen nach dem Erstellen des Buckets nicht mehr andern.

b. Wahlen Sie die Region fiir diesen Bucket aus.

Verwenden Sie die Standardregion(us-east-1 ), es sei denn, Sie mdchten in Zukunft ILM verwenden,
um Objekte basierend auf der Region des Buckets zu filtern.

5. Wahlen Sie Erstellen und fortfahren.

Schritt 4 von 6: Daten herunterladen

Im Schritt ,Daten herunterladen“ kbnnen Sie eine oder zwei Dateien herunterladen, um die Details lhrer gerade
konfigurierten Daten zu speichern.
Schritte

1. Wenn Sie S3-Zugriffsschliissel fiir Root-Benutzer automatisch erstellen ausgewahlt haben, fiihren Sie
einen oder beide der folgenden Schritte aus:

° Wahlen Sie Zugriffsschliissel herunterladen, um einen . csv Datei mit dem Mandantenkontonamen,
der Zugriffsschlissel-ID und dem geheimen Zugriffsschlissel.

o Wahlen Sie das Kopiersymbol (|_|:| ), um die Zugriffsschlissel-ID und den geheimen Zugriffsschlissel
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in die Zwischenablage zu kopieren.

2. Wahlen Sie Konfigurationswerte herunterladen, um eine . txt Datei mit den Einstellungen fiir den Load
Balancer-Endpunkt, den Mandanten, den Bucket und den Root-Benutzer.

3. Speichern Sie diese Informationen an einem sicheren Ort.

SchlielRen Sie diese Seite erst, wenn Sie beide Zugriffsschliissel kopiert haben. Die

@ Schlissel sind nicht mehr verfligbar, nachdem Sie diese Seite geschlossen haben. Stellen
Sie sicher, dass Sie diese Informationen an einem sicheren Ort speichern, da sie zum
Abrufen von Daten aus lhrem StorageGRID System verwendet werden kénnen.

4. Aktivieren Sie bei entsprechender Aufforderung das Kontrollkastchen, um zu bestatigen, dass Sie die
Schlussel heruntergeladen oder kopiert haben.

5. Wahlen Sie Weiter aus, um zum Schritt ,ILM-Regel und -Richtlinie“ zu gelangen.

Schritt 5 von 6: ILM-Regel und ILM-Richtlinie fur S3 liberprifen

Regeln fiir das Information Lifecycle Management (ILM) steuern die Platzierung, Dauer und das
Aufnahmeverhalten aller Objekte in lnrem StorageGRID System. Die in StorageGRID enthaltene ILM-Richtlinie
erstellt zwei replizierte Kopien aller Objekte. Diese Richtlinie bleibt so lange in Kraft, bis Sie mindestens eine
neue Richtlinie aktivieren.

Schritte
1. Uberprifen Sie die auf der Seite bereitgestellten Informationen.

2. Wenn Sie spezifische Anweisungen fur die Objekte hinzufigen méchten, die zum neuen Mandanten oder
Bucket gehoren, erstellen Sie eine neue Regel und eine neue Richtlinie. Sehen"ILM-Regel erstellen”
Und"Verwenden von ILM-Richtlinien" .

3. Wahlen Sie Ich habe diese Schritte liberpriift und verstehe, was ich tun muss.
4. Aktivieren Sie das Kontrollkdstchen, um anzugeben, dass Sie wissen, was als Nachstes zu tun ist.

5. Wahlen Sie Weiter, um zur Zusammenfassung zu gelangen.

Schritt 6 von 6: Zusammenfassung der Uberpriifung

Schritte

1. Lesen Sie die Zusammenfassung.

2. Notieren Sie sich die Details in den nachsten Schritten, in denen die zusatzliche Konfiguration beschrieben
wird, die moglicherweise erforderlich ist, bevor Sie eine Verbindung mit dem S3-Client herstellen. Wenn
Sie beispielsweise ,Als Root Sign in “ auswahlen, gelangen Sie zum Mandanten-Manager, wo Sie
Mandantenbenutzer hinzufligen, zusatzliche Buckets erstellen und Bucket-Einstellungen aktualisieren
koénnen.

3. Wahlen Sie Fertig.

4. Konfigurieren Sie die Anwendung mithilfe der Datei, die Sie von StorageGRID heruntergeladen haben,
oder der Werte, die Sie manuell erhalten haben.
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