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Wie Objekte gespeichert werden (Replikation
oder Erasure Coding)

Was ist Replikation?

Die Replikation ist eine von zwei Methoden, die von StorageGRID zum Speichern von
Objektdaten verwendet werden (die andere Methode ist Erasure Coding). Wenn Objekte
einer ILM-Regel entsprechen, die Replikation verwendet, erstellt das System exakte
Kopien der Objektdaten und speichert die Kopien auf Speicherknoten.

Wenn Sie eine ILM-Regel zum Erstellen replizierter Kopien konfigurieren, geben Sie an, wie viele Kopien
erstellt werden sollen, wo diese Kopien abgelegt werden sollen und wie lange die Kopien an jedem Standort
gespeichert werden sollen.

Im folgenden Beispiel gibt die ILM-Regel an, dass zwei replizierte Kopien jedes Objekts in einem Speicherpool
abgelegt werden, der drei Speicherknoten enthalt.

- Make 2 Copies

Storage Pool

Wenn StorageGRID Objekte mit dieser Regel abgleicht, erstellt es zwei Kopien des Objekts und platziert jede
Kopie auf einem anderen Speicherknoten im Speicherpool. Die beiden Kopien kénnen auf zwei beliebigen der
drei verfigbaren Speicherknoten platziert werden. In diesem Fall platzierte die Regel Objektkopien auf den
Speicherknoten 2 und 3. Da zwei Kopien vorhanden sind, kann das Objekt abgerufen werden, wenn einer der
Knoten im Speicherpool ausfallt.



StorageGRID kann auf einem bestimmten Speicherknoten nur eine replizierte Kopie eines
Objekts speichern. Wenn Ihr Grid drei Speicherknoten enthalt und Sie eine ILM-Regel mit 4

@ Kopien erstellen, werden nur drei Kopien erstellt — eine Kopie fur jeden Speicherknoten. Die
Warnung ILM-Platzierung nicht erreichbar wird ausgeldst, um anzuzeigen, dass die ILM-
Regel nicht vollstandig angewendet werden konnte.

Ahnliche Informationen
* "Was ist Erasure Coding"

» "Was ist ein Speicherpool?"

+ "Aktivieren Sie den Site-Loss-Schutz durch Replikation und Erasure Coding"

Warum Sie keine Einzelkopiereplikation verwenden sollten

Wenn Sie eine ILM-Regel zum Erstellen replizierter Kopien erstellen, sollten Sie in den
Platzierungsanweisungen immer mindestens zwei Kopien flr einen beliebigen Zeitraum
angeben.

Verwenden Sie keine ILM-Regel, die flr einen bestimmten Zeitraum nur eine replizierte Kopie
erstellt. Wenn nur eine replizierte Kopie eines Objekts vorhanden ist, geht dieses Objekt

@ verloren, wenn ein Speicherknoten ausfallt oder einen schwerwiegenden Fehler aufweist. Auch
wahrend Wartungsvorgangen wie Upgrades verlieren Sie voriibergehend den Zugriff auf das
Objekt.

Im folgenden Beispiel gibt die ILM-Regel ,,1 Kopie erstellen” an, dass eine replizierte Kopie eines Objekts in
einem Speicherpool abgelegt wird, der drei Speicherknoten enthalt. Wenn ein Objekt aufgenommen wird, das
dieser Regel entspricht, platziert StorageGRID eine einzelne Kopie auf nur einem Speicherknoten.

— Make 1 Copy

Storage Pool
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Wenn eine ILM-Regel nur eine replizierte Kopie eines Objekts erstellt, ist der Zugriff auf das Objekt nicht mehr
moglich, wenn der Speicherknoten nicht verfiigbar ist. In diesem Beispiel verlieren Sie voribergehend den
Zugriff auf Objekt AAA, wenn Speicherknoten 2 offline ist, beispielsweise wahrend eines Upgrades oder eines
anderen Wartungsvorgangs. Sie verlieren Objekt AAA vollstandig, wenn Speicherknoten 2 ausfallt.

— Make 1 Copy

Storage Pool

Um den Verlust von Objektdaten zu vermeiden, sollten Sie immer mindestens zwei Kopien aller Objekte
erstellen, die Sie durch Replikation schiitzen méchten. Wenn zwei oder mehr Kopien vorhanden sind, kénnen
Sie weiterhin auf das Objekt zugreifen, wenn ein Speicherknoten ausfallt oder offline geht.



- Make 2 Copies

Storage Pool

Was ist Erasure Coding?

Erasure Coding ist eine von zwei Methoden, die StorageGRID zum Speichern von
Objektdaten verwendet (die andere Methode ist Replikation). Wenn Objekte einer ILM-
Regel entsprechen, die Erasure Coding verwendet, werden diese Objekte in
Datenfragmente aufgeteilt, zusatzliche Paritatsfragmente werden berechnet und jedes
Fragment wird auf einem anderen Speicherknoten gespeichert.

Beim Zugriff auf ein Objekt wird es anhand der gespeicherten Fragmente wieder zusammengesetzt. Wenn
Daten oder ein Paritatsfragment beschadigt werden oder verloren gehen, kann der Erasure-Coding-
Algorithmus dieses Fragment mithilfe einer Teilmenge der verbleibenden Daten und Paritatsfragmente
wiederherstellen.

Wahrend Sie ILM-Regeln erstellen, erstellt StorageGRID Erasure-Coding-Profile, die diese Regeln
unterstitzen. Sie kdnnen eine Liste der Erasure-Coding-Profile anzeigen,"Umbenennen eines Erasure-Coding-
Profils" , oder"Deaktivieren Sie ein Erasure-Coding-Profil, wenn es derzeit in keinen ILM-Regeln verwendet
wird." .

Das folgende Beispiel veranschaulicht die Verwendung eines Erasure-Coding-Algorithmus auf die Daten eines
Objekts. In diesem Beispiel verwendet die ILM-Regel ein 4+2-Erasure-Coding-Schema. Jedes Objekt wird in
vier gleiche Datenfragmente aufgeteilt und aus den Objektdaten werden zwei Paritatsfragmente berechnet.
Jedes der sechs Fragmente wird auf einem anderen Knoten an drei Rechenzentrumsstandorten gespeichert,
um Datenschutz bei Knotenausfallen oder Standortverlust zu gewahrleisten.
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Das 4+2-Erasure-Coding-Schema kann auf verschiedene Arten konfiguriert werden. Sie kénnen

beispielsweise einen Single-Site-Speicherpool konfigurieren, der sechs Speicherknoten enthalt. Flr"Site-Loss-
Schutz" kénnen Sie einen Speicherpool mit drei Standorten und jeweils drei Speicherknoten an jedem Standort
verwenden. Ein Objekt kann abgerufen werden, solange vier der sechs Fragmente (Daten oder Paritat)
verfligbar bleiben. Bis zu zwei Fragmente kénnen verloren gehen, ohne dass die Objektdaten verloren gehen.
Wenn eine ganze Site verloren geht, kann das Objekt immer noch geborgen oder repariert werden, solange
alle anderen Fragmente zuganglich bleiben.

Parity |8 F’at'it\;.r
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Wenn mehr als zwei Speicherknoten verloren gehen, kann das Objekt nicht wiederhergestellt werden.

Ahnliche Informationen

» "Was ist Replikation?"

« "Was ist ein Speicherpool?"

* "Was sind Erasure-Coding-Schemata?"

* "Umbenennen eines Erasure-Coding-Profils"

+ "Deaktivieren eines Erasure-Coding-Profils"

Was sind Erasure-Coding-Schemata?

Erasure-Coding-Schemata steuern, wie viele Datenfragmente und wie viele
Paritatsfragmente fur jedes Objekt erstellt werden.

Wenn Sie eine ILM-Regel erstellen oder bearbeiten, wahlen Sie ein verfligbares Erasure-Coding-Schema aus.

StorageGRID erstellt automatisch Erasure-Coding-Schemata basierend auf der Anzahl der Speicherknoten
und Sites, aus denen der Speicherpool besteht, den Sie verwenden mdchten.

Datenschutz

Das StorageGRID -System verwendet den Reed-Solomon-Erasure-Coding-Algorithmus. Der Algorithmus
zerlegt ein Objekt in k Datenfragmente und Berechnungen m Paritatsfragmente.

Der k + m = n Fragmente sind verteilt iber n Speicherknoten bieten Datenschutz wie folgt:

* Um ein Objekt abzurufen oder zu reparieren, k Fragmente werden benétigt.

* Ein Objekt kann bis zu m verlorene oder beschadigte Fragmente. Je héher der Wert von m , desto hoher ist
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die Fehlertoleranz.

Den besten Datenschutz bietet das Erasure-Coding-Schema mit der hochsten Knoten- oder Volume-
Ausfalltoleranz innerhalb eines Speicherpools.

Speicheraufwand

Der Speicheraufwand eines Erasure-Coding-Schemas wird berechnet, indem die Anzahl der Paritatsfragmente
geteilt wird(m ) durch die Anzahl der Datenfragmente(k ). Mithilfe des Speicher-Overheads kdnnen Sie
berechnen, wie viel Speicherplatz jedes Erasure-Codierte Objekt bendtigt:

disk space = object size + (object size * storage overhead)

Wenn Sie beispielsweise ein 10 MB grof3es Objekt mit dem 4+2-Schema speichern (das einen Speicher-
Overhead von 50 % hat), verbraucht das Objekt 15 MB Grid-Speicher. Wenn Sie dasselbe 10 MB grof3e Objekt
mit dem 6+2-Schema speichern (das einen Speicher-Overhead von 33 % hat), verbraucht das Objekt ungefahr
13,3 MB.

Wahlen Sie das Erasure-Coding-Schema mit dem niedrigsten Gesamtwert von k+m das lhren Bedurfnissen
entspricht. Erasure-Coding-Verfahren mit einer geringeren Anzahl von Fragmenten sind rechnerisch effizienter,
weil:

» Pro Objekt werden weniger Fragmente erstellt und verteilt (oder abgerufen)

» Sie weisen eine bessere Leistung auf, da die FragmentgroRe groler ist

+ Sie kénnen erfordern, dass weniger Knoten in einem"Erweiterung, wenn mehr Speicherplatz benotigt wird"

Richtlinien fiir Speicherpools

Beachten Sie bei der Auswahl des Speicherpools fliir eine Regel zum Erstellen einer Léschcodierten Kopie die
folgenden Richtlinien fiir Speicherpools:

» Der Speicherpool muss drei oder mehr Standorte oder genau einen Standort umfassen.

@ Sie kdnnen Erasure Coding nicht verwenden, wenn der Speicherpool zwei Standorte
umfasst.

o Erasure-Coding-Schemata flir Speicherpools mit drei oder mehr Standorten
o Erasure-Coding-Schemata flr Speicherpools an einem Standort
» Verwenden Sie keinen Speicherpool, der die Site ,Alle Sites” enthalt.

* Der Speicherpool sollte mindestens k+m +1 Speicherknoten, die Objektdaten speichern kénnen.

Speicherknoten kdnnen wahrend der Installation so konfiguriert werden, dass sie nur
@ Objektmetadaten und keine Objektdaten enthalten. Weitere Informationen finden Sie unter
"Arten von Speicherknoten" .

Die Mindestanzahl der erforderlichen Speicherknoten betragt k+m . Wenn jedoch mindestens ein
zusatzlicher Speicherknoten vorhanden ist, kénnen Aufnahmefehler oder ILM-RUckstande vermieden
werden, wenn ein erforderlicher Speicherknoten voriibergehend nicht verfligbar ist.
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Erasure-Coding-Schemata fur Speicherpools mit drei oder mehr Standorten

Die folgende Tabelle beschreibt die Erasure-Coding-Schemata, die derzeit von StorageGRID fiir Speicherpools
mit drei oder mehr Standorten unterstiitzt werden. Alle diese Systeme bieten Schutz vor Standortverlust. Eine
Site kann verloren gehen, und das Objekt ist weiterhin zuganglich.

Fir Erasure-Coding-Schemata, die Site-Loss-Schutz bieten, tbersteigt die empfohlene Anzahl von Storage
Nodes im Speicherpool k+m +1 da fur jeden Standort mindestens drei Speicherknoten erforderlich sind.

Erasure- Mindestanzahl Empfohlene Empfohlene Schutz vor Site- Speicheraufwan
Coding-Schema bereitgestellter Anzahl von Gesamtzahl an Verlust? d
(k+m) Sites Speicherknoten Speicherknoten

an jedem

Standort
4+2 3 3 9 Ja 50 %
6+2 4 3 12 Ja 33 %
8+2 5 3 15 Ja 25 %
6+3 3 4 12 Ja 50 %
9+3 4 4 16 Ja 33 %
2+1 3 3 9 Ja 50 %
4+1 5 3 15 Ja 25%
6+1 7 3 21 Ja 17 %
7+5 3 5 15 Ja 71 %

StorageGRID erfordert mindestens drei Speicherknoten pro Site. Um das 7+5-Schema zu
verwenden, bendtigt jeder Standort mindestens vier Speicherknoten. Es wird empfohlen, finf
Speicherknoten pro Site zu verwenden.

Wagen Sie bei der Auswahl eines Léschcodierungsschemas, das Site-Schutz bietet, die relative Bedeutung
der folgenden Faktoren ab:

« Anzahl der Fragmente: Leistung und Erweiterungsflexibilitat sind im Allgemeinen besser, wenn die
Gesamtzahl der Fragmente geringer ist.

* Fehlertoleranz: Die Fehlertoleranz wird durch mehr Paritdtssegmente erhdht (d. h. wenn m hat einen
héheren Wert.)

* Netzwerkverkehr: Bei der Wiederherstellung nach Fehlern wird ein Schema mit mehr Fragmenten
verwendet (d. h. eine héhere Gesamtzahl fir k+m ) erzeugt mehr Netzwerkverkehr.

» Speicher-Overhead: Schemata mit hdherem Overhead erfordern mehr Speicherplatz pro Objekt.



Wenn Sie sich beispielsweise zwischen einem 4+2-Schema und einem 6+3-Schema entscheiden (die beide
einen Speicher-Overhead von 50 % haben), wahlen Sie das 6+3-Schema, wenn zusatzliche Fehlertoleranz
erforderlich ist. Wahlen Sie das 4+2-Schema, wenn die Netzwerkressourcen eingeschrankt sind. Wenn alle
anderen Faktoren gleich sind, wahlen Sie 4+2, da dies eine geringere Gesamtzahl an Fragmenten ergibt.

@ Wenn Sie sich nicht sicher sind, welches Schema Sie verwenden sollen, wahlen Sie 4+2 oder
6+3 oder wenden Sie sich an den technischen Support.

Erasure-Coding-Schemata fiur Speicherpools an einem Standort

Ein Speicherpool fiir einen Standort untersttitzt alle flr drei oder mehr Standorte definierten Erasure-Coding-
Schemata, vorausgesetzt, der Standort verfiigt Gber gentigend Speicherknoten.

Die Mindestanzahl der erforderlichen Speicherknoten betragt k+m , sondern ein Speicherpool mit k+m +1
Speicherknoten werden empfohlen. Beispielsweise erfordert das 2+1-Erasure-Coding-Schema einen
Speicherpool mit mindestens drei Speicherknoten, empfohlen werden jedoch vier Speicherknoten.

Erasure-Coding-Schema Mindestanzahl an Empfohlene Anzahl von Speicheraufwand
(k+m) Speicherknoten Speicherknoten

4+2 6 7 50 %
6+2 8 9 33 %
8+2 10 1 25 %
6+3 9 10 50 %
9+3 12 13 33 %
2+1 3 4 50 %
4+1 5 6 25%
6+1 7 8 17 %
7+5 12 13 71 %

Vorteile, Nachteile und Voraussetzungen fur Erasure Coding

Bevor Sie sich entscheiden, ob Sie Replikation oder Erasure Coding zum Schutz von
Objektdaten vor Verlust verwenden, sollten Sie die Vor- und Nachteile sowie die
Anforderungen von Erasure Coding verstehen.

Vorteile der Erasure Coding

Im Vergleich zur Replikation bietet Erasure Coding eine verbesserte Zuverlassigkeit, Verfligbarkeit und
Speichereffizienz.



« Zuverlassigkeit: Die Zuverlassigkeit wird anhand der Fehlertoleranz gemessen, d. h. anhand der Anzahl
gleichzeitiger Fehler, die ohne Datenverlust toleriert werden kénnen. Bei der Replikation werden mehrere
identische Kopien auf verschiedenen Knoten und an verschiedenen Standorten gespeichert. Beim Erasure
Coding wird ein Objekt in Daten- und Paritatsfragmente kodiert und auf viele Knoten und Standorte verteilt.
Diese Verteilung bietet sowohl Site- als auch Knotenausfallschutz. Im Vergleich zur Replikation bietet
Erasure Coding eine verbesserte Zuverlassigkeit bei vergleichbaren Speicherkosten.

 Verfiigbarkeit: Verfligbarkeit kann als die Fahigkeit definiert werden, Objekte abzurufen, wenn
Speicherknoten ausfallen oder nicht mehr zuganglich sind. Im Vergleich zur Replikation bietet Erasure
Coding eine héhere Verflugbarkeit bei vergleichbaren Speicherkosten.

» Speichereffizienz: Bei vergleichbarer Verflgbarkeit und Zuverlassigkeit verbrauchen durch Erasure
Coding geschiitzte Objekte weniger Speicherplatz als dieselben Objekte, die durch Replikation geschitzt
waren. Beispielsweise verbraucht ein 10 MB groRRes Objekt, das an zwei Standorten repliziert wird, 20 MB
Speicherplatz (zwei Kopien), wahrend ein Objekt, das an drei Standorten mit einem 6+3-Erasure-Coding-
Schema léschcodiert wird, nur 15 MB Speicherplatz verbraucht.

Der Speicherplatz fur Erasure-Codierte Objekte wird aus der ObjektgrofRe plus Speicher-
@ Overhead berechnet. Der Prozentsatz des Speicher-Overheads ist die Anzahl der
Paritatsfragmente geteilt durch die Anzahl der Datenfragmente.

Nachteile der Erasure Coding
Im Vergleich zur Replikation weist Erasure Coding folgende Nachteile auf:

+ Je nach Erasure-Coding-Schema wird eine erhéhte Anzahl von Speicherknoten und -standorten
empfohlen. Wenn Sie dagegen Objektdaten replizieren, bendtigen Sie nur einen Speicherknoten fir jede
Kopie. Sehen"Erasure-Coding-Schemata fiir Speicherpools mit drei oder mehr Standorten" Und"Erasure-
Coding-Schemata fur Speicherpools an einem Standort" .

» Erhohte Kosten und Komplexitat von Speichererweiterungen. Um eine Bereitstellung zu erweitern, die
Replikation verwendet, fiigen Sie an jedem Standort, an dem Objektkopien erstellt werden,
Speicherkapazitat hinzu. Um eine Bereitstellung zu erweitern, die Erasure Coding verwendet, miissen Sie
sowohl das verwendete Erasure-Coding-Schema als auch den Fllstand vorhandener Speicherknoten
bertcksichtigen. Wenn Sie beispielsweise warten, bis vorhandene Knoten zu 100 % belegt sind, missen
Sie mindestens k+m Speicherknoten. Wenn Sie jedoch erweitern, wenn die vorhandenen Knoten zu 70 %
belegt sind, kdnnen Sie zwei Knoten pro Site hinzufligen und trotzdem die nutzbare Speicherkapazitat
maximieren. Weitere Informationen finden Sie unter "Speicherkapazitat fir Erasure-Coded-Objekte
hinzufligen" .

 Bei der Verwendung von Erasure Coding an geografisch verteilten Standorten kommt es zu langeren
Abruflatenzen. Das Abrufen der Objektfragmente fir ein Objekt, das mit einem Erasure Code versehen
und Uber Remote-Standorte verteilt ist, Uber WAN-Verbindungen dauert Ianger als das Abrufen eines
Objekts, das repliziert und lokal verfiigbar ist (derselbe Standort, mit dem der Client eine Verbindung
herstellt).

* Wenn Sie Erasure Coding an geografisch verteilten Standorten verwenden, kommt es zu einer hdheren
Auslastung des WAN-Netzwerkverkehrs fur Abrufe und Reparaturen, insbesondere bei haufig abgerufenen
Objekten oder fir Objektreparaturen tiber WAN-Netzwerkverbindungen.

» Wenn Sie Erasure Coding standortiibergreifend verwenden, sinkt der maximale Objektdurchsatz stark, da
die Netzwerklatenz zwischen den Standorten zunimmt. Dieser Ruckgang ist auf den entsprechenden
Rickgang des TCP-Netzwerkdurchsatzes zurlickzuflihren, der sich darauf auswirkt, wie schnell das
StorageGRID -System Objektfragmente speichern und abrufen kann.

* Hohere Nutzung von Rechenressourcen.
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Wann wird Erasure Coding verwendet?

Erasure Coding eignet sich am besten flr folgende Anforderungen:

* Objekte mit einer GréRRe von mehr als 1 MB.

Erasure Coding eignet sich am besten fir Objekte, die groRer als 1 MB sind. Verwenden Sie
Erasure Coding nicht fir Objekte, die kleiner als 200 KB sind, um den Verwaltungsaufwand
fur sehr kleine Erasure-Coding-Fragmente zu vermeiden.

» Langzeit- oder Cold-Storage flr selten abgerufene Inhalte.
* Hohe Datenverfiugbarkeit und Zuverlassigkeit.

» Schutz vor vollstandigen Site- und Knotenausfallen.

» Speichereffizienz.

 Einzelstandortbereitstellungen, die einen effizienten Datenschutz mit nur einer einzigen I6schcodierten
Kopie anstelle mehrerer replizierter Kopien erfordern.

* Bereitstellungen an mehreren Standorten, bei denen die Latenz zwischen den Standorten weniger als 100
ms betragt.
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Service (wie in FAR 2.101 definiert) und sind Eigentum von NetApp, Inc. Alle technischen Daten und die
Computersoftware von NetApp, die unter diesem Vertrag bereitgestellt werden, sind gewerblicher Natur und
wurden ausschlie3lich unter Verwendung privater Mittel entwickelt. Die US-Regierung besitzt eine nicht
ausschlieBliche, nicht Gbertragbare, nicht unterlizenzierbare, weltweite, limitierte unwiderrufliche Lizenz zur
Nutzung der Daten nur in Verbindung mit und zur Unterstitzung des Vertrags der US-Regierung, unter dem
die Daten bereitgestellt wurden. Sofern in den vorliegenden Bedingungen nicht anders angegeben, durfen die
Daten ohne vorherige schriftliche Genehmigung von NetApp, Inc. nicht verwendet, offengelegt, vervielfaltigt,
geandert, aufgefiihrt oder angezeigt werden. Die Lizenzrechte der US-Regierung fir das US-
Verteidigungsministerium sind auf die in DFARS-Klausel 252.227-7015(b) (Februar 2014) genannten Rechte
beschrankt.

Markeninformationen

NETAPP, das NETAPP Logo und die unter http://www.netapp.com/TM aufgefihrten Marken sind Marken von
NetApp, Inc. Andere Firmen und Produktnamen kénnen Marken der jeweiligen Eigentiimer sein.
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