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Erste Schritte mit StorageGRID Appliances

Was ist neu bei StorageGRID -Geraten?
Erfahren Sie, was es Neues bei StorageGRID -Geraten gibt.

Client-Netzwerk kann ohne IP-Adresse konfiguriert werden

Sie kénnen das Client-Netzwerk jetzt aktivieren, ohne eine IP-Adresse anzugeben. Dadurch kénnen im Client-
Netzwerk VLAN-Schnittstellen in StorageGRID konfiguriert werden, ohne dass fir die Schnittstelle selbst eine
zusatzliche IP-Adresse erforderlich ist. Weitere Informationen finden Sie unter "Konfigurieren Sie
StorageGRID-IP-Adressen" .

Versionsnummern fur StorageGRID -Software und Appliance Installer angepasst

Bei StorgeGRID Version 12.0 entspricht die Versionsnummer des StorageGRID Appliance Installer der Version
der StorageGRID -Software. Benutzer missen nicht mehr herausfinden, welche Versionen zusammenarbeiten.
Weitere Informationen finden Sie unter "Uberpriifen und Aktualisieren der Installationsversion der
StorageGRID Appliance" .

BMC-Informationen

Detaillierte Informationen zur Verwendung der BMC -Schnittstelle der StorageGRID Appliance sind jetzt
verfigbar. Weitere Informationen finden Sie unter "Verwenden des Baseboard Management Controllers (BMC)
der StorageGRID Appliance" .

SG5812 und SG5860 Appliances

Die StorageGRID SG5812- und SG5860-Gerate sind integrierte Speicher- und Computerplattformen, die als
Speicherknoten in einem StorageGRID -Grid fungieren. Weitere Informationen finden Sie im"SG5800
Appliances: Uberblick” um mehr zu erfahren.

SG6160 Appliance
Das neue StorageGRID SG6160-Gerat umfasst einen Compute-Controller und ein Storage-Controller-Shelf,
das zwei Storage-Controller und 60 Laufwerke sowie zwei NVMe-SSD-Laufwerke fir das Caching enthalt.

Optional kénnen dem SG6160 Erweiterungsgehause fir 60 Laufwerke hinzugefliigt werden. Siehe"SGF6100
Appliances: Uberblick” um mehr zu erfahren.

Service Appliances fur SG110 und SG1100

Die neuen StorageGRID SG110- und SG1100-Service-Appliances sind ein evolutionares Hardware-Update,
das eine verbesserte Verwaltungs- und Lastausgleichsleistung bietet. Weitere Informationen finden Sie unter
"SG110 und SG1100 Services Appliance: Uberblick" .

Erfahren Sie mehr uber StorageGRID Appliances

SG100- und SG1000-Gerite: Uberblick
Die StorageGRID SG100 Services Appliance und die SG1000 Services Appliance
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konnen als Gateway-Node und als Admin-Node ausgefuhrt werden, um hochverfugbare
Load-Balancing-Services in einem StorageGRID System bereitzustellen. Beide
Appliances kdnnen gleichzeitig als Gateway-Nodes und Admin-Nodes (primar oder nicht
primar) betrieben werden.

Funktionen der Appliance

Beide Modelle der Service Appliance bieten die folgenden Funktionen:

» Gateway-Knoten oder Admin-Knoten Funktionen fur ein StorageGRID-System.
» StorageGRID Appliance Installer zur Vereinfachung der Implementierung und Konfiguration von Nodes.

» Bei der Bereitstellung kann tber einen vorhandenen Admin-Node oder Uber auf ein lokales Laufwerk
heruntergeladene Software auf die StorageGRID-Software zugegriffen werden. Um den
Implementierungsprozess weiter zu vereinfachen, wird wahrend der Fertigung eine aktuelle Version der
Software vorinstalliert.

» Ein Baseboard Management Controller (BMC) fiir das Monitoring und die Diagnose einiger Hardware des
Gerats.

» Die Moglichkeit, eine Verbindung zu allen drei StorageGRID-Netzwerken herzustellen, einschliel3lich Grid-
Netzwerk, Admin-Netzwerk und Client-Netzwerk:

o Das SG100 unterstitzt bis zu vier 10- oder 25-GbE-Verbindungen mit dem Grid-Netzwerk und dem
Client-Netzwerk.

o Das SG1000 unterstutzt bis zu vier 10-, 25-, 40- oder 100-GbE-Verbindungen zum Grid-Netzwerk und
dem Client-Netzwerk.

SG100- und SG1000-Diagramme

Diese Abbildung zeigt die Vorderseite des SG100 und des SG1000 mit entfernter Blende. Von der Vorderseite
sind die beiden Gerate identisch, mit Ausnahme des Produktnamens auf der Blende.

Die beiden durch die orangefarbene Umrandung gekennzeichneten Solid State-Laufwerke (SSDs) werden zur
Speicherung des StorageGRID-Betriebssystems verwendet und aus Redundanzgriinden mit RAID 1
gespiegelt. Wenn die Service-Appliance SG100 oder SG1000 als Admin-Node konfiguriert ist, kbnnen diese
Laufwerke zum Speichern von Audit-Protokollen, Kennzahlen und Datenbanktabellen verwendet werden.

Die ubrigen Laufwerksschachte sind leer.
Diese Abbildung zeigt die Position des Netzteils und die Identifizieren-LEDs auf der Rickseite des SG100 und

des SG1000. Zusatzliche Status- und Aktivitats-LEDs befinden sich an den Gerateanschlissen. Diese LEDs
kénnen je nach Geratelodell variieren.



Legende LED Status

1 Netzteil-LED » Grln, konstant: Das Gerat wird mit Strom
versorgt, der Netzschalter ist eingeschaltet.

e Griun, blinkend: Das Gerat wird mit Strom
versorgt, der Netzschalter ist ausgeschaltet.

» Aus: Das Gerat wird nicht mit Strom versorgt.
* Gelb: Netzteilfehler.

2 Identifizieren Sie die LED  Blau, blinkend: Identifiziert das Gerat im Schrank
oder Rack.

 Blau, fest: Identifiziert das Gerat im Schrank oder
Rack.

e Aus: Das Gerat ist im Schrank oder Rack nicht
visuell erkennbar.

SG100-Anschliisse

Diese Abbildung zeigt die Anschlisse auf der Rickseite des SG100.

Legende Port Typ Nutzung

1 Netzwerkanschllisse 1-4 10/25-GbE, basierend auf Stellen Sie eine Verbindung
Kabel- oder SFP-Transceiver- zum Grid-Netzwerk und dem
Typ (SFP28 und SFP+ Client-Netzwerk fur

Module werden unterstutzt), = StorageGRID her.
Switch-Geschwindigkeit und

konfigurierter Link-

Geschwindigkeit



Legende
2

Port
BMC-Management-Port

Diagnose- und Supportports

Admin-Netzwerkport 1

Typ
1 GbE (RJ-45)

* VGA
* Seriell, 115200 8-N-1
+ USB

1 GbE (RJ-45)

Admin — Netzwerkanschluss 2 1 GbE (RJ-45)

SG1000-Anschliisse

Diese Abbildung zeigt die Anschlisse auf der Riickseite des SG1000.

Nutzung

Stellen Sie eine Verbindung
mit dem Management
Controller der Hauptplatine
des Geréts her.

Nur zur Verwendung durch
technischen Support
reserviert.

Schlie®en Sie die Appliance
an das Admin-Netzwerk flr
StorageGRID an.

Optionen:

* Verbindung mit
Management-Port 1 fur
eine redundante
Verbindung zum Admin-
Netzwerk fur
StorageGRID.

» Lassen Sie die
Verbindung getrennt und
fur den vorubergehenden
lokalen Zugriff verfigbar
(IP 169.254.0.1).

* Verwenden Sie wahrend
der Installation Port 2 flr
die IP-Konfiguration, wenn
DHCP-zugewiesene IP-
Adressen nicht verflgbar
sind.
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Port

Netzwerkanschlisse 1-4

Typ

10/25/40/100-GbE, basierend
auf Kabel- oder Transceiver-
Typ, Switch-Geschwindigkeit

Nutzung

Stellen Sie eine Verbindung
zum Grid-Netzwerk und dem
Client-Netzwerk flr

und konfigurierter
Verbindungsgeschwindigkeit.
QSFP28 und QSFP+
(40/100GbE) werden nativ
unterstitzt und SFP28/SFP+
Transceiver kdnnen mit einem
QSA (separat erhaltlich) fur
10/25-GbE-
Geschwindigkeiten verwendet
werden.

StorageGRID her.

2 BMC-Management-Port 1 GbE (RJ-45) Stellen Sie eine Verbindung
mit dem Management
Controller der Hauptplatine
des Gerats her.
3 Diagnose- und Supportports * VGA Nur zur Verwendung durch
- Seriell, 115200 8-N-1 technischen Support
reserviert.
+ USB
4 Admin-Netzwerkport 1 1 GbE (RJ-45) Schlielden Sie die Appliance
an das Admin-Netzwerk fur
StorageGRID an.
5 Admin — Netzwerkanschluss 2 1 GbE (RJ-45) Optionen:

* Verbindung mit
Management-Port 1 fur
eine redundante
Verbindung zum Admin-
Netzwerk flr
StorageGRID.

* Lassen Sie die
Verbindung getrennt und
fur den voriibergehenden
lokalen Zugriff verfigbar
(IP 169.254.0.1).

* Verwenden Sie wahrend
der Installation Port 2 fir
die IP-Konfiguration, wenn
DHCP-zugewiesene IP-
Adressen nicht verfligbar
sind.



SG100- und SG1000-Applikationen

Die StorageGRID Services Appliances konnen auf unterschiedliche Weise konfiguriert werden, um Gateway
Services oder Redundanz einiger Grid-Administrations-Services bereitzustellen.

Appliances kénnen wie folgt eingesetzt werden:

* Zu einem neuen oder vorhandenen Grid als Gateway-Node hinzufiigen

» Flgen Sie zu einem neuen Grid als primaren oder nicht-primaren Admin-Node oder zu einem
vorhandenen Grid als nicht-primarer Admin-Node hinzu

* Arbeiten Sie gleichzeitig als Gateway Node und Admin Node (primar oder nicht primar)

Die Appliance erleichtert die Nutzung von Hochverfligbarkeitsgruppen (HA) und intelligentem Lastausgleich fiir
S3- oder Swift-Datenpfadverbindungen.

In den folgenden Beispielen wird beschrieben, wie Sie die Funktionen der Appliance maximieren kdnnen:

* VVerwenden Sie zwei SG100- oder zwei SG1000-Appliances, um Gateway-Services bereitzustellen, indem
Sie sie als Gateway-Nodes konfigurieren.

Wenn Service-Appliances mit unterschiedlichen Performance-Leveln am selben Standort,
wie z. B. SG100 oder SG110 mit SG1000 oder SG1100, kombiniert werden, kann dies bei

@ Verwendung mehrerer Nodes in einer Hochverfligbarkeitsgruppe oder beim Lastausgleich
der Client-Last GUber mehrere Service-Appliances hinweg zu unvorhersehbaren und
inkonsistenten Ergebnissen fiuhren.

* Verwenden Sie zwei SG100- oder zwei SG1000-Appliances, um die Redundanz einiger Grid-
Verwaltungsdienste zu gewahrleisten. Konfigurieren Sie dazu jedes Gerat als Admin-Nodes.

* Verwenden Sie zwei SG100- oder zwei SG1000-Appliances, um hochverfigbare Lastausgleichs- und
Traffic Shaping-Services bereitzustellen, auf die Uber eine oder mehrere virtuelle IP-Adressen zugegriffen
wird. Konfigurieren Sie die Appliances als beliebige Kombination aus Admin-Nodes oder Gateway-Nodes
und flgen Sie beide Nodes derselben HA-Gruppe hinzu.

Wenn Sie Admin-Nodes und Gateway-Nodes in derselben HA-Gruppe verwenden, erfolgt
kein Failover fur den nur-Admin-Node-Port. Siehe die Anleitung fur "Konfigurieren von HA-
Gruppen".

Bei der Verwendung mit StorageGRID Storage Appliances ermoglichen sowohl die SG100- als auch die
SG1000-Service-Appliances die Implementierung von geratebasierten Grids ohne Abhangigkeiten von
externen Hypervisoren oder Computing-Hardware.

SG110 und SG1100 Appliances: Uberblick

Die Service Appliance StorageGRID SG110 und die Service Appliance SG1100 kdnnen
als Gateway-Node und als Admin-Node eingesetzt werden, um hochverfugbare Load
Balancing-Services in einem StorageGRID-System bereitzustellen. Beide Appliances
kdnnen gleichzeitig als Gateway-Nodes und Admin-Nodes (primar oder nicht primar)
betrieben werden.


https://docs.netapp.com/us-en/storagegrid/admin/configure-high-availability-group.html
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Funktionen der Appliance

Beide Modelle der Service Appliance bieten die folgenden Funktionen:

» Gateway-Knoten oder Admin-Knoten Funktionen fir ein StorageGRID-System.

StorageGRID Appliance Installer zur Vereinfachung der Implementierung und Konfiguration von Nodes.

 Bei der Bereitstellung kann tber einen vorhandenen Admin-Node oder Gber auf ein lokales Laufwerk
heruntergeladene Software auf die StorageGRID-Software zugegriffen werden. Um den
Implementierungsprozess weiter zu vereinfachen, wird wahrend der Fertigung eine aktuelle Version der
Software vorinstalliert.

Ein Baseboard Management Controller (BMC) fir das Monitoring und die Diagnose einiger Hardware des
Geréts.

Die Moglichkeit, eine Verbindung zu allen drei StorageGRID-Netzwerken herzustellen, einschlie3lich Grid-
Netzwerk, Admin-Netzwerk und Client-Netzwerk:

o Das SG110 unterstutzt bis zu vier 10- oder 25-GbE-Verbindungen zum Grid-Netzwerk und Client-
Netzwerk.

o Die SG1100 unterstutzt bis zu vier 10-, 25-, 40- oder 100-GbE-Verbindungen mit dem Grid-Netzwerk
und dem Client-Netzwerk.

SG110- und SG1100-Diagramme

Diese Abbildung zeigt die Vorderseite des SG110 und des SG1100 mit entfernter Blende. Von der Vorderseite
sind die beiden Gerate identisch, mit Ausnahme des Produktnamens auf der Blende.

Die beiden durch die orangefarbene Umrandung gekennzeichneten Solid State-Laufwerke (SSDs) werden zur
Speicherung des StorageGRID-Betriebssystems verwendet und aus Redundanzgriinden mit RAID 1
gespiegelt. Wenn die Service Appliance SG110 oder SG1100 als Admin-Node konfiguriert ist, konnen diese
Laufwerke zum Speichern von Audit-Protokollen, Kennzahlen und Datenbanktabellen verwendet werden.

Die Ubrigen Laufwerksschachte sind leer.
Diese Abbildung zeigt die Position des Netzteils und die Identifizieren-LEDs auf der Rickseite des SG110 und

des SG1100. Zuséatzliche Status- und Aktivitats-LEDs befinden sich an den Gerateanschliissen. Diese LEDs
koénnen je nach Geratelodell variieren.




Legende LED Status

1 Netzteil-LED » Grln, konstant: Das Gerat wird mit Strom
versorgt, der Netzschalter ist eingeschaltet.

* Grin, blinkend: Das Gerat wird mit Strom
versorgt, der Netzschalter ist ausgeschaltet.

* Aus: Das Gerat wird nicht mit Strom versorgt.
* Gelb: Netzteilfehler.

2 Identifizieren Sie die LED  Blau, blinkend: Identifiziert das Gerat im Schrank
oder Rack.

 Blau, fest: Identifiziert das Gerat im Schrank oder
Rack.

e Aus: Das Gerat ist im Schrank oder Rack nicht
visuell erkennbair.

SG110-Steckverbinder

Diese Abbildung zeigt die Rickseite des SG110, einschlie3lich der Anschllsse, Lifter und Netzteile.
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Legende Port Typ Nutzung

1 Netzwerkanschliisse 1-4 10/25-GbE, basierend auf Stellen Sie eine Verbindung
Kabel- oder SFP-Transceiver- zum Grid-Netzwerk und dem
Typ (SFP28 und SFP+ Client-Netzwerk fir

Module werden unterstutzt),  StorageGRID her.
Switch-Geschwindigkeit und

konfigurierter Link-

Geschwindigkeit

2 BMC-Management-Port 1 GbE (RJ-45) Stellen Sie eine Verbindung
mit dem Management
Controller der Hauptplatine
des Gerats her.



Legende Port Typ

3 Diagnose- und Supportports * VGA
- USB
* Micro-USB-Konsolenport
* Micro-SD-

Steckplatzmodul

4 Admin-Netzwerkport 1 1/10-GbE (RJ-45)

5 Admin — Netzwerkanschluss 2 1/10-GbE (RJ-45)

SG1100-Anschlisse

Diese Abbildung zeigt die Anschlusse auf der Rickseite des SG1100.

Nutzung

Nur zur Verwendung durch
technischen Support
reserviert.

SchlieRen Sie die Appliance
an das Admin-Netzwerk fur
StorageGRID an.

Optionen:

* Verbindung mit
Management-Port 1 fur
eine redundante
Verbindung zum Admin-
Netzwerk flr
StorageGRID.

* Lassen Sie die
Verbindung getrennt und
fur den voriibergehenden
lokalen Zugriff verfigbar
(IP 169.254.0.1).

* Verwenden Sie wahrend
der Installation Port 2 fiir
die IP-Konfiguration, wenn
DHCP-zugewiesene |IP-
Adressen nicht verfligbar
sind.




Legende
1
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Port

Netzwerkanschlisse 1-4

BMC-Management-Port

Diagnose- und Supportports

Admin-Netzwerkport 1

Typ

10/25/40/100-GbE, basierend
auf Kabel- oder Transceiver-
Typ, Switch-Geschwindigkeit
und konfigurierter
Verbindungsgeschwindigkeit.
QSFP56 (beschrankt auf 100
GbE/Port), QSFP28 (100
GbE) und QSFP+ (40 GbE)
werden nativ unterstitzt.
Optionale SFP+ (10 GbE)
oder SFP28 (25 GbE)

Transceiver konnen mit einem

QSA verwendet werden
(separat erhaltlich).

1 GbE (RJ-45)

* VGA
+ USB
* Micro-USB-Konsolenport

* Micro-SD-
Steckplatzmodul

1/10-GbE (RJ-45)

Nutzung

Stellen Sie eine Verbindung
zum Grid-Netzwerk und dem
Client-Netzwerk flr
StorageGRID her.

Stellen Sie eine Verbindung
mit dem Management
Controller der Hauptplatine
des Geréts her.

Nur zur Verwendung durch
technischen Support
reserviert.

SchlieRen Sie die Appliance
an das Admin-Netzwerk fur
StorageGRID an.



Legende Port Typ Nutzung
5 Admin — Netzwerkanschluss 2 1/10-GbE (RJ-45) Optionen:

* Verbindung mit
Management-Port 1 fir
eine redundante
Verbindung zum Admin-
Netzwerk fur
StorageGRID.

» Lassen Sie die
Verbindung getrennt und
fur den voribergehenden
lokalen Zugriff verfligbar
(IP 169.254.0.1).

* Verwenden Sie wahrend
der Installation Port 2 flr
die IP-Konfiguration, wenn
DHCP-zugewiesene IP-
Adressen nicht verfligbar
sind.

SG110- und SG1100-Anwendungen

Die StorageGRID Services Appliances konnen auf unterschiedliche Weise konfiguriert werden, um Gateway
Services oder Redundanz einiger Grid-Administrations-Services bereitzustellen.

Appliances kénnen wie folgt eingesetzt werden:

» Zu einem neuen oder vorhandenen Grid als Gateway-Node hinzufligen

* Flgen Sie zu einem neuen Grid als primaren oder nicht-primaren Admin-Node oder zu einem
vorhandenen Grid als nicht-primarer Admin-Node hinzu

* Arbeiten Sie gleichzeitig als Gateway Node und Admin Node (primar oder nicht primar)

Die Appliance erleichtert die Nutzung von Hochverfligbarkeitsgruppen (HA) und intelligentem Lastausgleich fir
S3- oder Swift-Datenpfadverbindungen.

In den folgenden Beispielen wird beschrieben, wie Sie die Funktionen der Appliance maximieren kénnen:

* Verwenden Sie zwei SG110- oder zwei SG1100-Appliances, um Gateway-Services bereitzustellen, indem
Sie sie als Gateway-Nodes konfigurieren.

Wenn Service-Appliances mit unterschiedlichen Performance-Leveln am selben Standort,
wie z. B. SG100 oder SG110 mit SG1000 oder SG1100, kombiniert werden, kann dies bei

@ Verwendung mehrerer Nodes in einer Hochverfligbarkeitsgruppe oder beim Lastausgleich
der Client-Last Uber mehrere Service-Appliances hinweg zu unvorhersehbaren und
inkonsistenten Ergebnissen fihren

» Verwenden Sie zwei SG110 oder zwei SG1100 Appliances, um Redundanz einiger Grid-
Administrationsdienste bereitzustellen. Konfigurieren Sie dazu jedes Gerat als Admin-Nodes.

* Verwenden Sie zwei SG110 oder zwei SG1100-Appliances, um hochverfigbare Load Balancing- und

11



Traffic-Shaping-Services bereitzustellen, auf die Gber eine oder mehrere virtuelle IP-Adressen zugegriffen
wird. Konfigurieren Sie die Appliances als beliebige Kombination aus Admin-Nodes oder Gateway-Nodes
und figen Sie beide Nodes derselben HA-Gruppe hinzu.

Wenn Sie Admin-Nodes und Gateway-Nodes in derselben HA-Gruppe verwenden, erfolgt
kein Failover fiir den nur-Admin-Node-Port. Siehe die Anleitung fur "Konfigurieren von HA-
Gruppen".

Beim Einsatz mit StorageGRID Storage Appliances kdnnen mit den Service Appliances SG110 und SG1100
nur Appliance-Grids implementiert werden, ohne dass Abhangigkeiten von externen Hypervisoren oder
Computing-Hardware bestehen.

SG5700 Appliances: Uberblick

Die SG5700 StorageGRID Appliance ist eine integrierte Storage- und Computing-
Plattform, die als Storage-Node in einem StorageGRID Grid ausgefuhrt wird. Die
Appliance kann in einer hybriden Grid-Umgebung verwendet werden, die Appliance
Storage Nodes und virtuelle (softwarebasierte) Storage-Nodes kombiniert.

Die Appliance der StorageGRID SG5700 Serie bietet folgende Funktionen:

* Integrieren Sie die Storage- und Computing-Elemente fur einen StorageGRID Storage Node.

« SchlielRen Sie das Installationsprogramm flr StorageGRID Appliance an, um die Implementierung und
Konfiguration von Storage-Nodes zu vereinfachen.

* Umfasst E-Series SANTtricity System Manager fir Hardware-Management und Monitoring.

* Unterstltzung fir bis zu vier 10-GbE- oder 25-GbE-Verbindungen mit dem StorageGRID-Grid-Netzwerk
und dem Client-Netzwerk.

 Unterstltzung fur Full Disk Encryption (FDE)-Laufwerke oder FIPS-Laufwerke Wenn diese Laufwerke mit
der Laufwerksicherheitsfunktion in SANTtricity System Manager verwendet werden, wird ein nicht
autorisierter Zugriff auf die Daten verhindert.

Das SG5700-Appliance ist in vier Modellen verflgbar: SG5712 und SG5712X sowie SG5760 und SG5760. Es
gibt keine Spezifikations- oder Funktionsunterschiede zwischen dem SG5712 und SG5712X auller der Lage
der Interconnect-Ports auf dem Storage Controller. Ebenso gibt es keine Spezifikations- oder
Funktionsunterschiede zwischen dem SG5760 und dem SG5760X, aufl’er dem Standort der Interconnect Ports
am Storage Controller.

SG5700 Komponenten

Die SG5700 Modelle umfassen die folgenden Komponenten:

12


https://docs.netapp.com/us-en/storagegrid/admin/configure-high-availability-group.html
https://docs.netapp.com/us-en/storagegrid/admin/configure-high-availability-group.html

SG5712
Computing-Controller
E5700SG Controller

Storage Controller
E2800A-Controller

Chassis
E-Series DE212C-Gehause, ein 2-HE-Gehause (Rack-Unit)

Laufwerke
12 NL-SAS-Laufwerke (3.5 Zoll)

Redundante Netzteile und Lifter
Zwei Power-Fan-Kanister

SG5712X

Computing-Controller
E5700SG Controller

Storage Controller
E2800B-Controller

Chassis
E-Series DE212C-Gehause, ein 2-HE-Gehause (Rack-Unit)

Laufwerke
12 NL-SAS-Laufwerke (3.5 Zoll)

Redundante Netzteile und Liifter
Zwei Power-Fan-Kanister

SG5760
Computing-Controller
E5700SG Controller

Storage Controller
E2800A-Controller

Chassis
E-Series DE460C Gehause, ein 4-HE-Gehause (Rack-Unit

Laufwerke
60 NL-SAS-Laufwerke (3.5 Zoll)

Redundante Netzteile und Liifter
Zwei Leistungskanister und zwei Lifterkanister

SG5760

13



Computing-Controller
E5700SG Controller

Storage Controller
E2800B-Controller

Chassis
E-Series DE460C Gehause, ein 4-HE-Gehause (Rack-Unit

Laufwerke
60 NL-SAS-Laufwerke (3.5 Zoll)

Redundante Netzteile und Liifter
Zwei Leistungskanister und zwei Lifterkanister

Der maximale Rohkapazitat, der in der StorageGRID-Appliance verfiigbar ist, richtet sich nach der Anzahl der
Laufwerke in jedem Gehause. Sie kdnnen den verfligbaren Speicher nicht erweitern, indem Sie ein Shelf mit
zusatzlichen Laufwerken hinzuflgen.

SG5700-Diagramme

SG5712 Vorder- und Riickansicht

Die Abbildungen zeigen die Vorder- und Riickseite des SG5712, einem 2-HE-Gehause fiir 12 Laufwerke.

SG5712 Komponenten

Die SG5712 umfasst zwei Controller und zwei Power-Fan-Kanister.
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Legende Beschreibung

1

E2800A-Controller (Storage-Controller)
E5700SG Controller (Compute-Controller)

Power-Fan-Behalter

SG5712X Vorder- und Riickansicht

Die Abbildungen zeigen die Vorder- und Rickseite des SG5712X, einem 2U-Gehause fir 12 Laufwerke.

SG5712X Komponenten

Das SG5712X besteht aus zwei Controllern und zwei Power-Fan-Kanistern.
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Legende Beschreibung

1 E2800B-Controller (Storage-Controller)
2 E5700SG Controller (Compute-Controller)
3 Power-Fan-Behalter

Vorder- und Riickansicht des SG5760

Die Abbildungen zeigen die Vorder- und Riickseite des SG5760-Modells, ein 4-HE-Gehause fur 60 Laufwerke
in 5 Laufwerkseinschiben.
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SG5760 Komponenten

Die SG5760 verfugt Uber zwei Controller, zwei Lufterbehalter und zwei Strombehalter.

Legende Beschreibung

1 E2800A-Controller (Storage-Controller)

2 E5700SG Controller (Compute-Controller)
3 Geblasebehalter (1 von 2)

4 Leistungsbehalter (1 von 2)

SG5760X Vorder- und Riickansicht

Die Abbildungen zeigen die Vorder- und Rickseite des Modells SG5760X, einem 4U-Gehause, das 60
Laufwerke in 5 Laufwerkseinschiiben aufnehmen kann.

SG5760X Komponenten

Die SG5760X enthalt zwei Controller, zwei Lifterzangen und zwei Leistungszangen.

Legende Beschreibung
1 E2800B-Controller (Storage-Controller)
2 E5700SG Controller (Compute-Controller)

17



Legende Beschreibung

3 Geblasebehalter (1 von 2)

4 Leistungsbehalter (1 von 2)

SG5700 Controller

Sowohl die SG5712 und SG5712X mit 12 Laufwerken als auch die SG5760 und SG5760X Modelle mit 60
Laufwerken der StorageGRID Appliance umfassen einen E5700SG Computing-Controller und einen E-Series
E2800 Storage-Controller.

e Das SG5712 und SG5760 verwenden einen E2800A-Controller.
» Das SG5712X und das SG5760 verwenden einen E2800B-Controller.

Die E2800A- und E2800B-Controller sind in der Spezifikation und Funktion identisch, mit Ausnahme des
Standorts der Interconnect-Ports.

E5700SG Compute-Controller

 Arbeitet als Computing-Server fir die Appliance.

» Schliel3t das Installationsprogramm fiir StorageGRID-Appliance ein.

@ Die StorageGRID-Software ist auf der Appliance nicht vorinstalliert. Auf diese Software wird
Uber den Admin-Node zugegriffen, wenn Sie die Appliance bereitstellen.

» Es kann eine Verbindung zu allen drei StorageGRID-Netzwerken hergestellt werden, einschlieRlich dem
Grid-Netzwerk, dem Admin-Netzwerk und dem Client-Netzwerk.

« Stellt eine Verbindung zum E2800 Controller her und arbeitet als Initiator.

? 99

E5700SG-Steckverbinder
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Legende Port Typ Nutzung
1 Interconnect-Ports 1 und 2 16 Gbit/s Fibre Channel (FC), Verbinden Sie den E5700SG
optischer SFP Controller mit dem E2800
Controller.
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Legende
2

Port
Diagnose- und Supportports

Ports zur
Laufwerkserweiterung

Netzwerkanschlisse 1-4

Management-Port 1

Management-Port 2

E2800 Storage-Controller

Typ
» Serieller RJ-45-Anschluss

» Serieller Micro-USB-
Anschluss

* USB-Anschluss

12 GB/s SAS

10-GbE oder 25-GbE,
basierend auf SFP-
Transceiver, Switch-
Geschwindigkeit und
konfigurierter Link-
Geschwindigkeit

1-GB-Ethernet (RJ-45

1-GB-Ethernet (RJ-45

Nutzung

Reserviert flr technischen
Support.

Nicht verwendet.

Stellen Sie eine Verbindung
zum Grid-Netzwerk und dem
Client-Netzwerk fiir
StorageGRID her.

Stellen Sie eine Verbindung
zum Admin-Netzwerk fur
StorageGRID her.

Optionen:

* Verbindung mit
Management-Port 1 fur
eine redundante
Verbindung zum Admin-
Netzwerk fur
StorageGRID.

 Lassen Sie nicht
verdrahtet und fur den
vorubergehenden lokalen
Zugang verfugbar (IP
169.254.0.1).

* Verwenden Sie wahrend
der Installation Port 2 flr
die IP-Konfiguration, wenn
DHCP-zugewiesene IP-
Adressen nicht verflgbar
sind.

Der E2800 Storage-Controller wurde in den SG5700 Appliances in zwei Versionen verwendet: E2800A und
E2800B. Das E2800A hat keine HIC und das E2800B hat eine HIC mit vier Ports. Die beiden Controller-
Versionen haben die gleichen Spezifikationen und Funktionen, mit Ausnahme der Lage der Interconnect-Ports.

Der Storage Controller der E2800 Serie verfugt Uber folgende Spezifikationen:

* Fungiert als Storage Controller fur die Appliance.
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Verwaltet den Storage der Daten auf den Laufwerken.

Funktioniert als Standard-E-Series-Controller im Simplexmodus.

Beinhaltet SANTtricity OS Software (Controller-Firmware)

Enthalt SANtricity System Manager fiir die Uberwachung der Appliance-Hardware und fiir das Verwalten
von Warnmeldungen, die AutoSupport Funktion und die Laufwerksicherheitsfunktion.

« Stellt eine Verbindung zum E5700SG-Controller her und arbeitet als Ziel.

E2800A-Anschliisse

BEFi BEPE

E2800B-Anschliisse

Legende Port Typ Nutzung

1 Interconnect-Ports 1 und 2 Optischer 16 Gbit/s FC SFP ~ Den E2800 Controller mit dem
E5700SG Controller
verbinden.
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Legende Port Typ Nutzung
2 Management-Ports 1 und 2 1-GB-Ethernet (RJ-45 » Port 1-Optionen:

o Stellen Sie eine
Verbindung zu einem
Managementnetzwerk
her, um direkten
TCP/IP-Zugriff auf
SANtricity System
Manager zu
ermoglichen

o Lassen Sie die Kabel,
um einen Switch-Port
und eine IP-Adresse
zu speichern. Zugriff
auf SANTtricity System
Manager Uber den
Grid-Manager oder
das Storage Grid-
Appliance-
Installationsprogramm

Hinweis: Einige optionale

SANtricity-Funktionen, wie
z.B. NTP Sync flir genaue

Log-Zeitstempel, sind nicht
verfugbar, wenn Sie Port 1

unverdrahtet lassen.

Hinweis: StorageGRID 11.5
oder héher und SANTtricity
11.70 oder hoher sind
erforderlich, wenn Sie Port 1
unverdrahtet verlassen.

* Port 2 ist fur den
technischen Support

reserviert.
3 Diagnose- und Supportports * Serieller RJ-45-Anschluss Nur zur Verwendung durch
. Serieller Micro-USB-  technischen Support
reserviert.
Anschluss
» USB-Anschluss
4 Ports zur 12 GB/s SAS Nicht verwendet.

Laufwerkserweiterung:

Verwandte Informationen

"Dokumentation zur NetApp E-Series"
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SG5800 Appliances: Uberblick

Bei den StorageGRID Appliances der SG5800 Serie handelt es sich um integrierte
Storage- und Computing-Plattformen, die als Storage-Nodes in einem StorageGRID Grid
betrieben werden.

StorageGRID Appliances der SG5800 Serie bieten folgende Funktionen:

* Integrieren Sie die Storage- und Computing-Elemente fir einen StorageGRID Storage Node.

» Schliel3en Sie das Installationsprogramm flir StorageGRID Appliance an, um die Implementierung und
Konfiguration von Storage-Nodes zu vereinfachen.

+ E-Series SANTtricity System Manager fiir Hardware-Management und -Uberwachung

 Unterstlitzung fir bis zu vier 10-GbE- oder 25-GbE-Verbindungen mit dem StorageGRID-Grid-Netzwerk
und dem Client-Netzwerk.

* Unterstltzung fur Full Disk Encryption (FDE)-Laufwerke oder FIPS-Laufwerke Wenn diese Laufwerke mit
der Laufwerksicherheitsfunktion in SANTtricity System Manager verwendet werden, wird ein nicht
autorisierter Zugriff auf die Daten verhindert.

Die SG5800 Appliance ist in zwei Modellen erhaltlich: Dem SG5812 und dem SG5860.

SG5800 Komponenten

Die SG5800 Modelle umfassen die folgenden Komponenten:

22



SG5812
Computing-Controller
SG5800 Controller

Storage Controller
E4000-Controller

Chassis
E-Series DE212C-Gehause, ein 2-HE-Gehause (Rack-Unit)

Laufwerke
12 NL-SAS-Laufwerke (3.5 Zoll)

Redundante Netzteile und Lifter
Zwei Power-Fan-Kanister

SG5860

Computing-Controller
SG5800 Controller

Storage Controller
E4000-Controller

Chassis
E-Series DE460C Gehause, ein 4-HE-Gehause (Rack-Unit

Laufwerke
60 NL-SAS-Laufwerke (3.5 Zoll)

Redundante Netzteile und Liifter

Zwei Leistungskanister und zwei Lifterkanister

Der maximale Rohkapazitat, der in der StorageGRID-Appliance verfligbar ist, richtet sich nach der Anzahl der
Laufwerke in jedem Gehause. Sie kdnnen den verfligbaren Speicher nicht erweitern, indem Sie ein Shelf mit
zusatzlichen Laufwerken hinzuflgen.

SG5800-Diagramme

SG5812 Vorder- und Riickansicht

Die Abbildungen zeigen die Vorder- und Rickseite des SG5812, einem 2U-Gehause fiir 12 Laufwerke.
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SG5812-Komponenten

Der SG5812 umfasst zwei Controller und zwei Power-Fan-Kanister.

Legende Beschreibung

1 E4000 Controller (Speicher-Controller)

2 SG5800 Controller (Computing-Controller)
3 Power-Fan-Behalter

SG5860 Vorder- und Riickansicht

Die Abbildungen zeigen die Vorder- und Riickseite des Modells SG5860, ein 4U-Gehause, das 60 Laufwerke
in 5 Laufwerkseinschiben aufnehmen kann.
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SG5860 Komponenten

Der SG5860 umfasst zwei Controller, zwei Lifterzangen und zwei Leistungszangen.

Legende Beschreibung

1 E4000 Controller (Speicher-Controller)

2 SG5800 Controller (Computing-Controller)
3 Geblasebehalter (1 von 2)

4 Leistungsbehalter (1 von 2)

SG5800 Controller

Die SG5812 und die SG5860 60 Modelle mit 12 Laufwerken der StorageGRID Appliance umfassen einen
SG5800 Computing-Controller und einen E-Series E4000 Storage Controller.

SG5800 Computing-Controller

* Arbeitet als Computing-Server flr die Appliance.

« Schliel3t das Installationsprogramm fir StorageGRID-Appliance ein.

@ Die StorageGRID-Software ist auf der Appliance nicht vorinstalliert. Auf diese Software wird
Uber den Admin-Node zugegriffen, wenn Sie die Appliance bereitstellen.

» Es kann eine Verbindung zu allen drei StorageGRID-Netzwerken hergestellt werden, einschlief3lich dem
Grid-Netzwerk, dem Admin-Netzwerk und dem Client-Netzwerk.

« Stellt eine Verbindung zum E4000-Controller her und fungiert als Initiator.
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SG5800-Anschliisse

Legende Port

1 Management-Port 1

2 Diagnose- und Supportports

3 Ports zur
Laufwerkserweiterung

4 Interconnect-Ports 1 und 2

5 NetzwerkanschlUsse 1-4

E4000 Storage Controller

Typ
1-GB-Ethernet (RJ-45

e Serieller RJ-45-Anschluss

e Serieller USB-C-
Anschluss

» USB-Anschluss

12 GB/s SAS

25 GbE iSCSI

10-GbE oder 25-GbE,
basierend auf SFP-
Transceiver, Switch-
Geschwindigkeit und
konfigurierter Link-
Geschwindigkeit

Nutzung

Stellen Sie eine Verbindung
zum Admin-Netzwerk fir
StorageGRID her.

Reserviert fir technischen
Support.

Nicht verwendet.

Verbinden Sie den SG5800-
Controller mit dem E4000-
Controller.

Stellen Sie eine Verbindung
zum Grid-Netzwerk und dem
Client-Netzwerk flr
StorageGRID her.

Der Speicher-Controller der E4000-Serie verfiigt Uber die folgenden Spezifikationen:

» Fungiert als Storage Controller fir die Appliance.

* Verwaltet den Storage der Daten auf den Laufwerken.

* Funktioniert als Standard-E-Series-Controller im Simplexmodus.

* Beinhaltet SANTtricity OS Software (Controller-Firmware)
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+ Enthalt SANtricity System Manager fiir die Uberwachung der Appliance-Hardware und fir das Verwalten
von Warnmeldungen, die AutoSupport Funktion und die Laufwerksicherheitsfunktion.

« Stellt eine Verbindung zum SG5800-Controller her und wird als Ziel ausgefihrt.

E4000-Steckverbinder

® ® @

Legende Port Typ Nutzung

1 Management-Port 1-GB-Ethernet (RJ-45 Anschlussoptionen:
Verbinden Sie sich mit
einem

Managementnetzwerk, um
direkten TCP/IP-Zugriff auf
den SANTtricity-
Systemmanager zu
ermoglichen

Lassen Sie unverdrahtet, um
einen Switch-Port und eine
IP-Adresse zu speichern.
Zugriff auf SANtricity System
Manager Gber den Grid-
Manager oder das Storage
Grid-Appliance-
Installationsprogramm

Hinweis: Einige optionale
SANftricity-Funktionen, wie
NTP Sync fir genaue
Protokollzeitstempel, sind
nicht verfligbar, wenn Sie den
Management-Port nicht
drahtgebunden lassen
mochten.

Hinweis: StorageGRID 11.8
oder hoher und SANTtricity
11.8 oder hoher sind
erforderlich, wenn Sie den
Verwaltungsport nicht
verdrahtet verlassen.
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Legende Port

2 Diagnose- und Supportports

3 Ports zur
Laufwerkserweiterung:

4 Interconnect-Ports 1 und 2

Verwandte Informationen

"Dokumentation zur NetApp E-Series"

Typ
» Serieller RJ-45-Anschluss

 Serieller USB-C-
Anschluss
* USB-Anschluss

12 GB/s SAS

25 GbE iSCSI

SG6060 und SG6060X Appliances: Uberblick

Nutzung

Nur zur Verwendung durch
technischen Support
reserviert.

Nicht verwendet.

Schlief’en Sie den E4000-
Controller an den SG5800-
Controller an.

Die StorageGRID SG6060 und SG6060X Appliances umfassen jeweils einen Computing-
Controller und ein Storage-Controller-Shelf, das zwei Storage Controller und 60

Laufwerke enthalt.

Optional kénnen beide Appliances mit Erweiterungs-Shelfs fiir 60 Laufwerke erganzt werden. Es gibt keine
Spezifikationen oder funktionalen Unterschiede zwischen dem SG6060 und SG6060X, aul3er der Position der

Interconnect-Ports am Storage Controller.

Komponenten SG6060 und SG6060X

Die SG6060 und SG6060X Appliances umfassen die folgenden Komponenten:

Computing-Controller

Der SG6000-CN Controller ist ein 1-HE-Server (1 Rack Unit) mit folgenden Komponenten:

* 40 Cores (80 Threads)
* 192 GB RAM

* Bis zu 4 x 25 Gbit/s aggregierte Ethernet-Bandbreite

e FC-Interconnect mit 4 x 16 GBit/s

» Baseboard Management Controller (BMC) der das Hardware-Management vereinfacht

* Redundante Netzteile

Storage Controller Shelf

Das Controller-Shelf (Storage-Array) der E-Series E2860 ist ein 4-HE-Shelf mit folgenden Merkmalen:

» Zwei Controller der E2800 Serie (Duplexkonfiguration) fir die Unterstiitzung von Storage Controller

Failover

o Das SG6060 enthalt E2800A Storage Controller

28


https://docs.netapp.com/us-en/e-series-family/index.html

> Das SG6060X enthalt E2800B Storage-Controller

* Shelf mit finf Einschlben fur Festplatten mit 60 3.5-Zoll-Laufwerken (2 Solid State-Laufwerke bzw.
SSDs und 58 NL-SAS-Laufwerke)

* Redundante Netzteile und Lufter

Optional: Storage-Erweiterungs-Shelfs

Jede SG6060 und SG6060X Appliance kann Uber ein oder zwei Erweiterungs-Shelfs fiir insgesamt 180
Laufwerke verfligen (zwei dieser Laufwerke sind fir den E-Series Lese-Cache reserviert).

Hinweis: Erweiterungseinschiibe kénnen bei der ersten Implementierung installiert oder spater hinzugefligt
werden.

Das E-Series DE460C Gehause ist ein 4-HE-Shelf mit folgenden Komponenten:

» Zwei Eingangs-/Ausgangsmodule (IOMs)
» Finf Schubladen mit jeweils 12 NL-SAS-Laufwerken fir insgesamt 60 Laufwerke
* Redundante Netzteile und Lufter

Diagramme SG6060 und SG6060X

Die Fronten des SG6060 und des SG6060X sind identisch.

Vorderansicht des SG6060 oder SG6060X

Diese Abbildung zeigt die Vorderseite des SG6060 oder SG6060X, der einen 1-HE-Computing-Controller und
ein 4-HE-Shelf mit zwei Storage-Controllern und 60 Laufwerken in finf Laufwerkseinschiben umfasst.
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Beschreibung

SG6000-CN Computing Controller mit Frontblende

E2860 Controller-Shelf mit Frontblende (optionales Erweiterungs-Shelf
erscheint identisch)

SG6000-CN Computing Controller mit abnehmbarer Frontblende

E2860 Controller-Shelf mit entfernter Frontblende (optionales
Erweiterungs-Shelf erscheint identisch)

Diese Abbildung zeigt die Position des Netzteils und die Identifizieren-LEDs auf der Rickseite des SG6000-CN
Computing-Controllers, der im SG6060 und SG6060X verwendet wird. Zusatzliche Status- und Aktivitats-LEDs
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befinden sich an den Gerateanschlissen. Diese LEDs kdnnen je nach Geratelodell variieren.

Legende LED Status

1 Netzteil-LED » Grln, konstant: Das Gerat wird mit Strom
versorgt, der Netzschalter ist eingeschaltet.

e Griln, blinkend: Das Gerat wird mit Strom
versorgt, der Netzschalter ist ausgeschaltet.

» Aus: Das Gerat wird nicht mit Strom versorgt.
» Gelb: Netzteilfehler.

2 Identifizieren Sie die LED  Blau, blinkend: Identifiziert das Gerat im Schrank
oder Rack.

 Blau, fest: Identifiziert das Gerat im Schrank oder
Rack.

* Aus: Das Gerat ist im Schrank oder Rack nicht
visuell erkennbar.

S$G6060 — Riickansicht

Diese Abbildung zeigt die Riickseite des SG6060, einschlielllich der Computing- und Storage-Controller, Lifter
und Netzteile.

31



Legende Beschreibung

1 Netzteil (1 von 2) fiir SG6000-CN Compute Controller

2 Anschlisse flir SG6000-CN Compute Controller

3 Lafter (1 von 2) fir E2860 Controller-Shelf

4 E-Series E2800A Storage-Controller (1 von 2) und Anschllsse
5 Netzteil (1 von 2) fur E2860 Controller-Shelf

SG6060X — Riickansicht

Diese Abbildung zeigt die Riickseite des SG6060X.
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Legende Beschreibung

1 Netzteil (1 von 2) fir SG6000-CN Compute Controller

2 Anschlisse flir SG6000-CN Compute Controller

3 Lufter (1 von 2) fir E2860 Controller-Shelf

4 E-Series E2800B Storage-Controller (1 von 2) und Anschliisse
5 Netzteil (1 von 2) fir E2860 Controller-Shelf

Erweiterungs-Shelf

Diese Abbildung zeigt die Rickseite des optionalen Erweiterungs-Shelfs fiir SG6060 und SG6060X,
einschliellich der ein-/Ausgabemodule (IOMs), Liifter und Netzteile. Jeder SG6060 kann mit einem oder zwei
Erweiterungs-Shelfs installiert werden. Dies kann bei der Erstinstallation oder einem spateren Zeitpunkt
hinzugefugt werden.
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Legende Beschreibung

1 Lafter (1 von 2) fur Erweiterungs-Shelf
2 IOM (1 von 2) fur Erweiterungs-Shelf

3 Netzteil (1 von 2) fur Erweiterungs-Shelf

SG6000 Controller

Jedes Modell der StorageGRID SG6000 Appliance umfasst je nach Modell einen SG6000-CN Computing
Controller in einem 1-HE-Gehause und E-Series Duplex Storage-Controller in einem 2-HE- oder 4-HE-
Gehause. In den Diagrammen erfahren Sie mehr Uber die einzelnen Controller-Typen.

S$G6000-CN Computing-Controller

« Stellt fUr die Appliance Computing-Ressourcen bereit

» Schlieldt das Installationsprogramm fiir StorageGRID-Appliance ein.

@ Die StorageGRID-Software ist auf der Appliance nicht vorinstalliert. Diese Software wird
beim Bereitstellen der Appliance vom Admin-Node abgerufen.

* Es kann eine Verbindung zu allen drei StorageGRID-Netzwerken hergestellt werden, einschliel3lich dem
Grid-Netzwerk, dem Admin-Netzwerk und dem Client-Netzwerk.

« Stellt eine Verbindung zu den E-Series Storage Controllern her und arbeitet als Initiator.

SG6000-CN-Anschliisse
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Legende Port Typ Nutzung

1 Interconnect-Ports 1-4 16 Gbit/s Fibre Channel  Verbinden Sie den SG6000-CN
(FC) mit integrierter Optik Controller mit den E2800 Controllern
(zwei Verbindungen zu jedem E2800).

2 Netzwerkanschlisse 1-4  10-GbE oder 25-GbE auf Stellen Sie eine Verbindung zum Grid-
Basis von Kabel- oder Netzwerk und dem Client-Netzwerk fir
SFP-Transceiver, Switch- StorageGRID her.
Geschwindigkeit und
konfigurierter
Verbindungsgeschwindigk
eit

3 BMC-Management-Port 1 GbE (RJ-45) Stellen Sie eine Verbindung mit dem

SG6000-CN Baseboard Management
Controller her.

4 Diagnose- und * VGA Nur zur Verwendung durch technischen
Supportports . Seriell, 115200 8-N-1 Support reserviert.
+ USB
5 Admin-Netzwerkport 1 1 GbE (RJ-45) Verbinden Sie das SG6000-CN mit dem
Admin-Netzwerk fir StorageGRID.
6 Admin — 1 GbE (RJ-45) Optionen:

Netzwerkanschluss 2
* Verbindung mit Management-Port 1
fur eine redundante Verbindung
zum Admin-Netzwerk fir
StorageGRID.

» Lassen Sie nicht verdrahtet und fur
den voribergehenden lokalen
Zugang verfugbar (IP 169.254.0.1).

* Verwenden Sie wahrend der
Installation Port 2 fiir die IP-
Konfiguration, wenn DHCP-
zugewiesene IP-Adressen nicht
verfligbar sind.
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SGF6024 — EF570 Storage-Controller

« Zwei Controller fiir Failover-Support.

» Verwalten Sie den Speicher der Daten auf den Laufwerken.

* Funktion als standardmafiige E-Series Controller in einer Duplexkonfiguration.
« Schliel3en Sie die SANtricity OS Software (Controller-Firmware) an.

+ Enthalten ist SANtricity System Manager fiir die Uberwachung der Storage-Hardware und fiir das
Warnmanagement, die AutoSupport Funktion und die Laufwerksicherheitsfunktion.

« Stellen Sie eine Verbindung zum SG6000-CN-Controller her und erméglichen Sie den Zugriff auf den
Flash-Speicher.

EF570 Connector

Legende Port Typ Nutzung
1 Interconnect-Ports 1 und  Optischer 16-Gbit/s-FC-  Verbinden Sie jeden EF570 Controller
2 SFP mit dem SG6000-CN Controller.

Es gibt vier Verbindungen zum SG6000-
CN Controller (zwei von jedem EF570).

2 Diagnose- und * Serieller RJ-45- Nur zur Verwendung durch technischen
Supportports Anschluss Support reserviert.
 Serieller Micro-USB-
Anschluss

» USB-Anschluss

3 Ports zur 12 GB/s SAS Nicht verwendet. Die SGF6024
Laufwerkserweiterung Appliance unterstitzt keine Festplatten-
Shelfs zur Erweiterung.

4 Management-Ports 1 und 1-GB-Ethernet (RJ-45 * Port 1 stellt eine Verbindung zum
2 Netzwerk her, in dem Sie in einem
Browser auf SANTtricity System
Manager zugreifen.

* Port 2 ist fur den technischen
Support reserviert.
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SG6060 und SG6060X: E2800 Storage-Controller

« Zwei Controller fiir Failover-Support.

» Verwalten Sie den Speicher der Daten auf den Laufwerken.

* Funktion als standardmafiige E-Series Controller in einer Duplexkonfiguration.
« Schliel3en Sie die SANtricity OS Software (Controller-Firmware) an.

+ Enthalten ist SANtricity System Manager fiir die Uberwachung der Storage-Hardware und fiir das
Warnmanagement, die AutoSupport Funktion und die Laufwerksicherheitsfunktion.

« Stellen Sie eine Verbindung zum SG6000-CN-Controller her und erméglichen Sie den Zugriff auf den
Speicher.

Die SG6060 und SG6060X verwenden E2800 Storage-Controller.

Appliance Controller Controller-HIC
SG6060 Zwei E2800A Storage Controller Keine
SG6060X Zwei E2800B Storage-Controller HIC mit vier Ports

Die E2800A und E2800B Storage Controller sind in den Spezifikationen und Funktionen identisch, auer an
der Position der Interconnect-Ports.

@ Verwenden Sie kein E2800A und kein E2800B im selben Gerat.

E2800A-Anschliisse

BEFi EEPE

Legende Port Typ Nutzung
1 Interconnect-Ports 1 und  Optischer 16-Gbit/s-FC-  Schliel3en Sie alle E2800A-Controller
2 SFP an den SG6000-CN-Controller an.

Es gibt vier Verbindungen zum SG6000-
CN Controller (zwei von jedem
E2800A).
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Legende Port

2 Management-Ports 1 und
2

3 Diagnose- und
Supportports

4 Festplattenerweiterungs-
Ports 1 und 2

E2800B-Anschliisse

38

Typ
1-GB-Ethernet (RJ-45

» Serieller RJ-45-
Anschluss

» Serieller Micro-USB-
Anschluss

» USB-Anschluss

12 GB/s SAS

Nutzung
* Port 1-Optionen:

o Stellen Sie eine Verbindung zu
einem Managementnetzwerk
her, um direkten TCP/IP-Zugriff
auf SANtricity System Manager
zu ermoglichen

o Lassen Sie die Kabel, um einen
Switch-Port und eine IP-
Adresse zu speichern. Zugriff
auf SANtricity System Manager
Uber den Grid-Manager oder
das Storage Grid-Appliance-
Installationsprogramm

Hinweis: Einige optionale SANTtricity-
Funktionen, wie z.B. NTP Sync flr
genaue Log-Zeitstempel, sind nicht
verfiigbar, wenn Sie Port 1 unverdrahtet
lassen.

Hinweis: StorageGRID 11.5 oder héher
und SANTtricity 11.70 oder hdher sind
erforderlich, wenn Sie Port 1
unverdrahtet verlassen.

 Port 2 ist fur den technischen
Support reserviert.

Nur zur Verwendung durch technischen
Support reserviert.

Verbinden Sie die Ports mit den
Laufwerkserweiterungsports der IOMs
im Erweiterungs-Shelf.



Legende
1

Port

Interconnect-Ports 1 und
2

Management-Ports 1 und
2

Typ

Optischer 16-Gbit/s-FC-
SFP

1-GB-Ethernet (RJ-45

Nutzung

Schlie3en Sie alle E2800B-Controller
an den SG6000-CN-Controller an.

Es gibt vier Verbindungen zum SG6000-
CN-Controller (zwei von jedem
E2800B).

» Port 1-Optionen:

o Stellen Sie eine Verbindung zu
einem Managementnetzwerk
her, um direkten TCP/IP-Zugriff
auf SANTtricity System Manager
zu ermaoglichen

o Lassen Sie die Kabel, um einen
Switch-Port und eine IP-
Adresse zu speichern. Zugriff
auf SANTtricity System Manager
Uber den Grid-Manager oder
das Storage Grid-Appliance-
Installationsprogramm

Hinweis: Einige optionale SANTtricity-
Funktionen, wie z.B. NTP Sync flir
genaue Log-Zeitstempel, sind nicht
verfigbar, wenn Sie Port 1 unverdrahtet
lassen.

Hinweis: StorageGRID 11.5 oder héher
und SANTtricity 11.70 oder hdher sind
erforderlich, wenn Sie Port 1
unverdrahtet verlassen.

» Port 2 ist fur den technischen
Support reserviert.
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Legende Port Typ Nutzung

3 Diagnose- und * Serieller RJ-45- Nur zur Verwendung durch technischen
Supportports Anschluss Support reserviert.
« Serieller Micro-USB-
Anschluss

* USB-Anschluss

4 Festplattenerweiterungs- 12 GB/s SAS Verbinden Sie die Ports mit den
Ports 1 und 2 Laufwerkserweiterungsports der IOMs
im Erweiterungs-Shelf.

S$G6060 und SG6060X: IOMs fiir optionale Erweiterungs-Shelfs

Das Erweiterungs-Shelf enthalt zwei 1/0-Module (IOMs), die mit den Storage-Controllern oder anderen
Erweiterungs-Shelfs verbunden sind.

IOM-Anschliisse

®

Legende Port Typ Nutzung
1 Ports zur 12 GB/s SAS Verbinden Sie die einzelnen Ports mit
Laufwerkserweiterung 1-4 den Storage-Controllern oder mit einem
zusatzlichen Erweiterungs-Shelf (falls
vorhanden).

SG6100 Appliances: Uberblick

Die StorageGRID Appliances der SG6100 Serie werden als Storage-Nodes in einem
StorageGRID System ausgefiuhrt. Wie alle StorageGRID Appliances lassen sie sich in
einer einzelnen Implementierung frei mit anderen Appliance-Modellen und rein
softwarebasierten Nodes kombinieren.

Die StorageGRID SG6160 Appliance umfasst einen Computing-Controller mit einem NVMe-SSD-Paar, das als
Lese-Cache fungiert, sowie ein Storage-Controller-Shelf mit zwei Storage-Controllern und 60 NL-SAS-
Festplatten. Durch das Hinzufiigen von bis zu zwei optionalen Erweiterungseinschiiben kann es auf bis zu 180
NL-SAS-Festplatten erweitert werden. Die StorageGRID SGF6112 Appliance ist eine All-Flash-Appliance mit
einem kompakten 1-HE-Formfaktor und 12 NVMe-SSDs.

Die Appliances SGF6112 und SG6160 bieten folgende Leistungsmerkmale:
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* Integriert die Storage- und Computing-Elemente fir einen StorageGRID Storage Node.

» Umfasst das Installationsprogramm von StorageGRID Appliance zur Vereinfachung der Bereitstellung und
Konfiguration von Storage-Nodes.

+ Umfasst einen Baseboard Management Controller (BMC) zur Uberwachung und Diagnose der Hardware
im Compute Controller.

Die SGF6112 bietet folgende Datensicherungsfunktionen:

 Funktionsfahigkeit nach Ausfall einer einzelnen SSD ohne Beeintrachtigung der Objektverfugbarkeit.

» Funktionsfahigkeit nach Ausfallen mehrerer SSDs mit einer minimalen erforderlichen Reduzierung der
Objektverfugbarkeit (basierend auf dem Design des zugrunde liegenden RAID-Schemas).

Je nach lhrer konfigurierten ILM-Richtlinie kdnnen Anforderungen fiir lokal nicht verfligbare
Objekte durch andere Nodes bearbeitet werden, sodass die Verfligbarkeit in der Regel nicht
verringert wird.

« Wahrend der Wartung ist die vollstandige Recovery bei SSD-Ausfallen mdglich, die keine extremen
Schaden am RAID-Gehause des Root-Volumes des Nodes (des StorageGRID-Betriebssystems) zur Folge
haben.

* Falls diverse SSD-Ausfalle zu einem lokalen Datenverlust fihren, kénnen Objektdaten automatisch aus
Kopien oder Erasure Coded Brocken auf anderen Nodes wiederhergestellt werden.

* Fahigkeit zur Tatigkeit als "Gateway-Knoten mit Caching" .
Das SG6160 bietet folgende Datensicherungsfunktionen:
» Funktionsfahigkeit nach dem Ausfall von zwei Festplatten (HDDs) ohne Beeintrachtigung der

Objektverfugbarkeit.

» Schnelle Evakuierung und Wiederherstellung von HDDs bei Ausfallen und Austausch (bei Konfiguration fir
DDP oder DDP16 wahrend der Installation), wodurch die Datenaufbewahrung im Vergleich zu dem
Standard-RAID 6 verbessert wird.

* Vollstandige Recovery bei Betrieb durch den Ausfall von zwei beliebigen HDDs.

* Falls diverse HDD-Ausfalle zu einem lokalen Datenverlust flihren, kénnen Objektdaten automatisch aus
Kopien oder nach Erasure Coding auf anderen Nodes wiederhergestellt werden.

Hardwarekomponenten des SG6100

SGF6112-Appliance

Die Appliance SGF6112 umfasst die folgenden Komponenten:

Computing- und Storage-Plattform
Ein Server mit einer Héheneinheit (1 HE), der Folgendes umfasst:

» Zwei 165-W-Prozessoren mit 2.1/2.6 GHz und 48 Kernen (96 Threads)

+ 256 GB RAM

* 2 x 1/10 GBase-T-Ports

* 4 x 10/25-GbE-Ethernet-Ports flur Grid-/Client-Netzwerkverkehr

» 1 x 256 GB internes Startlaufwerk (einschlieRlich StorageGRID-Software)
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» Baseboard Management Controller (BMC) der das Hardware-Management vereinfacht

* Redundante Netzteile und Lfter

SG6160 Appliance

Die SG6160 Appliance umfasst die folgenden Komponenten:

Computing-Controller
Der SG6100-CN Controller ist ein Server mit einer Héheneinheit (1 HE), der Folgendes umfasst:

* 48 Cores (96 Threads)
» 256 GB RAM

* Bis zu 4 x 25 GbE aggregierte Ethernet-Bandbreite (oder bis zu 4 x 100 GbE mit optionaler 100G NIC
SKU)

* 1 x 100-GbE-Interconnect
« Zwei NVMe SSDs fir Lese-Cache
» Baseboard Management Controller (BMC) der das Hardware-Management vereinfacht

* Redundante Netzteile und Lufter

Storage Controller Shelf
Das E-Series E4000 Controller-Shelf (Storage-Array) ist ein 4-HE-Shelf mit folgenden Elementen:

» Zwei Controller der E4000 Serie (Duplex-Konfiguration) fur die Unterstlitzung von Storage Controller
Failover

« Shelf fir Laufwerke mit fiinf Schubladen fir sechzig 3.5-Zoll-NL-SAS-Laufwerke

* Redundante Netzteile und Lufter

Optional: Storage-Erweiterungs-Shelfs

Jede SG6160 Appliance kann Uber ein oder zwei Erweiterungs-Shelfs fiir insgesamt 180 Laufwerke
verfugen.

@ Erweiterungs-Shelfs konnen wahrend der ersten Implementierung installiert oder spater
hinzugefugt werden.

Das E-Series DE460C Gehause ist ein 4-HE-Shelf mit folgenden Komponenten:

» Zwei Eingangs-/Ausgangsmodule (IOMs)
» Funf Schubladen mit jeweils 12 NL-SAS-Laufwerken flr insgesamt 60 Laufwerke

* Redundante Netzteile und Lufter

Diagramme SGF6112 und SG6160

SGF6112 — Vorderansicht

Diese Abbildung zeigt die Vorderseite des SGF6112 ohne Blende. Die Appliance verfligt Gber eine 1-HE-
Computing- und Storage-Plattform mit 12 SSD-Laufwerken.
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SGF6112 — Riickansicht

Diese Abbildung zeigt die Ruckseite des SGF6112, einschlieRlich der Ports, Lufter und Netzteile.

Legende
1

Port

Netzwerkanschllisse 1-4

BMC-Management-Port

Diagnose- und Supportports

Admin-Netzwerkport 1

Typ

10/25-GbE, basierend auf
Kabel- oder SFP-Transceiver-
Typ (SFP28- und SFP+-
Module werden untersttitzt),
Switch-Geschwindigkeit und
konfigurierter Link-
Geschwindigkeit.

1 GbE (RJ-45)

* VGA
+ USB
* Micro-USB-Konsolenport

* Micro-SD-
Steckplatzmodul

1/10-GbE (RJ-45)

Admin — Netzwerkanschluss 2 1/10-GbE (RJ-45)

Nutzung

Stellen Sie eine Verbindung
zum Grid-Netzwerk und dem
Client-Netzwerk fur
StorageGRID her.

Stellen Sie eine Verbindung
mit dem Management
Controller der Hauptplatine
des Geréts her.

Nur zur Verwendung durch
technischen Support
reserviert.

SchlieRen Sie die Appliance
an das Admin-Netzwerk fur
StorageGRID an.

Optionen:

* Verbindung mit Admin-
Netzwerk-Port 1 fUr eine
redundante Verbindung
zum Admin-Netzwerk fur
StorageGRID.

» Lassen Sie die
Verbindung getrennt und

fur den vorubergehenden

lokalen Zugriff verfigbar
(IP 169.254.0.1).

* Verwenden Sie wahrend
der Installation Port 2 fir

die IP-Konfiguration, wenn

DHCP-zugewiesene IP-

Adressen nicht verflgbar

sind.

Diese Abbildung zeigt die Position des Netzteils und die Identifizieren-LEDs auf der Rickseite des SGF6112.
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Zusatzliche Status- und Aktivitats-LEDs befinden sich an den Gerateanschliissen. Diese LEDs kdnnen je nach
Gerételodell variieren.

Legende LED Status

1 Netzteil-LED * Grln, konstant: Das Gerat wird mit Strom
versorgt, der Netzschalter ist eingeschaltet.

e Griln, blinkend: Das Gerat wird mit Strom
versorgt, der Netzschalter ist ausgeschaltet.

» Aus: Das Gerat wird nicht mit Strom versorgt.
* Gelb: Netzteilfehler.

2 Identifizieren Sie die LED  Blau, blinkend: Identifiziert das Gerat im Schrank
oder Rack.

 Blau, fest: Identifiziert das Gerat im Schrank oder
Rack.

» Aus: Das Gerat ist im Schrank oder Rack nicht
visuell erkennbar.

SG6160 — Vorderansicht

Diese Abbildung zeigt die Vorderseite des SG6160, der einen 1-HE-Computing-Controller und ein 4-HE-Shelf
mit zwei Storage-Controllern und 60 Laufwerken in finf Laufwerkseinschiben umfasst.

Legende Beschreibung
1 SG6100-CN Computing-Controller mit entfernter Frontverkleidung
2 E4000 Controller Shelf mit entfernter Frontverkleidung (das optionale

Erweiterungs-Shelf scheint identisch zu sein)

S$G6160 — Riickansicht

Diese Abbildung zeigt die Riickseite des SG6160, einschliellich der Computing- und Storage-Controller, Lifter
und Netzteile.
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Legende Beschreibung

1 Netzteil (1 von 2) fir SG6100-CN Computing-Controller

2 Anschlisse flir SG6100-CN Computing-Controller

3 Lufter (1 von 2) fir E4000 Controller Shelf

4 Speicherkontroller der E-Serie E4000 (1 von 2) und Anschlisse
5 Netzteil (1 von 2) fir E4000 Controller Shelf

SG6100 Controller

SG6100-CN Computing-Controller

« Stellt fur die Appliance Computing-Ressourcen bereit

» Schliel3t das Installationsprogramm fiir StorageGRID-Appliance ein.

@ Die StorageGRID-Software ist auf der Appliance nicht vorinstalliert. Diese Software wird
beim Bereitstellen der Appliance vom Admin-Node abgerufen.

* Es kann eine Verbindung zu allen drei StorageGRID-Netzwerken hergestellt werden, einschliel3lich dem
Grid-Netzwerk, dem Admin-Netzwerk und dem Client-Netzwerk.

« Stellt eine Verbindung zu den E-Series Storage Controllern her und arbeitet als Initiator.

Diese Abbildung zeigt Ports auf der Riickseite des SG6100-CN Computing-Controllers.
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Legende

1

46

Port

Netzwerkanschlisse 1-4

BMC-Management-Port

Diagnose- und
Supportports

Admin-Netzwerkport 1

Typ

» 10/25-GbE basierend
auf Kabel- oder SFP-
Transceiver-Typ
(SFP28- und SFP+-
Module werden
unterstltzt), Switch-
Geschwindigkeit und
konfigurierter Link-
Geschwindigkeit.

» Mit optionaler 100G
NIC SKU (nur
SG6160),
10/25/40/100-GbE
basierend auf Kabel-
oder Transceiver-Typ,
Switch-
Geschwindigkeit und
konfigurierter
Verbindungsgeschwin
digkeit. QSFP56
(beschrankt auf 100
GbE/Port), QSFP28
(100 GbE) und
QSFP+ (40 GbE)
werden nativ
unterstitzt. Optionale
SFP+ (10 GbE) oder
SFP28 (25 GbE)
Transceiver kbnnen
mit einem QSA
verwendet werden
(separat erhaltlich).

1 GbE (RJ-45)

* VGA
* USB

Micro-USB-
Konsolenport

* Micro-SD-
Steckplatzmodul

1/10-GbE (RJ-45)

Nutzung

Stellen Sie eine Verbindung zum Grid-
Netzwerk und dem Client-Netzwerk fir
StorageGRID her.

Verbinden Sie den SG6100-CN
Baseboard Management Controller.

Nur zur Verwendung durch technischen
Support reserviert.

Verbinden Sie das SG6100-CN mit dem
Admin-Netzwerk fur StorageGRID.



Legende Port Typ Nutzung

5 Admin — 1/10-GbE (RJ-45) Optionen:
Netzwerkanschluss 2
* Verbindung mit Management-Port 1
fur eine redundante Verbindung
zum Admin-Netzwerk fir
StorageGRID.

» Lassen Sie nicht verdrahtet und fir
den vorubergehenden lokalen
Zugang verfugbar (IP 169.254.0.1).

* Verwenden Sie wahrend der
Installation Port 2 flir die IP-
Konfiguration, wenn DHCP-
zugewiesene IP-Adressen nicht
verflgbar sind.

6 Interconnect-Port 100-GBitE SchlieRen Sie den SG6100-CN-
Controller an die E4000-Controller an.

Diese Abbildung zeigt die Position des Netzteils und die Identifizieren-LEDs auf der Rickseite des SG6100-CN
Computing-Controllers. Zusatzliche Status- und Aktivitats-LEDs befinden sich an den Gerateanschlissen.
Diese LEDs kénnen je nach Geratelodell variieren.

Legende LED Status

1 Netzteil-LED e Grin, konstant: Das Gerat wird mit Strom
versorgt, der Netzschalter ist eingeschaltet.

» Grln, blinkend: Das Gerét wird mit Strom
versorgt, der Netzschalter ist ausgeschaltet.

» Aus: Das Gerat wird nicht mit Strom versorgt.
Gelb: Netzteilfehler.

2 Identifizieren Sie die LED

Blau, blinkend: Identifiziert das Gerat im Schrank
oder Rack.

Blau, fest: Identifiziert das Gerat im Schrank oder
Rack.

* Aus: Das Gerat ist im Schrank oder Rack nicht
visuell erkennbar.
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SG6160: E4000 Storage Controller

« Zwei Controller fiir Failover-Support.

» Verwalten Sie den Speicher der Daten auf den Laufwerken.

* Funktion als standardmafiige E-Series Controller in einer Duplexkonfiguration.
« Schliel3en Sie die SANtricity OS Software (Controller-Firmware) an.

+ Enthalten ist SANtricity System Manager fiir die Uberwachung der Storage-Hardware und fiir das
Warnmanagement, die AutoSupport Funktion und die Laufwerksicherheitsfunktion.

« Stellen Sie eine Verbindung zum SG6100-CN Controller her und ermdéglichen Sie den Zugriff auf den

® ® @

Legende Port Typ Nutzung

1 Management-Port 1 1-GB-Ethernet (RJ-45 » Port 1-Optionen:

o Stellen Sie eine Verbindung zu
einem Managementnetzwerk
her, um direkten TCP/IP-Zugriff
auf SANTtricity System Manager
zu ermoglichen

o Lassen Sie die Kabel, um einen
Switch-Port und eine IP-
Adresse zu speichern. Zugriff
auf SANTtricity System Manager
Uber den Grid-Manager oder
das Storage Grid-Appliance-
Installationsprogramm

Hinweis: Einige optionale SANTtricity-
Funktionen, wie NTP-Sync flr genaue
Protokollzeitstempel, sind nicht
verfugbar, wenn Sie Port 1 drahtlos
verlassen mochten.

2 Diagnose- und * Serieller RJ-45- Nur zur Verwendung durch technischen
Supportports Anschluss Support reserviert.
* Serieller Micro-USB-
Anschluss

» USB-Anschluss

48



Legende Port Typ Nutzung

3 Festplattenerweiterungs- 12 GB/s SAS Verbinden Sie die Ports mit den
Ports 1 und 2 Laufwerkserweiterungsports der IOMs
im Erweiterungs-Shelf.

4 Interconnect-Ports 1 und 25 GbE iSCSI SchlieRen Sie jeden der E4000-
2 Controller an den SG6100-CN-
Controller an.

Es gibt vier Verbindungen zum SG6100-
CN Controller (zwei von jedem E4000).

SG6160: IOMs fiir optionale Erweiterungs-Shelfs

Das Erweiterungs-Shelf enthalt zwei 1/0-Module (IOMs), die mit den Storage-Controllern oder anderen
Erweiterungs-Shelfs verbunden sind.

IOM-Anschliisse

®

Legende Port Typ Nutzung
1 Ports zur 12 GB/s SAS Verbinden Sie die einzelnen Ports mit
Laufwerkserweiterung 1-4 den Storage-Controllern oder mit einem
zusatzlichen Erweiterungs-Shelf (falls
vorhanden).
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