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Wartung der Appliance-Hardware

Halten Sie die Appliance-Konfiguration aufrecht

Allgemeine Verfahren fiir die Knotenwartung: Ubersicht

Befolgen Sie diese Anweisungen, um lhr StorageGRID-System zu warten.

Informationen zu diesen Anweisungen

In diesen Anweisungen werden die fir alle Knoten Ublichen Verfahren beschrieben, z. B. die Anwendung eines
Software-Hotfix, die Wiederherstellung von Grid-Nodes, die Wiederherstellung eines ausgefallenen Standorts,
die Stilllegung von Grid-Nodes oder eines gesamten Standorts, die Durchflihrung von Netzwerkwartungen, die
Durchfiihrung von Wartungsverfahren auf Host-Ebene und Middleware sowie die Durchfiihrung von Grid Node-
Verfahren.

In dieser Anleitung bezieht sich ,Linux" auf eine Red hat® Enterprise Linux®-, Ubuntu®- oder
Debian®-Bereitstellung. Verwenden Sie die "NetApp Interoperabilitats-Matrix-Tool (IMT)" Um
eine Liste der unterstltzten Versionen zu erhalten.

Bevor Sie beginnen

« Sie verfugen Uber ein umfassendes Verstandnis des StorageGRID Systems.

 Sie haben die Topologie lhres StorageGRID Systems Uberpriift und sich mit der Grid-Konfiguration vertraut
gemacht.

« |hr versteht, dass ihr alle Anweisungen genau befolgen und alle Warnungen beachten musst.

 Sie wissen, dass nicht beschriebene Wartungsverfahren nicht unterstiitzt werden oder eine
Serviceerbringung erfordern.

Wartungsverfahren fiir Gerate

Spezifische Wartungsverfahren fur jeden StorageGRID-Geratetyp finden Sie in den Abschnitten zur
Geratewartung:

» "SG6100 Appliance warten"

» "Warten Sie die SG6000-Appliance"

» "SG5800 Appliance warten"

+ "SG5700 Appliance warten"

* "Wartung von SG110- und SG1100-Appliances"

* "Wartung von SG100 und SG1000 Appliances"

Stellen Sie das Gerat in den Wartungsmodus

Sie mussen das Gerat in den Wartungsmodus versetzen, bevor Sie bestimmte
Wartungsarbeiten durchftihren.

Bevor Sie beginnen


https://imt.netapp.com/matrix/#welcome

« Sie sind im Grid Manager mit einem angemeldet "Unterstitzter Webbrowser".

+ Sie haben die Berechtigung Wartung oder Stammzugriff. Weitere Informationen finden Sie in den

Anweisungen zum Verwalten von StorageGRID.

Uber diese Aufgabe

In

seltenen Fallen kann es vorkommen, dass eine StorageGRID Appliance in den Wartungsmodus versetzt

wird, damit die Appliance fir den Remote-Zugriff nicht verfigbar ist.

Das Passwort des Admin-Kontos und die SSH-Host-Schlissel fiur eine StorageGRID-Appliance
im Wartungsmodus bleiben identisch mit dem Kennwort, das zum Zeitpunkt der Wartung der
Appliance vorhanden war.

Schritte

—_

7.

. Wahlen Sie im Grid Manager die Option NODES aus.
. Wahlen Sie in der Strukturansicht der Seite Knoten den Appliance Storage Node aus.
. Wahlen Sie Aufgaben.
. Wahlen Sie Wartungsmodus. Ein Bestatigungsdialogfeld wird angezeigt.
. Geben Sie die Provisionierungs-Passphrase ein, und wahlen Sie OK.
Eine Fortschrittsleiste und eine Reihe von Meldungen, darunter ,Anfrage gesendet", ,StorageGRID

stoppen” und ,neu booten®, geben an, dass die Appliance die Schritte zum Eintritt in den Wartungsmodus
abschliel3t.

Wenn sich die Appliance im Wartungsmodus befindet, wird in einer Bestatigungsmeldung die URLs
aufgefiihrt, mit denen Sie auf das Installationsprogramm der StorageGRID-Appliance zugreifen kénnen.

o This node is currently in maintenance mode. Navigate to one of the URLs listed below and perform any necessary maintenance

procedures.
o https://172.16.2.24:8443
e https://10.224 2 24:8443

When you are done with any required maintenance procedures, you must exit maintenance mode by selecting Reboot
Controller from the StorageGRID Appliance Installer.

Um auf das Installationsprogramm der StorageGRID-Appliance zuzugreifen, navigieren Sie zu einer
beliebigen der angezeigten URLSs.

Verwenden Sie nach Moglichkeit die URL, die die IP-Adresse des Admin Network-Ports der Appliance
enthalt.

Wenn Sie Uber eine direkte Verbindung zum Management-Port der Appliance verflgen,
verwenden Sie https://169.254.0.1:8443 So greifen Sie auf die Seite StorageGRID-
Appliance-Installationsprogramm zu.

Vergewissern Sie sich beim Installationsprogramm der StorageGRID Appliance, dass sich die Appliance im
Wartungsmodus befindet.

Flhren Sie alle erforderlichen Wartungsaufgaben durch.

Beenden Sie nach Abschluss der Wartungsaufgaben den Wartungsmodus und fahren Sie den normalen
Node-Betrieb fort. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Erweitert


https://docs.netapp.com/us-en/storagegrid/admin/web-browser-requirements.html

> Controller neu starten aus, und wahlen Sie dann Neustart in StorageGRID aus.

Es kann bis zu 20 Minuten dauern, bis das Gerat neu gestartet wird und sich wieder mit dem Netz
verbindet. So bestatigen Sie, dass der Neustart abgeschlossen ist und der Knoten wieder dem Grid
beigetreten ist:

a. Wahlen Sie im Grid Manager NODES aus.

b. .
Uberpriifen Sie, ob der Appliance-Knoten einen normalen Status hat (griines Hékchen-SymboI@
links neben dem Knotennamen), was darauf hinweist, dass keine Warnungen aktiv sind und der
Knoten mit dem Grid verbunden ist.

MTU-Einstellung andern

Sie konnen die MTU-Einstellung andern, die Sie beim Konfigurieren von IP-Adressen fur
den Appliance-Node zugewiesen haben.

Uber diese Aufgabe

@ Der MTU-Wert des Netzwerks muss mit dem Wert Ubereinstimmen, der auf dem Switch-Port
konfiguriert ist, mit dem der Node verbunden ist. Andernfalls kdnnen Probleme mit der
Netzwerkleistung oder Paketverluste auftreten.

FUr die beste Netzwerkleistung sollten alle Knoten auf ihren Grid Network Interfaces mit

@ ahnlichen MTU-Werten konfiguriert werden. Die Warnung Grid Network MTU mismatch wird
ausgeldst, wenn sich die MTU-Einstellungen fiir das Grid Network auf einzelnen Knoten
erheblich unterscheiden. Die MTU-Werte missen nicht fiir alle Netzwerktypen gleich sein.

Um die MTU-Einstellung zu andern, ohne den Appliance-Node neu zu booten, Verwenden Sie das Werkzeug
IP andern.

Wenn das Client- oder Admin-Netzwerk wahrend der ersten Installation nicht im Installationsprogramm der
StorageGRID-Appliance konfiguriert wurde, Andern Sie die MTU-Einstellung im Wartungsmodus.

Andern Sie die MTU-Einstellung mit dem Tool IP dndern

Bevor Sie beginnen

Sie haben die Passwords . txt Datei zum Verwenden des Tools zum Andern der IP-Adresse.

Schritte

Greifen Sie auf das Tool IP andern zu und aktualisieren Sie die MTU-Einstellungen wie unter beschrieben
"Andern der Node-Netzwerkkonfiguration".

Andern Sie die MTU-Einstellung im Wartungsmodus

Andern Sie die MTU-Einstellung unter Verwendung des Wartungsmodus, wenn Sie mit dem Tool IP dndern
nicht auf diese Einstellungen zugreifen kdnnen.

Bevor Sie beginnen

Das Gerat war "In den Wartungsmodus versetzt".

Schritte


https://docs.netapp.com/us-en/storagegrid/maintain/changing-nodes-network-configuration.html

1. Wahlen Sie im Installationsprogramm des StorageGRID-Gerats die Option Netzwerk konfigurieren > IP-
Konfiguration aus.

2. Nehmen Sie die gewiinschten Anderungen an den MTU-Einstellungen fiir Grid Network, Admin Network
und Client Network vor.

3. Wenn Sie mit den Einstellungen zufrieden sind, wahlen Sie Speichern.

4. Wenn diese Prozedur erfolgreich abgeschlossen ist und Sie weitere durchzuflihrenden Verfahren haben,
wahrend sich der Node im Wartungsmodus befindet, flihren Sie sie jetzt aus. Wenn Sie fertig sind oder
Fehler auftreten und von vorne beginnen méchten, wahlen Sie Erweitert > Controller neu starten aus,
und wahlen Sie dann eine der folgenden Optionen aus:

o Wahlen Sie Neustart in StorageGRID aus

o Wahlen Sie Neustart im Wartungsmodus aus, um den Controller neu zu starten, wobei der Knoten
noch im Wartungsmodus bleibt. Wahlen Sie diese Option aus, wenn wahrend des Verfahrens Fehler
auftreten und neu starten méchten. Nachdem der Node das Neubooten in den Wartungsmodus
abgeschlossen hat, starten Sie den entsprechenden Schritt wahrend des ausgefallenen Verfahrens
neu.

Es kann bis zu 20 Minuten dauern, bis das Gerat neu gestartet wird und sich wieder mit dem Netz
verbindet. So bestatigen Sie, dass der Neustart abgeschlossen ist und der Knoten wieder dem Grid
beigetreten ist:

i. Wahlen Sie im Grid Manager NODES aus.

ii. ..
Uberprifen Sie, ob der Appliance-Knoten einen normalen Status hat (griines Hékchen-Symbole
links neben dem Knotennamen), was darauf hinweist, dass keine Warnungen aktiv sind und der
Knoten mit dem Grid verbunden ist.

Uberpriifen Sie die DNS-Server-Konfiguration

Sie kdénnen die DNS-Server, die derzeit von diesem Appliance-Knoten verwendet
werden, Uberprifen und vorubergehend andern.

Bevor Sie beginnen
Das Gerat war "In den Wartungsmodus versetzt".

Uber diese Aufgabe

Méglicherweise missen Sie die DNS-Servereinstellungen andern, wenn eine verschlisselte Appliance keine
Verbindung zum Schlisselverwaltungsserver (KMS) oder KMS-Cluster herstellen kann, da der Hostname fir
das KMS als Domanenname anstelle einer IP-Adresse angegeben wurde. Alle Anderungen, die Sie an den
DNS-Einstellungen fur die Appliance vornehmen, sind temporar und gehen verloren, wenn Sie den
Wartungsmodus verlassen. Um diese Anderungen dauerhaft vorzunehmen, geben Sie die DNS-Server im Grid
Manager an (MAINTENANCE > Network > DNS-Server).

+ Temporare Anderungen an der DNS-Konfiguration sind nur fiir Node-verschliisselte Appliances
erforderlich, bei denen der KMS-Server mithilfe eines vollstandig qualifizierten Domanennamens anstelle
einer IP-Adresse fiir den Hostnamen definiert wird.

* Wenn eine Node-verschlisselte Appliance Gber einen Domanennamen eine Verbindung zu einem KMS
herstellt, muss sie eine Verbindung zu einem der fiir das Grid definierten DNS-Server herstellen. Einer
dieser DNS-Server Ubersetzt dann den Domain-Namen in eine |IP-Adresse.

» Wenn der Knoten keinen DNS-Server flr das Grid erreichen kann oder wenn Sie die DNS-Einstellungen
fir das Grid geandert haben, wenn ein Node-verschlisselter Appliance-Knoten offline war, kann der Node



keine Verbindung zum KMS herstellen. Verschliisselte Daten auf der Appliance kénnen erst entschlisselt
werden, nachdem das DNS-Problem behoben wurde.

Um ein DNS-Problem zu beheben, das die KMS-Verbindung verhindert, geben Sie die IP-Adresse eines oder
mehrerer DNS-Server im Installationsprogramm der StorageGRID Appliance an. Diese temporaren DNS-
Einstellungen ermdglichen es der Appliance, eine Verbindung zum KMS herzustellen und Daten auf dem
Knoten zu entschlisseln.

Wenn sich beispielsweise der DNS-Server fir das Grid andert, wahrend ein verschlisselter Knoten offline war,
kann der Node das KMS nicht erreichen, wenn es wieder online ist, da er weiterhin die vorherigen DNS-Werte
verwendet. Durch Eingabe der neuen IP-Adresse des DNS-Servers im StorageGRID-Appliance-
Installationsprogramm kann eine temporare KMS-Verbindung die Knotendaten entschlisseln.

Schritte

1.

Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Netzwerke konfigurieren >
DNS-Konfiguration aus.

Vergewissern Sie sich, dass die angegebenen DNS-Server richtig sind.
Andern Sie bei Bedarf die DNS-Server.

@ Anderungen an den DNS-Einstellungen erfolgen temporar und gehen verloren, wenn Sie
den Wartungsmodus beenden.

Wenn Sie mit den temporaren DNS-Einstellungen zufrieden sind, wahlen Sie Speichern.

Der Knoten verwendet die auf dieser Seite angegebenen DNS-Servereinstellungen, um eine Verbindung
mit dem KMS herzustellen, sodass die Daten auf dem Knoten entschllisselt werden kdnnen.

Nachdem die Node-Daten entschlisselt wurden, booten Sie den Node neu. Wahlen Sie im
Installationsprogramm der StorageGRID-Appliance die Option Erweitert > Controller neu starten aus,
und wahlen Sie dann eine der folgenden Optionen aus:

o Wahlen Sie Neustart in StorageGRID aus, um den Controller neu zu starten, wobei der Knoten wieder
in das Raster integriert wird. Wahlen Sie diese Option, wenn Sie im Wartungsmodus ausgefuhrt
werden und den Node in den normalen Betrieb zuriickkehren moéchten.

o Wahlen Sie Neustart im Wartungsmodus aus, um den Controller neu zu starten, wobei der Knoten
noch im Wartungsmodus bleibt. (Diese Option ist nur verfugbar, wenn sich der Controller im
Wartungsmodus befindet.) Wahlen Sie diese Option aus, wenn weitere Wartungsmalnahmen
erforderlich sind, die Sie auf dem Node durchfihren missen, bevor Sie das Raster neu beitreten.

Wenn der Node neu gebootet und neu in das Grid wechselt, werden die im Grid
Manager aufgefiihrten systemweiten DNS-Server verwendet. Nach dem erneuten Beitritt

@ zum Grid verwendet die Appliance nicht mehr die im StorageGRID Appliance Installer
angegebenen temporaren DNS-Server, wahrend sich die Appliance im Wartungsmodus
befand.

Es kann bis zu 20 Minuten dauern, bis das Gerat neu gestartet wird und sich wieder mit dem Netz
verbindet. So bestatigen Sie, dass der Neustart abgeschlossen ist und der Knoten wieder dem Grid
beigetreten ist:

i. Wahlen Sie im Grid Manager NODES aus.

ii. ..
Uberpriifen Sie, ob der Appliance-Knoten einen normalen Status hat (griines Hékchen-SymboI@
links neben dem Knotennamen), was darauf hinweist, dass keine Warnungen aktiv sind und der



Knoten mit dem Grid verbunden ist.

Aktualisieren der MAC-Adressenreferenzen (SG100, SG1000, SGF6024 und
SG6060)

In einigen Fallen mussen Sie moglicherweise die MAC-Adressenreferenzen nach dem
Austausch einer Appliance aktualisieren.

Uber diese Aufgabe

Wenn eine der Netzwerkschnittstellen auf einer Appliance, die Sie ersetzen, fur DHCP konfiguriert ist, missen
Sie méglicherweise die permanenten DHCP-Lease-Zuweisungen auf den DHCP-Servern aktualisieren, um auf
die MAC-Adressen der Ersatz-Appliance zu verweisen. Das Update stellt sicher, dass dem Ersatzgerat die
erwarteten IP-Adressen zugewiesen werden.

Schritte

1. Suchen Sie das Etikett auf der Vorderseite des Gerats. Das Etikett enthalt die MAC-Adresse fur den BMC-
Verwaltungsport der Appliance.

2. Um die MAC-Adresse fir den Admin-Netzwerkanschluss zu ermitteln, missen Sie der Hexadezimalzahl
auf dem Etikett 2 hinzufliigen.

Wenn die MAC-Adresse auf dem Etikett beispielsweise mit 09 endet, endet die MAC-Adresse flir den
Admin-Port in 0B. Wenn die MAC-Adresse auf dem Etikett mit (y)FF endet, endet die MAC-Adresse fir
den Admin-Port in (y+1)01.

Sie kdnnen diese Berechnung einfach durchfiihren, indem Sie den Rechner unter Windows 6ffnen, ihn auf
den Programmiermodus setzen, Hex auswahlen, die MAC-Adresse eingeben und dann + 2 = eingeben.

3. Bitten Sie Ihren Netzwerkadministrator, die DNS/Netzwerk- und IP-Adresse fur das Gerat, das Sie entfernt
haben, mit der MAC-Adresse fur das Ersatzgerat zu verknipfen.

Sie mussen sicherstellen, dass alle IP-Adressen flr das Originalgerat aktualisiert wurden,
bevor Sie das Ersatzgerat mit Strom versorgen. Andernfalls erhalt die Appliance beim

@ Booten von neue DHCP IP-Adressen und kann die Verbindung zu StorageGRID
moglicherweise nicht wiederherstellen. Dieser Schritt gilt fiir alle StorageGRID-Netzwerke,
die mit der Appliance verbunden sind.

@ Wenn die urspriingliche Appliance statische IP-Adresse verwendet, bernimmt die neue
Appliance automatisch die IP-Adressen der entfernten Appliance.

Verwenden Sie die Registerkarte Laufwerke managen (SG110, SG1100, SGF6112
und SG6160).

Auf der Registerkarte Laufwerke verwalten im Grid Manager konnen Sie
Fehlerbehebungs- und Wartungsaufgaben fur Laufwerke flr Gerate durchflihren, die
diese Funktion unterstutzen.

Bevor Sie beginnen

Sie sind im Grid Manager mit einem angemeldet "Unterstitzter Webbrowser".

Uber diese Aufgabe


https://docs.netapp.com/us-en/storagegrid/admin/web-browser-requirements.html

Wenn Sie Uber eine Appliance verfligen, die diese Funktion unterstitzt, wird auf der Seite mit den
Geratedetails die "Zugriffsberechtigung flr den Administrator der Storage-Appliance oder den Root-Zugriff"
Registerkarte , Laufwerke verwalten angezeigt.

@ Fir StorageGRID 11.8 wird die Registerkarte Laufwerke verwalten nur fur die SGF6112-
Appliance unterstutzt.

Die Registerkarte Laufwerke managen enthalt die folgenden Ansichten:

Layout

Layout der Datenspeicherungslaufwerke in der Appliance. Wahlen Sie ein Laufwerk aus, um die
Laufwerkdetails anzuzeigen.

B B LT L (Storage Node) &

Qverview Hardware Network Storage Objects ILM Tasks Manage drives

Layout Table

Tabelle

Listet Informationen fiir jedes Laufwerk auf. Wahlen Sie ein Laufwerk aus, um die Laufwerkdetails
anzuzeigen.

Layout Table

arch Q,

Drive location % Type @ = Status @ = Firmware 2 Serial number 2
HDDOO SsD Nominal NQOO S6LBNEOT100116
HDDO1 55D Nominal NQOO SeLBNEOT100176
HDDOZ2 @ SsD Nominal NQOO S6LBNEOT100175
HDDO3 SsD Nominal NQOO S6LBNEOT100114
HDDO4 SSD Nominal NQOO S6LBNEOT100100

Laufwerksinformationen

Zusammenfassung fur jedes Laufwerk. Wahlen Sie die entsprechende Task-Schaltflache, wie in den
Schritten unten beschrieben.


https://docs.netapp.com/us-en/storagegrid/admin/admin-group-permissions.html

Drive HDDOS information »

Assigned to DriveGroup0
Capacity

Drive firmware version GDCS802Q
Interface type NVMe

Location HDDOS5

Marketing part number X4101A

Media type 55D

Model name SAMSUNG MZQL23TBHCLS-00A0T
Name nvmelnl

Serial number S64HNEORS00132
Status Offline

‘- it might take up to 5 minutes to start drive operations.

Die Positionsanzeige ein- oder ausschalten

So finden Sie ein Laufwerk in der Appliance physisch:

1. Wahlen Sie im Grid Manager NODES > Data Center aus.

2. Wahlen Sie Appliance Storage Node > Manage Drives > Layout > Drive.
Das Fenster mit den Laufwerkdetails wird angezeigt.

3. Wahlen Sie Positionsanzeige ein.

o Fur das Laufwerk wird ein Leuchtstoffsymbol Q angezeigt.

> Eine gelbe LED blinkt auf dem physischen Laufwerk.
4. Wenn Sie die Positionsanzeige ausschalten mochten, wahlen Sie Positionsanzeige ausschalten.
Laufwerk logisch ersetzen

Wenn ein Laufwerk in der Speicher-Appliance neu erstellt oder neu initialisiert werden muss:

1. Wahlen Sie im Grid Manager NODES > Data Center aus.

2. Wahlen Sie Appliance Storage Node > Manage Drives > Layout > Drive.
Das Fenster mit den Laufwerkdetails wird angezeigt.
3. Wahlen Sie logisch ersetzen.

Im Detailbereich des Laufwerks zeigt der Status des Laufwerks Rebuilding an. Der Neuaufbau eines
Laufwerks kann bis zu 5 Minuten dauern.



Laufwerk ausfallt

Fir die Fehlerbehebung kénnen Sie ein Laufwerk, das vermutlich fehlerhaft ist, manuell ,ausfallen®. Das
System lauft dann ohne dieses Laufwerk.
1. Wahlen Sie im Grid Manager NODES > Data Center aus.

2. Wahlen Sie Appliance Storage Node > Manage Drives > Layout > Drive.
Das Fenster mit den Laufwerkdetails wird angezeigt.
3. Wahlen Sie FAIL drive.

Nach dem Ausfall eines Laufwerks missen Sie entweder das Laufwerk oder physisch austauschen Ersetzen
Sie das Laufwerk logisch.

Uberwachung der Node-Verschliisselung im Wartungsmodus

Wenn Sie wahrend der Installation die Node-Verschlusselung fur die Appliance aktiviert
haben, kdnnen Sie den Verschllsselungsstatus aller Appliance-Nodes Uberwachen,
einschlief3lich Details zur Node-Verschlisselung und zum Key Management Server
(KMS).

Informationen zur Implementierung von KMS fiir StorageGRID-Appliances finden Sie unter "Konfigurieren von
Verschllisselungsmanagement-Servern".

Bevor Sie beginnen

» Wahrend der Installation aktiviert Sie die Node-Verschliisselung fir die Appliance. Sie kénnen die Node-
Verschllsselung nicht aktivieren, nachdem die Appliance installiert wurde.

* Das ist schon "Das Gerat in den Wartungsmodus versetzt".

Schritte

1. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Hardware konfigurieren >
Node-Verschliisselung.

Die Seite Node Encryption enthalt drei Abschnitte:

o Der Verschlisselungsstatus gibt an, ob die Node-Verschlisselung fir die Appliance aktiviert oder
deaktiviert ist.

o Details des Schlisselmanagementservers zeigen Informationen Gber den KMS an, der zur
Verschllisselung der Appliance verwendet wird. Sie kdnnen die Abschnitte Server- und Clientzertifikat
erweitern, um Zertifikatdetails und -Status anzuzeigen.

= Informationen zu Problemen mit den Zertifikaten selbst, wie z. B. die Erneuerung abgelaufener
Zertifikate, finden Sie unter "Anweisungen zur Konfiguration von KMS" .

= Wenn bei der Verbindung zu KMS-Hosts unerwartete Probleme auftreten, Uberprifen Sie, ob der
"DNS-Server sind korrekt" Und das "Appliance-Netzwerk wurde ordnungsgemalf} konfiguriert".

= Wenden Sie sich an den technischen Support, wenn Sie Ihre Zertifikatsprobleme nicht I6sen
koénnen.

o Der klare KMS-Schlissel deaktiviert die Node-Verschlisselung fiir die Appliance, entfernt die
Zuordnung zwischen der Appliance und dem fir den StorageGRID-Standort konfigurierten
Schlisselmanagementserver und Idscht alle Daten von der Appliance. Unbedingt Loschen Sie den
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KMS-Schltssel Bevor Sie die Appliance in ein anderes StorageGRID-System installieren kénnen.

Durch das Loschen der KMS-Konfiguration werden Daten von der Appliance geldscht,
sodass dauerhaft kein Zugriff darauf besteht. Diese Daten kdnnen nicht
wiederhergestellt werden.

2. Wenn Sie den Status der Node-Verschlisselung Uberprufen, booten Sie den Node neu. Wahlen Sie im
Installationsprogramm der StorageGRID-Appliance die Option Erweitert > Controller neu starten aus,
und wahlen Sie dann eine der folgenden Optionen aus:

o Wahlen Sie Neustart in StorageGRID aus, um den Controller neu zu starten, wobei der Knoten wieder
in das Raster integriert wird. Wahlen Sie diese Option, wenn Sie im Wartungsmodus ausgefihrt
werden und den Node in den normalen Betrieb zuriickkehren moéchten.

o Wahlen Sie Neustart im Wartungsmodus aus, um den Controller neu zu starten, wobei der Knoten
noch im Wartungsmodus bleibt. (Diese Option ist nur verfliigbar, wenn sich der Controller im
Wartungsmodus befindet.) Wahlen Sie diese Option aus, wenn weitere Wartungsmalnahmen
erforderlich sind, die Sie auf dem Node durchfihren missen, bevor Sie das Raster neu beitreten.

Es kann bis zu 20 Minuten dauern, bis das Gerat neu gestartet wird und sich wieder mit dem Netz
verbindet. So bestatigen Sie, dass der Neustart abgeschlossen ist und der Knoten wieder dem Grid
beigetreten ist:

i. Wahlen Sie im Grid Manager NODES aus.

ii. .
Uberprifen Sie, ob der Appliance-Knoten einen normalen Status hat (griines Hékchen-Symbolo
links neben dem Knotennamen), was darauf hinweist, dass keine Warnungen aktiv sind und der
Knoten mit dem Grid verbunden ist.

Die Konfiguration des Verschliisselungsmanagement-Servers 16schen

Durch Léschen der KMS-Konfiguration (Key Management Server) wird die Node-Verschlisselung auf der
Appliance deaktiviert. Nach dem Ldschen der KMS-Konfiguration werden die Daten auf der Appliance
dauerhaft geléscht und sind nicht mehr zuganglich. Diese Daten konnen nicht wiederhergestellt werden.

Bevor Sie beginnen

Wenn Daten auf der Appliance aufbewahrt werden missen, missen Sie einen Node aulRer Betrieb nehmen
oder den Node klonen, bevor Sie die KMS-Konfiguration I6schen.

@ Wenn KMS gel6scht wird, werden die Daten auf der Appliance dauerhaft geléscht und sind nicht
mehr zuganglich. Diese Daten kdnnen nicht wiederhergestellt werden.

"Bauen Sie den Node aus" Um die enthaltenen Daten auf andere Nodes in StorageGRID zu verschieben.

Uber diese Aufgabe

Beim Loschen der Appliance-KMS-Konfiguration wird die Node-Verschliusselung deaktiviert, wodurch die
Zuordnung zwischen dem Appliance-Node und der KMS-Konfiguration fir den StorageGRID-Standort entfernt
wird. Die Daten auf dem Gerat werden geldscht und das Gerat wird im Installationszustand zuriickgelassen.
Dieser Prozess kann nicht rickgangig gemacht werden.

Sie mussen die KMS-Konfiguration Idschen:

» Bevor Sie die Appliance in einem anderen StorageGRID-System installieren kdnnen, wird kein KMS
verwendet oder ein anderer KMS verwendet.
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@ Léschen Sie die KMS-Konfiguration nicht, wenn Sie einen Appliance-Node in einem
StorageGRID-System, das denselben KMS-Schliissel verwendet, neu installieren mochten.

* Bevor Sie einen Node wiederherstellen und neu installieren kdnnen, bei dem die KMS-Konfiguration
verloren ging und der KMS-Schlissel nicht wiederhergestellt werden kann.

» Bevor Sie ein Gerat zurtickgeben, das zuvor an lhrem Standort verwendet wurde.

* Nach der AulRerbetriebnahme eines Gerats, bei dem die Knotenverschlisselung aktiviert war.

Die Appliance muss vor dem Léschen von KMS deaktiviert werden, um ihre Daten auf andere

@ Nodes im StorageGRID System zu verschieben. Das Loschen von KMS vor der Deaktivierung
der Appliance fiihrt zu Datenverlusten und kann dazu fiihren, dass die Appliance
funktionsunfahig bleibt.

Schritte

1. Offnen Sie einen Browser, und geben Sie eine der IP-Adressen fiir den Computing-Controller der
Appliance ein.

https://Controller IP:8443

Controller IP DieIP-Adresse des Compute-Controllers (nicht des Storage-Controllers) in einem der
drei StorageGRID-Netzwerke.

Die Startseite des StorageGRID-Appliance-Installationsprogramms wird angezeigt.

2. Wahlen Sie Hardware Konfigurieren > Node Encryption.

@ Wenn die KMS-Konfiguration geléscht wird, werden die Daten auf der Appliance dauerhaft
geldscht. Diese Daten konnen nicht wiederhergestellt werden.

3. Wahlen Sie unten im Fenster KMS-Schliissel I6schen und Daten I6schen.
4. Wenn Sie sicher sind, dass Sie die KMS-Konfiguration I6schen méchten, geben Sie ein clear Wahlen Sie
im Warndialogfeld KMS-Schliissel I16schen und Daten l6schen.

Der KMS-Verschlisselungsschlissel und alle Daten werden vom Knoten geldscht und das Gerat wird neu
gestartet. Wahrend des Neustarts der Appliance wird ein Dialogfeld angezeigt. Dieser Vorgang kann bis zu
20 Minuten dauern.

5. Offnen Sie einen Browser, und geben Sie eine der IP-Adressen fiir den Computing-Controller der
Appliance ein.
https://Controller IP:8443

Controller IP Die|P-Adresse des Compute-Controllers (nicht des Storage-Controllers) in einem der
drei StorageGRID-Netzwerke.

Die Startseite des StorageGRID-Appliance-Installationsprogramms wird angezeigt.

6. Wahlen Sie Hardware Konfigurieren > Node Encryption.

7. Vergewissern Sie sich, dass die Knotenverschlisselung deaktiviert ist und dass die Schlissel- und
Zertifikatinformationen in Key Management Server Details und die Kontrolle KMS-Schliissel 16schen
und Daten l6schen aus dem Fenster entfernt werden.
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Die Node-Verschlisselung kann auf der Appliance erst wieder aktiviert werden, wenn sie in einem Grid
neu installiert wird.

Nachdem Sie fertig sind

Nachdem die Appliance neu gebootet wurde und Sie Uberprift haben, dass der KMS geléscht wurde und sich
die Appliance im Installationszustand befindet, kdnnen Sie die Appliance physisch aus dem StorageGRID
System entfernen. Siehe "Anweisungen zur Vorbereitung des Gerats flr die Neuinstallation".

Verwenden des Baseboard Management Controllers (BMC) der StorageGRID
Appliance

Einige StorageGRID Appliances verfugen uber einen Baseboard Management Controller
(BMC), der einen Low-Level-Hardware-Zugriff fiir Appliance-Konfiguration, Uberwachung
und Diagnose ermdglicht.

Die BMC-Schnittstelle wird von den folgenden StorageGRID-Appliance-Modellen unterstutzt:

+ SG100
* SG110
» SG1000
SG1100
SG6000
+ SG6100

Ausfuhrliche Informationen zur Verwendung der BMC-Schnittstelle fur diese Appliances finden Sie im "BMC-
Benutzerhandbuch". Sie sollten nur auf BMC-Funktionen zugreifen, die in der StorageGRID-Dokumentation
nicht dokumentiert sind, wenn Sie vom technischen Support angewiesen werden.

In diesem BMC-Benutzerhandbuch finden Sie die neueste Version der BMC Firmware, die fir einige
StorageGRID Appliances verfligbar ist. lhre StorageGRID-Appliance verfligt méglicherweise tber eine BMC-
Firmware-Version, die sich leicht unterscheidet.

* Die BMC-Firmware wird wahrend StorageGRID-Software-Upgrades aktualisiert. Wenn Sie nicht die
neueste Version der StorageGRID-Software ausfuhren, kdnnen Sie |hr Gerat auf die neueste
StorageGRID-Version aktualisieren, um diezu installieren "Die neueste fur Ihre Appliance verfligbare BMC-
Firmware-Version".

» Wenn Ihr BMC vor oder nach einem StorageGRID-Update anders angezeigt wird, kénnen Sie mithilfe der
Informationen im die "BMC-Benutzerhandbuch" Anweisungen fir Ihre BMC-Version anpassen.

Verwendung von BMC fiir StorageGRID Appliances

Die folgenden BMC-Verfahren werden fiir die Verwendung mit unterstitzten StorageGRID Appliances
dokumentiert:

+ "Offnen Sie das BMC Dashboard"
+ "Konfigurieren Sie die BMC-SNMP-Einstellungen"
+ "E-Mail-Benachrichtigungen einrichten"

* Fehlerbehebung bei Hardwareinstallation:
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> "SG1000 und SG100"
> "SG1100 und SG110"
> "SG6000"
> "SG6100"
» Bestimmen Sie den Betriebszustand des Gerats:
> "SG1000 und SG100"
> "SG1100 und SG110"
> "SG6000"
> "SG6100"
« Schalten Sie die Appliance Identify LED ein und aus:
> "SG1000 und SG100"
> "SG1100 und SG110"
> "SG6000"
> "SG6100"

BMC Funktionen werden fiir StorageGRID Appliances nicht unterstiitzt

Die folgenden BMC-Funktionen stehen in Konflikt mit der StorageGRID-spezifischen Konfiguration und sollten
nicht verwendet werden.
* Einstellungen
o RAID-Management
o SAS IT-Management
o |IPMI-Schnittstellen
> Kalte Redundanz
o NIC-Auswahl
* Bildumleitung
* Host-Systemdiagnose
* Wartung
o Konfiguration Mit Zwei Bildern
o Firmware-Informationen
o Firmware-Aktualisierung

> Werkseinstellungen Wiederherstellen

Klonen von Appliance-Nodes

Klonen von Appliance-Nodes: Ubersicht

Sie kdnnen einen Appliance-Node in StorageGRID klonen, um eine Appliance mit
neuerem Design oder hdoheren Funktionen zu verwenden. Durch das Klonen werden alle
Informationen Uber den vorhandenen Node an die neue Appliance Ubertragen, ein
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einfach zu durchsetzender Hardware-Upgrade-Prozess bietet eine Alternative zur
Ausmusterung und Erweiterung beim Austausch von Appliances.

Mit dem Appliance-Node-Klonen kénnen Sie einen vorhandenen Appliance-Node (Quelle) im Grid ganz
einfach durch eine kompatible Appliance (Ziel) ersetzen, die Teil desselben logischen StorageGRID-Standorts
ist. Dabei werden alle Daten auf die neue Appliance Ubertragen, die Appliance wird in Betrieb versetzt, um den
alten Appliance-Node zu ersetzen und die alte Appliance im Installationszustand zu lassen.

Warum einen Appliance-Node klonen?

Sie kdnnen einen Appliance-Node klonen, wenn Sie Folgendes bendtigen:

» Ersetzen Sie Appliances, die sich dem Ende ihrer Lebensdauer nahert.
 Aktualisieren Sie vorhandene Nodes, um von der verbesserten Appliance-Technologie zu profitieren.

* Erhéhen Sie die Grid-Storage-Kapazitat, ohne die Anzahl der Storage-Nodes in lhrem StorageGRID
System zu andern.

« Verbessern Sie die Storage-Effizienz, z. B. durch Andern des RAID-Modus von DDP-8 auf DDP-16 oder
auf RAID-6.

* Node-Verschlusselung wird effizient implementiert, sodass die externen Verschliisselungsmanagement-
Server (KMS) verwendet werden kdnnen.

Welches StorageGRID Netzwerk wird verwendet?

Durch das Klonen werden Daten vom Quell-Node (ber ein beliebiges StorageGRID-Netzwerk direkt an die
Ziel-Appliance ubertragen. Das Grid-Netzwerk wird normalerweise verwendet, Sie kdnnen aber auch das
Admin-Netzwerk oder das Client-Netzwerk verwenden, wenn die Quell-Appliance mit diesen Netzwerken
verbunden ist. Wahlen Sie das Netzwerk fur den Klon-Traffic aus, das die beste Performance bei der
Datentbertragung bietet, ohne die Leistung des StorageGRID-Netzwerks oder die Datenverfligbarkeit zu
beeintrachtigen.

Bei der Installation der Ersatzanwendung missen Sie temporare IP-Adressen fir StorageGRID-Verbindung
und Datentransfer angeben. Da die Ersatz-Appliance Teil derselben Netzwerke ist wie der Appliance-Node,
den sie ersetzt, missen Sie fir jedes dieser Netzwerke auf der Ersatz-Appliance temporare IP-Adressen
angeben.

Welche Informationen sind nicht geklont?

Die folgenden Appliance-Konfigurationen werden beim Klonen nicht auf die Ersatz-Appliance Ubertragen. Sie
mussen sie bei der Ersteinrichtung des Ersatzgerats konfigurieren.

+ BMC Schnittstelle

* Netzwerkverbindungen

* Verschlusselungsstatus der Nodes

* SANTtricity System Manager (fir Storage-Nodes)
* RAID-Modus (fur Storage-Nodes)

Welche Probleme verhindern das Klonen?

Wenn beim Klonen eines der folgenden Probleme auftreten, stoppt der Klonprozess und eine Fehlermeldung
wird erzeugt:
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* Falsche Netzwerkkonfiguration

Fehlende Konnektivitat zwischen Quell- und Ziel-Appliances
 Nicht kompatibel mit Quell- und Ziel-Appliance

» Bei Storage-Nodes eine Ersatz-Appliance mit unzureichender Kapazitat

Sie mussen jedes Problem I6sen, damit das Klonen fortgesetzt werden kann.

Kompatibilitat der Ziel-Appliance

Ersatz-Appliances missen vom gleichen Typ sein wie der Quell-Node, den sie ersetzen, und beide missen
Teil desselben logischen StorageGRID-Standorts sein.

Lesen Sie vor dem Klonen die allgemeinen Klonuberlegungen sowie die spezifischen Kloninformationen und
-Einschrankungen fir die einzelnen Appliance-Typen durch.

Allgemeine Uberlegungen zum Klonen von Services-Appliances

* Eine Ersatzdienstanwendung kann ein anderes Modell sein als der Admin-Node oder der Gateway-Node,
den sie ersetzt.

 Die Services-Appliances haben unterschiedliche Netzwerkanschlisse. Wenn Sie den Geratetyp andern,
mussen moglicherweise die Kabel oder SFP-Module ersetzt werden.

Allgemeine Uberlegungen zum Klonen von Storage Appliances

 Eine Ersatzspeichergerat muss Uber eine grofiere Kapazitat verfligen als der zu ersetzende Speicher-
Node.

> Wenn die Ziel-Storage-Appliance Uber dieselbe Anzahl von Laufwerken wie der Quell-Node verflgt,
mussen die Laufwerke in der Ziel-Appliance Uber eine groRere Kapazitat (in TB) verfugen.

o Wenn Sie planen, auf dem Zielknoten denselben RAID-Modus wie auf dem Quellknoten zu verwenden,

Oder in einem weniger Storage-effizienten RAID-Modus (z. B. Wechsel von RAID 6 zu DDP) miissen
die Laufwerke in der Ziel-Appliance grof3er (in TB) sein als die Laufwerke in der Quell-Appliance.

> Ausnahmen zu den allgemeinen Uberlegungen zum Klonen von Storage Appliances sind:

= Wenn die Anzahl der in einer Ziel-Storage-Appliance installierten Standardlaufwerke aufgrund der
Installation von Solid-State-Laufwerken (SSDs) geringer ist als die Anzahl der Laufwerke im Quell-

Node, ist die allgemeine Storage-Kapazitat der Standardlaufwerke in der Ziel-Appliance (in TB)
Muss die gesamte funktionale Laufwerkskapazitat aller Laufwerke im Quell-Storage-Node
Uberschreiten.

Wenn Sie beispielsweise eine SG5760 Quell-Storage-Node-Appliance mit 60 Laufwerken auf eine

SG6060 Ziel-Appliance mit 58 Standardlaufwerken klonen, sollten Sie vor dem Klonen in der
SG6060 Ziel-Appliance grolere Laufwerke installieren, um die Storage-Kapazitat
aufrechtzuerhalten. (Die zwei Laufwerksschachte, die SSDs in der Ziel-Appliance enthalten, sind
nicht in der gesamten Appliance-Storage-Kapazitat enthalten.)

Wenn jedoch eine SG5760 Quell-Node-Appliance fur 60 Laufwerke mit SANtricity Dynamic Disk Pools

DDP-8 (DDP) konfiguriert ist, kann die SG6060 Appliance fur 58 Laufwerke mit DDP-16 aufgrund der

verbesserten Storage-Effizienz ein giiltiges Klonziel fir die SG6060 Appliance werden.

Auf der Seite NODES im Grid Manager kdnnen Sie Informationen zum aktuellen RAID-Modus des Quell-
Appliance-Knotens anzeigen. Wahlen Sie die Registerkarte * Storage* fir das Gerat aus.
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> Die Anzahl der Volumes in einer Ziel-Storage-Appliance muss groRer oder gleich der Anzahl der
Volumes im Quell-Node sein. Sie kdnnen einen Quell-Node mit 16 Objektspeicher-Volumes (rangedb)
nicht auf einer Ziel-Storage-Appliance mit 12 Objektspeicher-Volumes klonen, selbst wenn die Ziel-
Appliance uber eine groRere Kapazitat als der Quell-Node verfugt. Die meisten Storage Appliances
verfigen Uber 16 Objektspeicher-Volumes, auler der SGF6112 Storage Appliance mit nur 12
Objektspeicher-Volumes.

Informationen und Einschrankungen zum Klonen der SG100 Appliance

Sie kénnen eine SG100 Quell-Node-Appliance auf einer SG110-, SG1000- oder SG1100-Services-Ziel-
Appliance klonen. Durch das Klonen der SG100 auf eine SG1000- oder SG1100-Services-Ziel-Appliance kann
der Admin-Node oder Gateway-Node mehr Funktionen erhalten.

Informationen und Einschrankungen zum Klonen von SG110-Appliances

Sie kénnen eine SG110-Quell-Node-Appliance auf ein SG1100-Services-Appliance-Ziel klonen, um dem
Admin-Node oder Gateway-Node eine hohere Kapazitat zu geben.

Das Klonen von Knoten von einer SG110-Quellknoten-Appliance ohne Knotenverschlisselung auf ein SG110-
Appliance-Ziel mit Knotenverschlisselung wird nicht unterstitzt.

Informationen und Einschrankungen zum Klonen von SG1000 Appliances

Sie kdnnen eine SG1000 Quell-Node-Appliance auf einer SG100-, SG110- oder SG1100-Services-Ziel-
Appliance klonen.

* Durch das Klonen der SG1000 in eine SG100- oder SG110-Services-Ziel-Appliance kénnen Sie die
SG1000 fur eine anspruchsvollere Applikation implementieren.

* Durch den Austausch einer SG1000-Quell-Node-Appliance durch eine SG100-Services-Ziel-Appliance
wird die maximale Geschwindigkeit der Netzwerkports von 100 GbE auf 25 GbE verringert.

SG1100 Appliance zum Klonen von Informationen und Einschrankungen

Sie kénnen eine SG1100 Quell-Node-Appliance auf eine SG110 Services-Ziel-Appliance klonen.

* Durch das Klonen der SG1100 in eine SG110-Services-Ziel-Appliance kdnnen Sie die SG1100 fur eine
anspruchsvollere Applikation neu implementieren. Wenn beispielsweise eine SG1100-Quell-Node-
Appliance als Admin-Node verwendet wird und Sie sie als dedizierten Load-Balancing-Node verwenden
mdchten.

* Wenn Sie eine SG1100-Quell-Node-Appliance durch eine SG110-Services-Ziel-Appliance ersetzen, wird
die maximale Geschwindigkeit der Netzwerk-Ports von 100 GbE auf 25 GbE reduziert.

Das Klonen von Knoten von einer SG1100-Quellknoten-Appliance ohne Knotenverschlisselung auf ein
SG1100-Appliance-Ziel mit Knotenverschlisselung wird nicht unterstitzt.

SG5712 Informationen und Einschrankungen zum Klonen von Appliances

Sie kénnen eine mit DDP konfigurierte SG5712-Quell-Node-Appliance in einer SG5812-Storage-Ziel-Appliance
klonen.

Informationen und Einschrankungen zum Klonen der SG5760 Appliance

+ Sie kdnnen eine mit DDP 16 konfigurierte SG5760-Quell-Node-Appliance in einer mit DDP16 konfigurierten
SG5860-Storage-Ziel-Appliance klonen.
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» Eine SG5760-Quell-Node-Appliance, die mit DDP konfiguriert ist, kann nicht auf eine SG5860-Storage-
Ziel-Appliance geklont werden, die mit DDP konfiguriert ist.

» Eine SG5760-Quell-Node-Appliance, die mit DDP oder DDP-16 konfiguriert ist, kann nicht auf eine
SG6160 Storage-Ziel-Appliance mit passendem RAID-Modus geklont werden.

SG5812 Appliance zum Klonen von Informationen und Einschrankungen

Sie kdnnen eine SG5812-Appliance erfolgreich als Quelle oder Ziel klonen.

SG5860 Appliance zum Klonen von Informationen und Einschrankungen

Sie kénnen eine SG5860-Appliance erfolgreich als Quelle oder Ziel mit einigen Einschrankungen klonen (siehe
Informationen zum Klonen der Appliance und Einschrankungen fir jede Quelle).

Informationen und Einschrankungen zum Klonen der SG6060 Appliance

+ Sie kdnnen eine SG6060-Quell-Node-Appliance, die mit DDP oder DDP16 konfiguriert ist, in einem
passenden RAID-Modus auf eine SG5860-Storage-Ziel-Appliance klonen.

» Eine SG6060-Quell-Node-Appliance kann ohne Erweiterungs-Shelfs auf eine SG6160 Storage-Ziel-
Appliance ohne Erweiterungs-Shelfs geklont werden, wenn die LaufwerkgréRen und der RAID-Modus
identisch sind.

» Eine SG6060 Quell-Node-Appliance mit einer beliebigen Anzahl an Erweiterungs-Shelfs kann nicht in eine
SG6160 Storage-Ziel-Appliance geklont werden, selbst wenn die Anzahl der Erweiterungs-Shelfs,
LaufwerkgrofRen und RAID-Modi identisch ist.

Informationen und Einschrankungen zum Klonen von SGF6112-Geraten

Das Klonen von Knoten von einer SGF6112-Quellknoten-Appliance ohne Knotenverschlisselung auf ein
SGF6112-Appliance-Ziel mit Knotenverschliisselung wird nicht unterstitzt.

SG6160 Appliance fiir das Klonen von Informationen und Einschriankungen
Sie kénnen eine SG6160-Appliance mit einigen Einschrankungen erfolgreich als Quelle oder Ziel klonen (siehe

Informationen zum Klonen der Appliance und Einschrankungen fir jede Quelle).

Uberlegungen und Anforderungen zum Klonen von Appliance-Nodes

Vor dem Klonen eines Appliance-Nodes miissen Sie die Uberlegungen und
Anforderungen verstehen.

Knotenklonen ist fir Gateway-Knoten deaktiviert. Um einen Gateway-Knoten zu ersetzen,

nehmen Sie ihn aulRer Betrieb und fiihren Sie dann eine Erweiterung durch, um einen neuen
Appliance-Gateway-Knoten hinzuzuftigen. Der AulRerbetriebnahme- und Erweiterungsvorgang
ist bei einem Gateway-Knoten viel schneller als bei einem Speicherknoten.

Hardwareanforderungen fiir die Ersatz-Appliance

Stellen Sie sicher, dass das Ersatzgerat die folgenden Kriterien erfullt:

* Der Quell-Node (eine Appliance, die ersetzt wird) und das Ziel-Appliance missen denselben Appliance-
Typ sein:

> Sie kdnnen eine Admin Node-Appliance nur auf eine neue Service-Appliance klonen.
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> Sie kénnen eine Storage-Node-Appliance nur auf einer neuen Storage Appliance klonen.

 Bei einer Admin-Node-Appliance missen die Quellknoten-Appliance und die Ziel-Appliance nicht dasselbe
Appliance-Modell aufweisen. Allerdings kann eine Anderung des Appliance-Modells den Austausch der
Kabel oder SFP-Module erfordern.

Sie kdnnen beispielsweise eine SG1000-Node-Appliance durch ein SG100 ersetzen oder eine SG100-
Appliance durch eine SG1000-Appliance ersetzen.

» Bei Storage-Node-Appliances missen die Quell-Node-Appliance und die Ziel-Appliance nicht den gleichen
Appliance-Typ aufweisen. Folgendes gilt jedoch:

o Die Ziel-Appliance muss Uber eine groRere Speicherkapazitat verfiigen als die Quell-Appliance.
Beispielsweise kann eine SG5700 Node Appliance durch eine SG6000 Appliance ersetzt werden.

> Die Ziel-Appliance muss eine gleiche oder groflere Anzahl von Objekt-Storage-Volumes aufweisen als
die Quell-Appliance.

Sie kdnnen beispielsweise eine SG6000-Knoten-Appliance (16 Objektspeicher-Volumes) nicht durch
eine SGF6112-Appliance (12 Objektspeicher-Volumes) ersetzen.

Wenden Sie sich an |hren StorageGRID Vertriebsmitarbeiter, wenn Sie Unterstitzung bei der Auswahl
kompatibler Ersatzgerate bendtigen, um bestimmte Appliance-Nodes in |hrer StorageGRID Installation zu
klonen.

Das Klonen eines Appliance-Nodes wird vorbereitet

Vor dem Klonen eines Appliance-Node miissen Sie folgende Informationen haben:

» Beziehen Sie eine temporare IP-Adresse fur das Grid-Netzwerk von lhrem Netzwerkadministrator zur
Verwendung mit der Ziel-Appliance wahrend der ersten Installation. Wenn der Quellknoten zu einem
Admin-Netzwerk oder Client-Netzwerk gehort, erhalten Sie temporare IP-Adressen fiir diese Netzwerke.

Temporare IP-Adressen befinden sich normalerweise im selben Subnetz wie die zu klonende Quell-Node-
Appliance und sind nach Abschluss des Klonens nicht erforderlich. Die Quell- und Ziel-Appliances missen
eine Verbindung zu dem primaren Admin-Node |hrer StorageGRID herstellen, um eine Klonverbindung
herzustellen.

* Bestimmung des Netzwerks zum Klonen von Dateniibertragungsdaten, das die beste Performance bei der
Datentbertragung bietet, ohne die Leistung des StorageGRID-Netzwerks oder die Datenverfligbarkeit zu
beeintrachtigen

@ Die Verwendung des 1-GbE-Admin-Netzwerks fiir die Ubertragung von Klondaten fiihrt zu
langsamerem Klonen.

* Bestimmen Sie, ob Sie die Knotenverschlisselung mithilfe eines Schlisselverwaltungsservers (KMS) auf
dem Zielgerat verwenden, sodass Sie die Knotenverschllisselung wahrend der Erstinstallation des
Zielgerats vor dem Klonen aktivieren kdnnen. Sie kdnnen Uberpriifen, ob die Knotenverschliisselung auf
dem Quell-Appliance-Knoten aktiviert ist, wie im Abschnitt"Aktivieren der Node-Verschlisselung" .

Der Quellknoten und das Zielgerat kdnnen mit den folgenden Ausnahmen unterschiedliche

Knotenverschlisselungseinstellungen haben. Das Klonen von Knoten von unverschliisselten
Knotenquellen auf knotenverschlisselte Ziele wird fur die folgenden Appliances nicht unterstutzt:
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> Eine SGF6112-Knoten-Appliance ohne Knotenverschlisselung zu einer SGF6112-Appliance mit
Knotenverschlisselung

o Eine SG1100-Knoten-Appliance ohne Knotenverschlisselung zu einer SG1100-Appliance mit
Knotenverschlisselung

> Eine SG110-Knoten-Appliance ohne Knotenverschliisselung zu einer SG110-Appliance mit
Knotenverschlisselung

Die Entschlisselung und Verschliisselung der Daten erfolgt automatisch wahrend der Datenlibertragung
und wenn der Zielknoten neu gestartet wird und sich dem Grid anschlieft.

Ermitteln Sie, ob der RAID-Modus auf der Ziel-Appliance von der Standardeinstellung geandert werden
soll, damit Sie diese Informationen bei der Erstinstallation der Ziel-Appliance vor dem Klonen angeben
kénnen. Auf der Seite NODES im Grid Manager kénnen Sie Informationen zum aktuellen RAID-Modus des
Quell-Appliance-Knotens anzeigen. Wahlen Sie die Registerkarte Hardware flr das Gerat aus.

Der Quell- und die Ziel-Appliance kénnen unterschiedliche RAID-Einstellungen aufweisen.

Planen Sie ausreichend Zeit, um den Node-Klonprozess abzuschlielen. Fiir den Datentransfer von einem
betrieblichen Storage Node zu einer Ziel-Appliance sind mdglicherweise mehrere Tage erforderlich. Planen
Sie das Klonen zu einer Zeit, die die Auswirkungen auf lhr Geschaft minimiert.

Sie sollten jeweils nur einen Appliance-Node klonen. Durch Klonen wird verhindert, dass Sie weitere
StorageGRID-Wartungsarbeiten gleichzeitig ausfiihren.

Nachdem Sie einen Appliance-Node geklont haben, kénnen Sie die Quell-Appliance verwenden, die zu
einem Installationszustand zurlickgeschickt wurde, als Ziel, eine weitere kompatible Node-Appliance zu
klonen.

Klon-Appliance-Node

Der Klonprozess kann mehrere Tage dauern, bis die Daten zwischen dem Quell-Node
(Appliance, die ersetzt wird) und der Ziel-Appliance Ubertragen werden.

Bevor Sie beginnen

 Sie haben das kompatible Zielgerat in einem Schrank oder Rack installiert, alle Kabel angeschlossen und
mit Strom versorgt.

+ Sie haben Uberprift, ob die Installationsversion des StorageGRID-Gerats auf der Ersatz-Appliance mit der
Softwareversion lhres StorageGRID-Systems Ubereinstimmt. Bei Bedarf kbnnen Sie die StorageGRID-
Appliance-Installationsfirmware aktualisieren oder herunterstufen.

+ Sie haben die Ziel-Appliance konfiguriert, einschlieRlich der Konfiguration von StorageGRID-Verbindungen,
SANftricity System Manager (nur Storage Appliances) und der BMC-Schnittstelle.

> Verwenden Sie beim Konfigurieren von StorageGRID-Verbindungen die temporaren IP-Adressen.

> Verwenden Sie bei der Konfiguration von Netzwerkverbindungen die abschlieliende Link-Konfiguration.

Lassen Sie das Installationsprogramm der StorageGRID Appliance nach Abschluss der
Erstkonfiguration der Ziel-Appliance offen. Nach dem Start des Node-Klonprozesses kehren Sie
zur Installationsseite der Zielanwendung zurick.

» Optional ist die Node-Verschlisselung fur die Ziel-Appliance aktiviert.
« Sie haben optional den RAID-Modus fir die Ziel-Appliance eingestellt (nur Storage Appliances).

» Sie haben die geprift "Uberlegungen und Anforderungen zum Klonen von Appliance-Nodes".
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Sie sollten jeweils nur einen Appliance-Node klonen, um die Netzwerk-Performance und Datenverflgbarkeit
von StorageGRID zu erhalten.

Schritte
1. "Platzieren Sie den Quellknoten, den Sie klonen, in den Wartungsmodus".

2. Wahlen Sie im StorageGRID-Appliance-Installationsprogramm auf dem Quellknoten im Abschnitt
Installation der Startseite die Option Klonen aktivieren aus.

Der Abschnitt primare Admin-Node-Verbindung wird durch den Abschnitt ,Verbindung zum Ziel-Node
klonen® ersetzt.

3. Geben Sie fur Zielknoten-IP die temporare IP-Adresse ein, die dem Zielknoten zugewiesen ist, das
Netzwerk fur den Datenverkehr der Klondatentbertragung verwenden soll, und wahlen Sie dann
Speichern aus.

Normalerweise geben Sie die IP-Adresse fir das Grid-Netzwerk ein. Wenn Sie jedoch ein anderes
Netzwerk fur den Datenverkehr von Klondaten verwenden missen, geben Sie die IP-Adresse des
Zielknoten in diesem Netzwerk ein.

@ Die Verwendung des 1-GbE-Admin-Netzwerks fiir die Ubertragung von Klondaten fiihrt zu
langsamerem Klonen.

Nachdem die Zielanwendung konfiguriert und validiert wurde, ist im Abschnitt Installation Klonen starten
auf dem Quellknoten aktiviert.

Wenn Probleme bestehen, die das Klonen verhindern, ist Klonen starten nicht aktiviert und Probleme, die
Sie I6sen missen, werden als Verbindungsstatus aufgefiihrt. Diese Probleme sind auf der Startseite des
StorageGRID-Appliance-Installationsprogramms sowohl des Quell-Knotens als auch der Ziel-Appliance
aufgefiihrt. Es wird immer nur ein Problem angezeigt, und der Status wird automatisch aktualisiert, wenn
sich die Bedingungen andern. Lésen Sie alle Klonprobleme, um Klonen starten zu aktivieren.

Wenn Klonen starten aktiviert ist, zeigt der Aktueller Status das zum Klonen des Datenverkehrs
ausgewahlte StorageGRID-Netzwerk sowie Informationen Uber die Verwendung dieser
Netzwerkverbindung an. Siehe "Uberlegungen und Anforderungen zum Klonen von Appliance-Nodes".
4. Wahlen Sie Klonen starten auf dem Quellknoten aus.
5. Uberwachen Sie den Klonfortschritt mit dem Installationsprogramm von StorageGRID Appliance auf dem
Quell- oder Zielknoten.
Der StorageGRID-Appliance-Installer auf den Quell- und Zielknoten zeigt einen dhnlichen Status an.

Die Seite Klonen tiberwachen bietet detaillierte Fortschritte flr jede Phase des Klonprozesses:

o Aufbau einer Klon-Peering-Beziehung zeigt den Fortschritt der Klonerstellung und -Konfiguration.

> Ein weiterer Knoten von diesem Knoten klonen zeigt den Fortschritt der Datenlbertragung an.
(Dieser Teil des Klonprozesses kann mehrere Tage dauern.)

- Geklonter Knoten aktivieren und diesen offline lassen zeigt den Fortschritt der Ubertragung der
Steuerung auf den Zielknoten und der Platzierung des Quellknoten in einen Pre-install Zustand,
nachdem die Datenubertragung abgeschlossen ist.

6. Wenn Sie den Klonprozess beenden und den Quellknoten vor dem Abschluss des Klonens in den Dienst
zurtcksenden mussen, wechseln Sie auf dem Quellknoten zur Startseite des StorageGRID Appliance
Installer und wahlen Sie Erweitert > Controller neu starten aus, und wahlen Sie dann Neustart in
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StorageGRID aus.
Wenn der Klonprozess beendet wird:

> Der Quell-Node beendet den Wartungsmodus und verbindet sich neu zu StorageGRID.

° Der Ziel-Node bleibt im Installationszustand.
Um das Klonen des Quellknoten neu zu starten, starten Sie den Klonprozess erneut von Schritt 1.

Wenn das Klonen erfolgreich abgeschlossen wurde:

* Die Quell- und Ziel-Knoten tauschen IP-Adressen aus:

> Der Zielknoten verwendet nun die IP-Adressen, die urspringlich dem Quellknoten fur Grid-, Admin-
und Client-Netzwerke zugewiesen wurden.

> Der Quellknoten verwendet jetzt die temporére IP-Adresse, die dem Zielknoten urspriinglich
zugewiesen wurde.

* Der Ziel-Node beendet den Wartungsmodus und tritt dem StorageGRID bei und ersetzt den Quell-Node.

» Die Quell-Appliance befindet sich in einem vorinstallierten Zustand, als hatten Sie "Es fir die
Neuinstallation vorbereitet" .

Wenn die Zielanwendung nicht mit dem Raster verbunden ist, gehen Sie zur Startseite des
StorageGRID-Gerateinstallationsprogramms fir den Quellknoten, wahlen Sie Erweitert >

@ Neustart-Controller und wahlen Sie dann Neustart in den Wartungsmodus aus. Nachdem
der Quell-Node im Wartungsmodus neu gebootet wurde, wiederholen Sie den Vorgang des
Node-Klonens.

» Benutzerdaten auf der Quell-Appliance bleiben als Wiederherstellungsoption, wenn bei dem Ziel-Node ein
unerwartetes Problem auftritt. Nachdem der Zielknoten erfolgreich StorageGRID beigetreten ist, sind
Benutzerdaten auf der Quell-Appliance veraltet und werden nicht mehr bendtigt.

Veraltete Benutzerdaten werden Uberschrieben, wenn Sie die Quell-Appliance als neuen Node in einem
anderen Grid installieren oder erweitern.

Sie kénnen auch die Controller-Konfiguration auf der Quell-Appliance zurlicksetzen, damit auf diese Daten
nicht zugegriffen werden kann:

a. Offnen Sie das "StorageGRID-Appliance-Installationsprogramm” Fiir die Quell-Appliance, die die
temporare IP-Adresse verwendet, die urspriinglich dem Zielknoten zugewiesen wurde.
b. Wahlen Sie Hilfe > Support und Debugging-Tools.

c. Wahlen Sie Speicher-Controller-Konfiguration Zuriicksetzen.

@ Wenden Sie sich bei Bedarf an den technischen Support, um Hilfe beim Zurlicksetzen
der Storage-Controller-Konfiguration zu erhalten.

Das Uberschreiben der Daten oder das Zuriicksetzen der Controller-Konfiguration erschwert
oder unmoglich das Abrufen der veralteten Daten. Allerdings werden die Daten von keiner

@ der beiden Methoden sicher aus der Quell-Appliance entfernt. Wenn eine sichere Loschung
erforderlich ist, verwenden Sie ein Datenlosch-Werkzeug oder einen Dienst, um die Daten
dauerhaft und sicher aus der Quell-Appliance zu entfernen.

lhre Vorteile:
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» Verwenden Sie die Quell-Appliance als Ziel fur weitere Klonvorgénge: Es ist keine zusatzliche
Konfiguration erforderlich. Dieser Appliance wurde bereits die temporare IP-Adresse zugewiesen, die
urspriinglich fir das erste Klonziel angegeben wurde.

* Installieren und richten Sie die Quell-Appliance als neuen Appliance-Node ein.

» Entsorgen Sie die Quell-Appliance, wenn sie nicht mehr mit StorageGRID verwendet wird.

Hardware der SG1000 und SG100 Services Appliance
warten
Wartung von SG100 und SG1000 Appliances

Moglicherweise mussen Sie Wartungsarbeiten am Gerat durchfihren. Bei den Verfahren
in diesem Abschnitt wird davon ausgegangen, dass die Appliance bereits als Gateway-
Node oder Admin-Node in einem StorageGRID-System bereitgestellt wurde.

In diesem Abschnitt finden Sie spezifische Verfahren zur Wartung lhrer SG100- oder SG1000-Appliance.
Siehe "Allgemeine Verfahren" Fur Wartungsverfahren, die von allen Geraten verwendet werden.

Siehe "Richten Sie die Hardware ein" Fir Wartungsverfahren, die auch wahrend der Erstinstallation und
-Konfiguration der Appliance durchgefiihrt werden.

Verfahren zur Wartungskonfiguration

Die SG100- oder SG1000-ldentifizieren-LED ein- und ausschalten

Die blaue Identify-LED auf der Vorder- und Rickseite des Controllers kann eingeschaltet
werden, um das Gerat in einem Datacenter zu lokalisieren.

Bevor Sie beginnen
Sie haben die BMC-IP-Adresse des Controllers, den Sie identifizieren mochten.

Schritte
1. "Rufen Sie die BMC-Schnittstelle des Gerats auf".

2. Wahlen Sie Server ldentify Aus.
Der aktuelle Status der Identifizieren-LED ist ausgewahlt.
3. Wahlen Sie EIN oder AUS, und wahlen Sie dann Aktion ausfiihren.

Wenn Sie EIN auswahlen, leuchten die blauen Identifizieren-LEDs auf der Vorderseite (abgebildet) und der
Ruckseite des Gerats.
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@ Wenn eine Blende auf dem Controller installiert ist, kann es schwierig sein, die vordere
Identify-LED zu erkennen.

4. Schalten Sie die LED nach Bedarf ein und aus.

Verwandte Informationen

» "Controller im Datacenter finden"

» "Greifen Sie auf die BMC-Schnittstelle zu"

SG100 oder SG1000 im Datacenter lokalisieren

Suchen Sie den Controller, um Hardware-Wartungsarbeiten oder Upgrades
durchzufuhren.

Bevor Sie beginnen

« Sie haben festgestellt, welcher Controller gewartet werden muss.

* (Optional) um den Controller in lnrem Datacenter zu finden, "Schalten Sie die blaue Identify-LED ein".

Schritte
1. Ermitteln Sie den flr die Wartung im Datacenter erforderlichen Controller.

o Suchen Sie nach einer blau leuchtenden LED an der Vorder- oder Riickseite des Controllers.

Die vordere Identify-LED befindet sich hinter der Frontblende des Controllers und kann schwierig
feststellen, ob die Blende montiert ist.
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o Uberprifen Sie, ob die an der Vorderseite des jeden Controllers angebrachten Tags eine
Ubereinstimmende Teilenummer erhalten.

2. Entfernen Sie die Frontverkleidung des Controllers, wenn eine installiert ist, um auf die Bedienelemente
und Anzeigen auf der Vorderseite zuzugreifen.

3. Optional: "Schalten Sie die blaue Identifizieren-LED aus" Wenn Sie den Controller gefunden haben.
o Driicken Sie den Schalter Identifikation LED an der Vorderseite des Controllers.

o Verwenden Sie die BMC-Schnittstelle des Controllers.

Fahren Sie die SG100 oder SG1000 herunter

Fahren Sie die Service-Appliance herunter, um Hardware-Wartungsarbeiten
durchzufuhren.

Bevor Sie beginnen
Sie haben koérperlich "Befindet sich im Service-Gerat" Wartungsbedarf im Rechenzentrum.

Uber diese Aufgabe

Um Serviceunterbrechungen zu vermeiden, sollten Sie die Service Appliance wahrend eines geplanten
Wartungsfensters herunterfahren, wenn Serviceunterbrechungen akzeptabel sind.

Schritte
1. Fahren Sie das Gerat herunter:

Sie mussen ein kontrolliertes Herunterfahren des Gerats durchfiihren, indem Sie die unten
angegebenen Befehle eingeben. Es ist eine Best Practice, nach Moglichkeit eine

@ kontrollierte Abschaltung durchzufiihren, um unnétige Warnmeldungen zu vermeiden,
sicherzustellen, dass vollstandige Protokolle verfligbar sind und Serviceunterbrechungen zu
vermeiden.

a. Wenn Sie sich noch nicht beim Grid-Knoten angemeldet haben, melden Sie sich mit PuTTY oder
einem anderen ssh-Client an:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
il. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

Iv. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

b. Schalten Sie das Service-Gerat aus:
shutdown -h now

Dieser Befehl kann bis zu 10 Minuten in Anspruch nehmen.

2. Uberpriifen Sie anhand einer der folgenden Methoden, ob das Geréat ausgeschaltet ist:

o Sehen Sie sich die LED-Betriebsanzeige an der Vorderseite des Gerats an, und vergewissern Sie sich,
dass sie ausgeschaltet ist.

o Uberpriifen Sie auf der Seite Power Control der BMC-Schnittstelle, ob das Gerat ausgeschaltet ist.
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Andern der Link-Konfiguration von SG100 oder SG1000

Sie kdnnen die Ethernet-Link-Konfiguration der Services Appliance andern. Sie kbnnen
den Port Bond-Modus, den Netzwerk-Bond-Modus und die Verbindungsgeschwindigkeit
andern.

Bevor Sie beginnen

Das ist schon "Das Gerat in den Wartungsmodus versetzt".

@ In seltenen Fallen kann es vorkommen, dass eine StorageGRID Appliance in den
Wartungsmodus versetzt wird, damit die Appliance fir den Remote-Zugriff nicht verfiigbar ist.

Uber diese Aufgabe
Die Ethernet Link-Konfiguration der Services Appliance kann wie folgt gedndert werden:

+ Andern des Port Bond Modus von Fixed zu Aggregate oder von Aggregat zu Fixed

+ Andern des Netzwerk-Bond-Modus von Active-Backup zu LACP oder von LACP zu Active-Backup
« Andern der Werte fiir LACP-Ubertragungs-Hash-Richtlinie und LACP-PDU-Rate

« Aktivieren oder Deaktivieren von VLAN-Tagging oder Andern des Werts einer VLAN-Tag-Nummer

+ Andern der Verbindungsgeschwindigkeit

Schritte

1. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Netzwerke konfigurieren >
Link-Konfiguration aus.

2. Nehmen Sie die gewiinschten Anderungen an der Verbindungskonfiguration vor.
Weitere Informationen zu den Optionen finden Sie unter "Netzwerkverbindungen konfigurieren™.

3. Wenn Sie mit lhrer Auswahl zufrieden sind, klicken Sie auf Speichern.

Wenn Sie Anderungen am Netzwerk oder an der Verbindung vorgenommen haben, tiber die

Sie verbunden sind, kdnnen Sie die Verbindung verlieren. Wenn die Verbindung nicht

innerhalb von 1 Minute wiederhergestellt wird, geben Sie die URL fur den StorageGRID-
@ Appliance-Installer erneut ein. Verwenden Sie dazu eine der anderen IP-Adressen, die der

Appliance zugewiesen sind:

https://services _appliance IP:8443

4. Nehmen Sie alle erforderlichen Anderungen an den IP-Adressen der Appliance vor.

Wenn Sie Anderungen an den VLAN-Einstellungen vorgenommen haben, hat sich das Subnetz fiir die
Appliance moglicherweise geéandert. Informationen zum Andern der IP-Adressen fiir die Appliance finden
Sie unter "Konfigurieren Sie StorageGRID-IP-Adressen".

5. Wahlen Sie im Menu die Option Netzwerk konfigurieren > Ping-Test aus.

6. Verwenden Sie das Ping-Test-Tool, um die Verbindung zu IP-Adressen in Netzwerken zu priifen, die
moglicherweise von den Anderungen der Verbindungskonfiguration betroffen sind, die Sie bei der
Konfiguration der Appliance vorgenommen haben.

Zusatzlich zu allen anderen Tests, die Sie durchfihren mdchten, bestatigen Sie, dass Sie die Grid Network
IP-Adresse des primaren Admin-Knotens und die Grid-Netzwerk-IP-Adresse von mindestens einem
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anderen Knoten pingen kénnen. Gehen Sie gegebenenfalls zu den Anweisungen fir die Konfiguration von
Netzwerkverbindungen zurlick, und beheben Sie etwaige Probleme.

7. Sobald Sie zufrieden sind, dass die Anderungen an der Link-Konfiguration funktionieren, booten Sie den
Node neu. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Erweitert >
Controller neu starten aus, und wahlen Sie dann eine der folgenden Optionen aus:

o Wahlen Sie Neustart in StorageGRID aus, um den Controller neu zu starten, wobei der Knoten wieder
in das Raster integriert wird. Wahlen Sie diese Option, wenn Sie im Wartungsmodus ausgefihrt
werden und den Node in den normalen Betrieb zuriickkehren mochten.

o Wahlen Sie Neustart im Wartungsmodus aus, um den Controller neu zu starten, wobei der Knoten
noch im Wartungsmodus bleibt. (Diese Option ist nur verfiigbar, wenn sich der Controller im
Wartungsmodus befindet.) Wahlen Sie diese Option aus, wenn weitere Wartungsmalfnahmen
erforderlich sind, die Sie auf dem Node durchfiihren missen, bevor Sie das Raster neu beitreten.

Es kann bis zu 20 Minuten dauern, bis das Gerat neu gestartet wird und sich wieder mit dem Netz
verbindet. So bestatigen Sie, dass der Neustart abgeschlossen ist und der Knoten wieder dem Grid
beigetreten ist:

i. Wahlen Sie im Grid Manager NODES aus.

ii. ..
Uberprifen Sie, ob der Appliance-Knoten einen normalen Status hat (griines Hékchen-Symbole
links neben dem Knotennamen), was darauf hinweist, dass keine Warnungen aktiv sind und der
Knoten mit dem Grid verbunden ist.

Hardware-Verfahren

Priifen Sie, ob die Komponente im SG100 oder SG1000 ersetzt werden soll

Wenn Sie sich nicht sicher sind, welche Hardwarekomponente in Ihrem Gerat
ausgetauscht werden soll, gehen Sie wie folgt vor, um die Komponente und den Standort
des Gerats im Rechenzentrum zu identifizieren.

Bevor Sie beginnen

« Sie haben die Seriennummer der Speicher-Appliance, bei der die Komponente ausgetauscht werden
muss.

« Sie sind im Grid Manager mit einem angemeldet "Unterstitzter \Webbrowser".

Uber diese Aufgabe
Gehen Sie wie folgt vor, um das Gerat mit fehlerhafter Hardware zu identifizieren und zu ermitteln, welche der
austauschbaren Hardwarekomponenten nicht ordnungsgemaf funktionieren. Folgende Komponenten kénnen
ausgetauscht werden:

* Netzteile

* Lufter

» Solid State-Laufwerke (SSDs)

* Netzwerkschnittstellenkarten (NICs)

+ CMOS-Batterie

Schritte
1. ldentifizieren Sie die fehlerhafte Komponente und den Namen der Appliance, in der sie installiert ist.
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a. Wahlen Sie im Grid-Manager ALERTS > Current aus.
Die Seite ,Meldungen® wird angezeigt.
b. Wahlen Sie die Warnmeldung aus, um die Warnungsdetails anzuzeigen.

@ Wahlen Sie die Meldung und nicht die Uberschrift einer Gruppe von Warnungen aus.

c. Notieren Sie den Node-Namen und die eindeutige Identifizierungsbezeichnung der ausgefallenen
Komponente.

Appliance NIC fault detected

A problem with a network interface card (NIC) in the appliance was 5
detected Active (silence this alert @)

Recommended actions Data Centerl |5@anz-usmseuan |

1. Reseal the NIC. Refer to the instructions for your appliance.

€ Critical

2. If necessary, replace the NIC. See the maintenance instructions for your
appliance.
ConnectX-6 Lx EN adapter card,
Time triggered 25GbE, Dual-port SFP28, PCle 4.0 x8,
2 . ! TR No Crypto
2023-02-17 13:36:31 EST (2023-02-17 18:36:31 UTC) NoLIyP

26.33.1048 (MT_0000000531)

| hic3

X1133A

2. Identifizieren Sie das Gehause mit der zu ersetzenden Komponente.
a. Wahlen Sie im Grid Manager die Option NODES aus.

b. Wahlen Sie in der Tabelle auf der Seite Nodes den Namen des Appliance-Storage-Node mit der
fehlerhaften Komponente aus.

c. Wahlen Sie die Registerkarte Hardware aus.

Uberprifen Sie die Seriennummer * des Compute-Controllers im Abschnitt StorageGRID-Gerét.
Uberpriifen Sie, ob die Seriennummer mit der Seriennummer des Speichergerats tbereinstimmt, in
dem Sie die Komponente austauschen. Wenn die Seriennummer Ubereinstimmt, haben Sie das
richtige Gerat gefunden.

= Wenn der Abschnitt StorageGRID-Appliance in Grid-Manager nicht angezeigt wird, ist der
ausgewahlte Knoten keine StorageGRID-Appliance. Wahlen Sie einen anderen Knoten in der
Strukturansicht aus.

= Wenn die Seriennummern nicht Ubereinstimmen, wahlen Sie einen anderen Knoten aus der
Strukturansicht aus.
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3. Nachdem Sie den Knoten gefunden haben, an dem die Komponente ersetzt werden muss, notieren Sie
sich die BMC-IP-Adresse der Appliance, die im Abschnitt StorageGRID-Appliance aufgefiihrt ist.

Um die Appliance im Rechenzentrum zu lokalisieren, kdnnen Sie die BMC-IP-Adresse verwenden, um die
LED fiir die Gerateidentifierung einzuschalten.

Verwandte Informationen
"Schalten Sie die Appliance Identify-LED ein"

Ersetzen Sie die SG100- oder SG1000-Gerateabdeckung

Entfernen Sie die Gerateabdeckung, um zu Wartungszwecken Zugang zu den internen
Komponenten zu erhalten, und bringen Sie die Abdeckung wieder an, wenn Sie fertig
sind.

Entfernen Sie die SG100- oder SG1000-Gerateabdeckung

Entfernen Sie die Gerateabdeckung, um zu Wartungszwecken Zugang zu den internen Komponenten zu
erhalten.

Bevor Sie beginnen

Nehmen Sie das Gerat aus dem Schrank oder Rack, um auf die obere Abdeckung zuzugreifen.
"Entfernen Sie die SG100- oder SG1000-Appliance aus dem Schrank oder Rack"

Schritte

1. Stellen Sie sicher, dass die Verriegelung der Gerateabdeckung nicht verriegelt ist. Falls erforderlich,
drehen Sie die blaue Kunststoffverriegelung um eine Vierteldrehung in die Entsperrungsrichtung, wie auf
der Verriegelung gezeigt.

2. Drehen Sie den Riegel nach oben und zurlck in Richtung der Riickseite des Gerategehauses, bis er
anhalt. Heben Sie dann die Abdeckung vorsichtig vom Gehause ab und legen Sie sie beiseite.
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Wickeln Sie das Gurtende eines ESD-Armbands um lhr Handgelenk, und befestigen Sie das
@ Clip-Ende an einem Metallboden, um eine statische Entladung bei Arbeiten im Inneren des
Gerats zu verhindern.

Nach dem Austausch des Teils senden Sie das fehlerhafte Teil an NetApp zurtick, wie in den mit dem Kit
gelieferten RMA-Anweisungen beschrieben. Siehe "Teilerlickgabe Austausch" Seite fir weitere Informationen.

Setzen Sie die SG100- oder SG1000-Gerateabdeckung wieder ein
Setzen Sie die Gerateabdeckung wieder ein, wenn die interne Hardwarewartung abgeschlossen ist.

Bevor Sie beginnen
Sie haben alle Wartungsarbeiten im Gerat durchgefiihrt.

Schritte

1. Halten Sie bei gedffneter Abdeckungsverriegelung die Abdeckung tiber dem Gehause und richten Sie die
Offnung in der oberen Abdeckung an dem Stift im Gehause aus. Wenn die Abdeckung ausgerichtet ist,
senken Sie sie auf das Gehduse ab.

2. Drehen Sie die Verriegelung nach vorne und unten, bis sie anhalt und die Abdeckung vollstandig im
Gehause sitzt. Stellen Sie sicher, dass an der Vorderkante der Abdeckung keine Licken vorhanden sind.

Wenn die Abdeckung nicht vollstandig eingesetzt ist, kdnnen Sie das Gerat moglicherweise nicht in das
Rack schieben.

3. Optional: Drehen Sie die blaue Kunststoffverriegelung um eine Vierteldrehung in die Schlossrichtung, wie
auf der Verriegelung gezeigt, um sie zu verriegeln.

Nachdem Sie fertig sind
"Setzen Sie das Gerat wieder in den Schrank oder das Rack ein."

Ersetzen Sie ein oder beide Netzteile im SG100 oder SG1000

Das Services-Gerat verflgt Uber zwei Netzteile fur Redundanz. Wenn eines der Netzteile
ausfallt, mUssen Sie es so schnell wie moglich ersetzen, um sicherzustellen, dass der
Compute-Controller Uber redundante Stromversorgung verfugt. Beide im Controller
ausgefuhrten Netzteile missen das gleiche Modell und die gleiche Stromleistung
aufweisen.
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Bevor Sie beginnen
 Das ist schon "Physisch gelegener Controller" Bei zu ersetzenden Netzteilen.

* Wenn Sie nur ein Netzteil ersetzen:

o Sie haben das Ersatznetzteil entpackt und sichergestellt, dass es das gleiche Modell und die gleiche
Stromleistung wie das Netzteil ist, das Sie ersetzen.

o Sie haben bestatigt, dass das andere Netzteil installiert ist und in Betrieb ist.

» Wenn Sie beide Netzteile gleichzeitig ersetzen:

o Sie haben die Ersatz-Netzteile entpackt und sichergestellt, dass sie das gleiche Modell und die gleiche
Wattzahl haben.
Uber diese Aufgabe

Die Abbildung zeigt die beiden Netzteile des SG100, auf die von der Ruckseite des Gerats zugegriffen werden
kann.

@ Die Netzteile fiir den SG1000 sind identisch.

Schritte

1. Wenn Sie nur ein Netzteil ersetzen, miissen Sie das Gerat nicht herunterfahren. Wechseln Sie zum Ziehen
Sie das Netzkabel ab Schritt: Wenn Sie beide Netzteile gleichzeitig ersetzen, gehen Sie folgendermallen
vor, bevor Sie die Netzkabel abziehen:

a. "Schalten Sie das Gerat aus".

2. [[Trenne den Netzstecker_Power_cordel, Start=2]]] Trennen Sie das Netzkabel von jedem zu ersetzenden
Netzteil.

3. Den Nockengriff an der ersten zu ersetzenden Versorgung anheben.

4. Dricken Sie auf den blauen Riegel, und ziehen Sie das Netzteil heraus.
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5. Schieben Sie das Ersatznetzteil mit der blauen Verriegelung nach rechts in das Gehause.

@ Beide Netzteile missen das gleiche Modell und die gleiche Wattzahl haben.

Stellen Sie sicher, dass sich die blaue Verriegelung auf der rechten Seite befindet, wenn Sie die
Ersatzeinheit einschieben.

6. Drucken Sie den Nockengriff nach unten, um die Ersatzstromversorgung zu sichern.

7. Wenn Sie beide Netzteile austauschen, wiederholen Sie die Schritte 2 bis 6, um das zweite Netzteil
auszutauschen.

8. "Schliel’en Sie die Stromkabel an die ersetzten Gerate an, und wenden Sie Strom an".

Nach dem Austausch des Teils senden Sie das fehlerhafte Teil an NetApp zurtick, wie in den mit dem Kit
gelieferten RMA-Anweisungen beschrieben. Siehe "Teilerlickgabe Austausch" Seite flir weitere Informationen.

Lifter in SG100 oder SG1000 austauschen

Die Service-Appliance verfugt uber acht Lufter. Wenn einer der Lufter ausfallt, missen
Sie ihn so schnell wie moéglich austauschen, um sicherzustellen, dass das Gerat
ordnungsgemal gekuhlt wird.

Bevor Sie beginnen
 Sie haben den Ersatzlifter ausgepackt.

» Das ist schon "Das Gerat befindet sich physisch".

» Sie haben bestatigt, dass die anderen Lufter installiert sind und ausgefiihrt werden.

Uber diese Aufgabe
Auf den Gerateknoten kann nicht zugegriffen werden, wenn Sie den Lufter austauschen.

Das Foto zeigt einen Ventilator fur die Service Appliance. Die Lifter sind zuganglich, nachdem Sie die obere
Abdeckung vom Gerat entfernt haben.

@ Jede der beiden Netzteile enthalt zudem einen Lufter. Diese Lifter sind in diesem Verfahren
nicht enthalten.
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Schritte
1. Fahren Sie das Gerat herunter.

a. Melden Sie sich beim Grid-Node an:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
il. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

iv. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

b. Schalten Sie das Service-Gerat aus:
shutdown -h now

2. VVerwenden Sie eine von zwei Methoden, um zu Uberprifen, ob die Stromversorgung fir die Service-
Appliance ausgeschaltet ist:

o Die Betriebsanzeige-LED an der Vorderseite des Gerats ist aus.
> Die Seite Power Control der BMC-Schnittstelle zeigt an, dass das Gerat ausgeschaltet ist.
3. Ziehen Sie das Gerat aus dem Rack.
4. Heben Sie die Verriegelung an der oberen Abdeckung an, und entfernen Sie die Abdeckung vom Gerat.

5. Suchen Sie den Lufter, der ausgefallen ist.
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7. Schieben Sie den Ersatzllfter in den offenen Steckplatz des Gehauses.

Fihren Sie die Kante des Lifters mit dem Fihrungsstift nach oben. Der Stift ist im Foto eingekreist.

8. Driicken Sie den Lufteranschluss fest in die Leiterplatte.
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9. Setzen Sie die obere Abdeckung wieder auf das Gerat, und driicken Sie die Verriegelung nach unten, um
die Abdeckung zu sichern.

10. Schalten Sie das Geréat ein, und Uberwachen Sie die Controller-LEDs und die Boot-Codes.
Verwenden Sie die BMC-Schnittstelle, um den Boot-up-Status zu GUberwachen.

11. Vergewissern Sie sich, dass der Appliance-Node im Grid Manager angezeigt wird und keine Meldungen
angezeigt werden.

Nach dem Austausch des Teils senden Sie das fehlerhafte Teil an NetApp zurtick, wie in den mit dem Kit
gelieferten RMA-Anweisungen beschrieben. Siehe "Teilerlickgabe Austausch" Seite flr weitere Informationen.

Das Laufwerk in SG100 oder SG1000 austauschen

Die SSDs in der Services-Appliance enthalten das Betriebssystem StorageGRID. Wenn
die Appliance als Admin-Node konfiguriert ist, enthalten die SSDs aul3erdem
Prafprotokolle, Kennzahlen und Datenbanktabellen. Die Laufwerke werden aus
Redundanzgrinden mithilfe von RAID1 gespiegelt. Wenn eines der Laufwerke ausfallt,
mussen Sie es so schnell wie mdglich ersetzen, um Redundanz sicherzustellen.

Bevor Sie beginnen
* Das ist schon "Das Gerat befindet sich physisch".

« Sie haben Uberprift, welches Laufwerk ausgefallen ist, indem Sie die linke LED gelb blinken.

Die beiden SSDs werden wie in der folgenden Abbildung gezeigt in die Steckplatze eingesetzt:

SSD drives
(other slots empty)

Wenn Sie das Arbeitslaufwerk entfernen, wird der Appliance-Node heruntergefahren.
@ Informationen zur Anzeige von Statusanzeigen zur Uberpriifung des Fehlers finden Sie
unter.

» Sie haben das Ersatzlaufwerk erhalten.
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« Sie haben einen angemessenen ESD-Schutz erhalten.

Schritte

1.

Stellen Sie sicher, dass die linke LED des zu ersetzenden Laufwerks gelb blinkt. Wenn im Grid Manager
oder der BMC-Benutzeroberflache ein Laufwerkproblem gemeldet wurde, beziehen sich HDDO02 oder
HDD2 auf das Laufwerk im oberen Steckplatz und HDDO03 oder HDD3 auf das Laufwerk im unteren
Steckplatz.

Sie kénnen den Status der SSDs auch mit Grid Manager Uberwachen. Wahlen Sie KNOTEN. Wahlen Sie

anschlielBend aus Appliance Node > Hardware. Wenn ein Laufwerk ausgefallen ist, enthalt das Feld
Speicher-RAID-Modus eine Meldung darlber, welches Laufwerk ausgefallen ist.

einer Metallmasse, um eine statische Entladung zu verhindern.

. Packen Sie das Ersatzlaufwerk aus und legen Sie es in der Nahe des Gerats auf eine statische, Ebene

Flache.

Alle Verpackungsmaterialien speichern.

. Dricken Sie die Entriegelungstaste am ausgefallenen Laufwerk.

I, Press tha
redease button

Aftertlion: Ensune
that the ray handis
is fulty apen before
you altempl o slide
li. Fiace the drive on a the drive cul

static-free, level surface.

Der Griff an den Antriebsfedern 6ffnet sich teilweise, und das Laufwerk [6st sich aus dem Schlitz.

. Offnen Sie den Giriff, schieben Sie das Laufwerk heraus und legen Sie es auf eine statisch freie, Ebene

Oberflache.

. Drucken Sie die Entriegelungstaste am Ersatzlaufwerk, bevor Sie es in den Laufwerkschacht einsetzen.

Die Verriegelungsfedern 6ffnen sich.

i, Insert the drive &
-

ii. Close the drive tray handle
Node: Do not use exoessive force
while closing the handia.

7. Setzen Sie das Ersatzlaufwerk in den Steckplatz ein, und schlielen Sie dann den Laufwerkgriff.

@ Beim Schlielen des Giriffs keine UbermaRige Kraft anwenden.

Wenn das Laufwerk vollstandig eingesetzt ist, héren Sie einen Kilick.

. Wickeln Sie das Gurt-Ende des ESD-Armbands um |hr Handgelenk, und befestigen Sie das Clip-Ende auf
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Das Laufwerk wird automatisch mit gespiegelten Daten aus dem Arbeitslaufwerk neu aufgebaut. Sie
kénnen den Status der Neuerstellung mithilfe des Grid Manager Uberprifen. Wahlen Sie KNOTEN.
Wahlen Sie anschliefend aus Appliance Node > Hardware. Das Feld Speicher-RAID-Modus enthalt
eine Meldung ,reBuilding®, bis das Laufwerk komplett neu aufgebaut ist.

Nach dem Austausch des Teils senden Sie das fehlerhafte Teil an NetApp zurtick, wie in den mit dem Kit
gelieferten RMA-Anweisungen beschrieben. Siehe "Teilerlickgabe Austausch" Seite fir weitere Informationen.

Ersetzen Sie die CMOS-Batterie in einem SG100 oder SG1000

Gehen Sie wie folgt vor, um die CMOS-Knopfzellenbatterie auf der Systemplatine
auszutauschen.

Mit diesen Verfahren kbnnen Sie:

» Entfernen Sie die CMOS-Batterie

» Setzen Sie die CMOS-Batterie wieder ein

Entfernen Sie die CMOS-Batterie

Bevor Sie beginnen
+ Sie haben "SG100 oder SG1000 geprift, wo die CMOS-Batterie ausgetauscht werden muss".

+ Sie haben "Standort der SG100- oder SG1000-Appliance" die Stelle, an der Sie die CMOS-Batterie im
Rechenzentrum austauschen.

 Sie haben die aktuelle BMC-Konfiguration der Appliance aufgezeichnet, sofern sie weiterhin verfigbar ist.
a. Melden Sie sich bei der zu ersetzenden Appliance an:

i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
il. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

iv. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

b. Geben Sie ein: run-host-command ipmitool lan print Um die aktuelle BMC-Konfiguration fiir
die Appliance anzuzeigen.

@ Vor dem Entfernen des Gerats aus dem Rack ist ein "Kontrolliertes Herunterfahren des
Gerats" erforderlich.

+ Sie haben alle Kabel und getrennt "Die Gerateabdeckung entfernt".

Uber diese Aufgabe

Um Serviceunterbrechungen zu vermeiden, vergewissern Sie sich, dass alle anderen Speicher-Nodes mit dem
Stromnetz verbunden sind, bevor Sie den Austausch der CMOS-Batterie starten, oder tauschen Sie die
Batterie wahrend eines geplanten Wartungsfensters aus, wenn Serviceunterbrechungen akzeptabel sind.
Siehe die Informationen tber "Monitoring der Verbindungsstatus der Nodes".

Schritte
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1. Wickeln Sie das Gurt-Ende des ESD-Armbands um Ihr Handgelenk, und befestigen Sie das Clip-Ende auf
einer Metallmasse, um eine statische Entladung zu verhindern.

2. Suchen Sie die Steckerbaugruppe mit zwei Steckplatzen an der Riickseite des Gerats.

3. Fassen Sie die Riserbaugruppe durch die blau markierten Locher und heben Sie sie vorsichtig nach oben.
Bewegen Sie die Riser-Baugruppe zur Vorderseite des Gehauses, wahrend Sie sie anheben, damit die
externen Anschlusse der installierten Adapter das Gehause I6schen kénnen.

4. Platzieren Sie die Riserkarte auf einer flachen antistatischen Oberflache mit der Metallrahmen-Seite nach
unten.

5. Suchen Sie den CMOS-Akku auf der Systemplatine in der Position unter der entfernten Riserbaugruppe.

6. Dricken Sie den Halteclip mit dem Finger oder einem Kunststoffhebelwerkzeug von der Batterie weg, um
ihn aus der Steckdose zu fecken.

7. Entfernen Sie die Batterie, und entsorgen Sie sie ordnungsgemal.

Setzen Sie die CMOS-Batterie wieder ein

Setzen Sie den Ersatz-CMOS-Akku in den Sockel auf der Systemplatine ein.

Bevor Sie beginnen
 Sie haben die richtige Ersatz-CMOS-Batterie (CR2032).

» Sie haben die fehlerhafte CMOS-Batterie entfernt.

Schritte

1. Wickeln Sie das Gurt-Ende des ESD-Armbands um |Ihr Handgelenk, und befestigen Sie das Clip-Ende auf
einer Metallmasse, um eine statische Entladung zu verhindern.

2. Entfernen Sie den CMOS-Akku aus der Verpackung.

3. Driicken Sie den Ersatzakku mit der positiven (+) Seite nach oben in den leeren Sockel auf der
Systemplatine, bis der Akku einrastet.
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Suchen Sie die Ausrichtbohrung an der Riserbaugruppe (eingekreist), die mit einem Flhrungsstift auf der
Systemplatine ausgerichtet ist, um die korrekte Positionierung der Riserbaugruppe zu gewahrleisten.

. Positionieren Sie die Riserbaugruppe im Gehause, und stellen Sie sicher, dass sie am Anschluss und

FUhrungsstift auf der Systemplatine ausgerichtet ist. Setzen Sie dann die Riserbaugruppe ein.

Dricken Sie die Riserbaugruppe vorsichtig entlang der Mittellinie neben den blau markierten Léchern, bis
sie vollstandig sitzt.

Wenn Sie keine weiteren Wartungsmafnahmen im Gerat durchfiihren missen, setzen Sie die
Gerateabdeckung wieder ein, bringen Sie das Gerat wieder in das Rack ein, schlielen Sie die Kabel an
und schalten Sie das Gerat mit Strom aus.

Wenn die Laufwerkverschlisselung fir die SED-Laufwerke auf der ersetzten Appliance aktiviert war,
mussen Sie dies tun "Geben Sie die Passphrase fur die Laufwerkverschlisselung ein" So greifen Sie auf
die verschlusselten Laufwerke zu, wenn die Ersatz-Appliance zum ersten Mal gestartet wird.

Wenn die von lhnen ersetzte Appliance einen Verschlisselungsmanagement-Server (KMS) zum
Management der Schlissel fiir die Node-Verschliisselung verwendet hat, ist moglicherweise eine
zusatzliche Konfiguration erforderlich, bevor der Node dem Grid beitreten kann. Wenn der Node nicht
automatisch in das Raster integriert wird, stellen Sie sicher, dass diese Konfigurationseinstellungen auf die
neue Appliance Ubertragen wurden, und konfigurieren Sie manuell alle Einstellungen, die nicht Uber die
erwartete Konfiguration verfligen:

o "Konfigurieren Sie StorageGRID-Verbindungen"
o "Konfigurieren Sie die Node-Verschlisselung fur die Appliance"
Melden Sie sich bei der Appliance an:
a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

Stellen Sie die BMC-Netzwerkverbindung fiir die Appliance wieder her. Es gibt zwei Moglichkeiten:

> VVerwenden Sie statische IP, Netzmaske und Gateway

> Verwenden Sie DHCP, um eine IP, eine Netzmaske und ein Gateway zu erhalten

i. Geben Sie zum Wiederherstellen der BMC-Konfiguration fiir die Verwendung einer statischen IP,
Netzmaske und eines Gateways die folgenden Befehle ein:

run-host-command ipmitool lan set 1 ipsrc static
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run-host-command ipmitool lan set 1 ipaddr Appliance IP
run-host-command ipmitool lan set 1 netmask Netmask IP

run-host-command ipmitool lan set 1 defgw ipaddr Default gateway

i. Geben Sie den folgenden Befehl ein, um die BMC-Konfiguration so wiederherzustellen, dass DHCP
zum Abrufen einer IP, einer Netmask und eines Gateways verwendet wird:

run-host-command ipmitool lan set 1 ipsrc dhcp

12. Stellen Sie nach dem Wiederherstellen der BMC-Netzwerkverbindung eine Verbindung zur BMC-
Schnittstelle her, um die zusatzlich angewendete benutzerdefinierte BMC-Konfiguration zu priifen und
wiederherzustellen. Sie sollten beispielsweise die Einstellungen fir SNMP-Trap-Ziele und E-Mail-
Benachrichtigungen bestatigen. Siehe "Konfigurieren Sie die BMC-Schnittstelle".

13. Vergewissern Sie sich, dass der Appliance-Node im Grid Manager angezeigt wird und keine Meldungen
angezeigt werden.

SG100 oder SG1000 austauschen

Madglicherweise mussen Sie das Gerat austauschen, wenn es nicht optimal funktioniert
oder es ausgefallen ist.

Bevor Sie beginnen

+ Sie haben ein Ersatzgerat mit der gleichen Teilenummer wie das Gerét, das Sie austauschen. Uberpriifen
Sie die an der Vorderseite der Gerate angebrachten Etiketten, um sicherzustellen, dass die Teilenummern
Ubereinstimmen.

« Sie verflgen Uber Etiketten, um jedes Kabel zu identifizieren, das mit dem Gerat verbunden ist.

» Das ist schon "Das Gerat befindet sich physisch".

Uber diese Aufgabe

Auf den StorageGRID-Node kann nicht zugegriffen werden, wenn Sie die Appliance ersetzen. Wenn das Gerat
ausreichend funktioniert, kdnnen Sie zu Beginn dieses Verfahrens eine kontrollierte Abschaltung durchfihren.

Wenn Sie die Appliance vor der Installation der StorageGRID-Software ersetzen, kdnnen Sie
nach Abschluss dieses Verfahrens mdglicherweise nicht sofort auf den StorageGRID Appliance
Installer zugreifen. Sie kbnnen zwar von anderen Hosts im selben Subnetz wie die Appliance
(D auf das Installationsprogramm der StorageGRID-Appliance zugreifen, kdnnen jedoch nicht von

Hosts in anderen Subnetzen darauf zugreifen. Diese Bedingung sollte sich innerhalb von 15
Minuten I6sen (wenn ein ARP-Cache-Eintrag flr die urspriingliche Appliance-Zeit vorliegt), oder
Sie kénnen den Zustand sofort I6schen, indem Sie alle alten ARP-Cache-Eintrage manuell vom
lokalen Router oder Gateway |6schen.

Schritte
1. Zeigt die aktuellen Konfigurationen des Gerats an und zeichnet sie auf.

a. Melden Sie sich bei der zu ersetzenden Appliance an:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

ii. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
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Iv. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

b. Geben Sie Ein: run-host-command ipmitool lan print Zeigt die aktuellen BMC-
Konfigurationen fur die Appliance an.

2. Fahren Sie das Gerat herunter: shutdown -h now

3. Wenn eine der Netzwerkschnittstellen auf dieser StorageGRID-Appliance fur DHCP konfiguriert ist,
mussen Sie mdglicherweise die permanenten DHCP-Lease-Zuordnungen auf den DHCP-Servern
aktualisieren, um auf die MAC-Adressen der Ersatz-Appliance zu verweisen. Das Update stellt sicher, dass
der Appliance die erwarteten IP-Adressen zugewiesen werden. Siehe "Aktualisieren Sie die MAC-
Adressenverweise".

4. Entfernen und ersetzen Sie das Gerat:

a. Beschriften Sie die Kabel und trennen Sie dann die Kabel und alle Netzwerk-Transceiver.

@ Um LeistungseinbulRen zu vermeiden, sollten Sie die Kabel nicht verdrehen, falten,
zusammendrucken oder treten.

b. Entfernen Sie das ausgefallene Gerat aus dem Schrank oder Rack.

c. Ubertragen Sie die beiden Netzteile, acht Liifter und zwei SSDs von der ausgefallenen Appliance auf
die Ersatz-Appliance.

Die beiden SSDs werden wie in der folgenden Abbildung gezeigt in die Steckplatze eingesetzt:

SSD drives
(other slots empty)

HDDO02 oder HDD2 beziehen sich auf das Laufwerk im oberen Steckplatz, und HDD03 oder HDD3
beziehen sich auf das Laufwerk im unteren Steckplatz.

Befolgen Sie die Anweisungen zum Austausch dieser Komponenten.

a. Setzen Sie das Ersatzgerat in den Schrank oder Rack ein.
b. Ersetzen Sie die Kabel und optische Transceiver.
c. Schalten Sie das Gerat ein, und warten Sie, bis es wieder in das Stromnetz eingesetzt wird.

d. Vergewissern Sie sich, dass der Appliance-Node im Grid Manager angezeigt wird und keine
Meldungen angezeigt werden.

5. Melden Sie sich bei der ersetzten Appliance an:
a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords. txt Datei:

C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
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d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

6. Stellen Sie die BMC-Netzwerkverbindung fir die ersetzte Appliance wieder her. Es gibt zwei Moglichkeiten:

> Verwenden Sie statische IP, Netzmaske und Gateway

> Verwenden Sie DHCP, um eine IP, eine Netzmaske und ein Gateway zu erhalten

i. Geben Sie zum Wiederherstellen der BMC-Konfiguration fiir die Verwendung einer statischen IP,
Netzmaske und eines Gateways die folgenden Befehle ein:

run-host-command ipmitool lan set 1 ipsrc static
run-host-command ipmitool lan set 1 ipaddr Appliance IP
run-host-command ipmitool lan set 1 netmask Netmask IP
run-host-command ipmitool lan set 1 defgw ipaddr Default gateway

i. Geben Sie den folgenden Befehl ein, um die BMC-Konfiguration so wiederherzustellen, dass DHCP
zum Abrufen einer IP, einer Netmask und eines Gateways verwendet wird:

run-host-command ipmitool lan set 1 ipsrc dhcp

7. Stellen Sie nach dem Wiederherstellen der BMC-Netzwerkverbindung eine Verbindung zur BMC-
Schnittstelle her, um die zusatzlich angewendete benutzerdefinierte BMC-Konfiguration zu prifen und
wiederherzustellen. Sie sollten beispielsweise die Einstellungen fir SNMP-Trap-Ziele und E-Mail-
Benachrichtigungen bestatigen. Siehe "Konfigurieren Sie die BMC-Schnittstelle".

8. Vergewissern Sie sich, dass der Appliance-Node im Grid Manager angezeigt wird und keine Meldungen
angezeigt werden.

Nach dem Austausch des Teils senden Sie das fehlerhafte Teil an NetApp zurick, wie in den mit dem Kit
gelieferten RMA-Anweisungen beschrieben. Siehe "Teilerickgabe Austausch" Seite flr weitere Informationen.

Verwandte Informationen

« "Statusanzeigen anzeigen anzeigen anzeigen"

* "Anzeigen von Startcodes flir die Appliance"

Verlegung von SG100 oder SG1000 in Schrank oder Rack

Nehmen Sie das SG100- oder SG1000-Gerat aus einem Schrank oder Rack, um auf die
obere Abdeckung zuzugreifen oder das Gerat an einen anderen Ort zu bringen. Setzen
Sie das Gerat dann nach Abschluss der Hardwarewartung in einen Schrank oder ein
Rack ein.

Entfernen Sie SG100 oder SG1000 aus dem Schrank oder Rack

Nehmen Sie das SG100 oder SG1000 aus einem Schrank oder Rack, um auf die obere Abdeckung
zuzugreifen oder das Gerat an einen anderen Ort zu bringen.

Bevor Sie beginnen
» Jedes Kabel, das an das SG100- oder SG1000-Gerat angeschlossen ist, ist mit Etiketten gekennzeichnet.
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 Sie haben einen physischen Standort fir die SG100 oder SG1000 Appliance, an dem Sie

Wartungsarbeiten im Datacenter durchfiihren.

"Suchen Sie die Appliance im Datacenter"

» Sie haben "Fahren Sie die SG100- oder SG1000-Appliance herunter".

@ Schalten Sie das Gerat nicht Giber den Netzschalter aus.

Schritte

1.
2.

Kennzeichnen und trennen Sie die Controller-Stromkabel.

Wickeln Sie das Gurt-Ende des ESD-Armbands um lhr Handgelenk, und befestigen Sie das Clip-Ende auf
einer Metallmasse, um eine statische Entladung zu verhindern.

Beschriften und trennen Sie dann die Controller-Datenkabel und alle SFP+ oder SFP28-Transceiver.

@ Um LeistungseinbulRen zu vermeiden, sollten Sie die Kabel nicht verdrehen, falten,
zusammendrucken oder treten.

Losen Sie die beiden unverlierbaren Schrauben an der Vorderseite des Controllers.

. Schieben Sie das Gerat nach vorne aus dem Rack, bis die Montageschienen vollstandig ausgefahren sind

und die Verriegelungen auf beiden Seiten horbar einrasten.

Die obere Abdeckung des Controllers ist zuganglich.

. Optional: Wenn Sie das Gerat vollstandig aus dem Schrank oder Rack entfernen, befolgen Sie die

Anweisungen fur den Schienensatz, um das Gerat von den Schienen zu entfernen.

Nach dem Austausch des Teils senden Sie das fehlerhafte Teil an NetApp zurtick, wie in den mit dem Kit
gelieferten RMA-Anweisungen beschrieben. Siehe "Teilerlickgabe Austausch" Seite flr weitere Informationen.

Setzen Sie SG100 oder SG1000 wieder in den Schrank oder das Rack ein

Setzen Sie das Gerat nach Abschluss der Hardwarewartung wieder in einen Schrank oder ein Rack ein.

Bevor Sie beginnen

Sie haben die Gerateabdeckung wieder angebracht.

"Setzen Sie die SG100- oder SG1000-Abdeckung wieder ein"

Schritte

1.
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Dricken Sie gleichzeitig auf die blaue Schiene, um beide Rackschienen zu entbinden, und schieben Sie
das Gerat in das Rack, bis es vollstandig eingesetzt ist.

Wenn Sie das Gerat nicht weiter bewegen kénnen, ziehen Sie an den blauen Verriegelungen auf beiden
Seiten des Gehauses, um das Gerat vollstandig einzuschieben.


https://mysupport.netapp.com/site/info/rma

@ Befestigen Sie die Frontverkleidung erst, nachdem Sie das Gerat eingeschaltet haben.

2. Ziehen Sie die unverlierbaren Schrauben an der Geratevorderseite fest, um das Gerat im Rack zu
befestigen.

3. Wickeln Sie das Gurt-Ende des ESD-Armbands um |hr Handgelenk, und befestigen Sie das Clip-Ende auf
einer Metallmasse, um eine statische Entladung zu verhindern.

4. Schliel3en Sie die Controller-Datenkabel und alle SFP+- oder SFP28-Transceiver wieder an.

@ Um LeistungseinbuRen zu vermeiden, sollten Sie die Kabel nicht verdrehen, falten,
zusammendriicken oder treten.

"Kabelgerat"
5. SchlieRen Sie die Netzkabel des Gerats wieder an.

"Stromkabel anschlieen und Strom anschlieRen (SG100 oder SG1000)"

Nachdem Sie fertig sind
Das Gerat kann neu gestartet werden.
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Wartung der SG1100- und SG110-Services-Appliance-
Hardware
Wartung von SG110- und SG1100-Appliances

Moglicherweise mussen Sie Wartungsarbeiten am Gerat durchfihren. Bei den Verfahren
in diesem Abschnitt wird davon ausgegangen, dass die Appliance bereits als Gateway-
Node oder Admin-Node in einem StorageGRID-System bereitgestellt wurde.

In diesem Abschnitt finden Sie Verfahren zur Wartung lhres SG110- oder SG1100-Geréts.
Siehe "Allgemeine Verfahren" Fur Wartungsverfahren, die von allen Geraten verwendet werden.

Siehe "Richten Sie die Hardware ein" Fir Wartungsverfahren, die auch wahrend der Erstinstallation und
-Konfiguration der Appliance durchgefiihrt werden.

Verfahren zur Wartungskonfiguration

Schalten Sie die SG110- oder SG1100-Identifizieren-LED ein und aus

Die blaue Identifizieren-LED auf der Vorder- und Rickseite des Gerats kann
eingeschaltet werden, um das Gerat in einem Rechenzentrum zu lokalisieren.

Bevor Sie beginnen
Sie haben die BMC-IP-Adresse der Appliance, die Sie identifizieren mdchten.

Schritte
1. "Rufen Sie die BMC-Schnittstelle des Gerats auf".

2. Wahlen Sie Server ldentify Aus.
Der aktuelle Status der Identifizieren-LED ist ausgewahlt.

3. Wahlen Sie EIN oder AUS, und wahlen Sie dann Aktion ausfiihren.

Wenn Sie EIN auswahlen, leuchten die blauen Identifizieren-LEDs auf der Vorderseite (typisch abgebildet)
und der Ruckseite des Geréats.
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@ Wenn eine Blende auf dem Controller installiert ist, kann es schwierig sein, die vordere
Identify-LED zu erkennen.

Die hintere Identifizieren-LED befindet sich in der Mitte des Gerats unter dem Micro-SD-Steckplatz.
4. Schalten Sie die Identifizieren-LEDs nach Bedarf ein und aus.

Verwandte Informationen

"Suchen Sie die Appliance im Datacenter"

Suchen Sie SG110 oder SG1100 im Datacenter

Suchen Sie die Appliance, sodass Sie Hardware-Wartungsarbeiten oder -Upgrades
durchflihren kénnen.

Bevor Sie beginnen
« Sie haben festgelegt, welches Gerat gewartet werden muss.

* Um die Appliance in lhrem Rechenzentrum zu finden, "Schalten Sie die blaue Identify-LED ein".

Schritte
1. Finden Sie die Appliance im Rechenzentrum.

o Achten Sie darauf, dass die blaue ldentifizieren-LED auf der Vorderseite oder Rickseite des Gerats
leuchtet.

Die ID-LED auf der Vorderseite befindet sich hinter der Frontblende und ist méglicherweise schwer zu
erkennen, ob die Blende installiert ist.

Die hintere Identifizieren-LED befindet sich in der Mitte des Gerats unter dem Micro-SD-Steckplatz.
o Uberpriifen Sie anhand der an der Vorderseite des Gerats angebrachten Etiketten, ob Sie das richtige
Gerat gefunden haben.
2. Entfernen Sie gegebenenfalls die Frontverkleidung, um Zugang zu den Bedienelementen und Anzeigen
auf der Vorderseite zu erhalten.
Nachdem Sie fertig sind

"Schalten Sie die blaue Identifizieren-LED aus" Wenn Sie es verwendet haben, um das Geréat zu finden.
Driicken Sie den Identifizieren-LED-Schalter auf der Vorderseite des Gerats.
Verwenden Sie die BMC-Schnittstelle des Gerats.
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Schalten Sie SG110 oder SG1100 aus und ein

Sie kdnnen das SG110- oder SG1100-Gerat herunterfahren und zur Durchfiihrung von
Wartungsarbeiten wieder einschalten.

Fahren Sie das SG110- oder SG1100-Gerat herunter

Fahren Sie die Appliance herunter, um eine Hardwarewartung durchzuftihren.

Bevor Sie beginnen
Das ist schon "Das Gerat befindet sich physisch".

Uber diese Aufgabe

Um Serviceunterbrechungen zu vermeiden, fahren Sie die Appliance wahrend eines geplanten
Wartungsfensters herunter, wenn Serviceunterbrechungen akzeptabel sind.

Schritte
1. Fahren Sie das Gerat herunter:

Sie mussen ein kontrolliertes Herunterfahren des Gerats durchfiihren, indem Sie die unten
angegebenen Befehle eingeben. Es ist eine Best Practice, nach Moéglichkeit eine

@ kontrollierte Abschaltung durchzufiihren, um unnétige Warnmeldungen zu vermeiden,
sicherzustellen, dass vollstandige Protokolle verfligbar sind und Serviceunterbrechungen zu
vermeiden.

a. Wenn Sie sich noch nicht beim Grid-Knoten angemeldet haben, melden Sie sich mit PuTTY oder
einem anderen ssh-Client an:

i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
il. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

iv. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

b. Schalten Sie das Gerat aus:
shutdown -h now

Dieser Befehl kann bis zu 10 Minuten in Anspruch nehmen.

2. Uberpriifen Sie anhand einer der folgenden Methoden, ob das Gerét ausgeschaltet ist:

o Sehen Sie sich die LED-Betriebsanzeige an der Vorderseite des Gerats an, und vergewissern Sie sich,
dass sie ausgeschaltet ist.

o Uberpriifen Sie auf der Seite Power Control der BMC-Schnittstelle, ob das Gerat ausgeschaltet ist.

Schalten Sie SG110 oder SG1100 ein, und liberpriifen Sie den Betrieb

Schalten Sie den Controller nach dem Abschluss der Wartung ein.

Bevor Sie beginnen
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e Das ist schon "Controller in einem Schrank oder Rack installiert" Und die Daten- und Stromkabel
angeschlossen.

e Das ist schon "Standort des Controllers im Datacenter".

Schritte
1. Schalten Sie das Gerét ein.

Madglicherweise mussen Sie die Blende entfernen, um auf den Netzschalter zugreifen zu kénnen. Wenn
dies der Fall ist, missen Sie sie anschliefsend wieder einbauen.

2. Uberwachen Sie die Controller-LEDs und die Startcodes mit einer der folgenden Methoden:

o Drucken Sie den Netzschalter an der Vorderseite des Controllers.
> Verwenden Sie die BMC-Schnittstelle des Controllers:

i. "Rufen Sie die BMC-Schnittstelle des Controllers auf".

i. Wahlen Sie Power Control.

ii. Wahlen Sie Einschalten und dann Aktion ausfiihren.

(]
B>

. Firmware Information
a - Power Control onHost serve

Mar 8 2023 09:12:42 UTC

. # Home Power Control
Host Online

Power Actions
#A Dashboard

Host is currently on

@& Sensor
Power Off

System Inventory
Q Power On

FRU Information
Power Cycle

Server Identify NirdReset

i Logs & Reports ACPI Shutdown

£ Settings ( ‘
= O Perform Action

& Remote Control

& Image Redirection

L Host System Diagnostics

Power Control

Maintenance

Sign out

Verwenden Sie die BMC-Schnittstelle, um den Startstatus zu Gberwachen.
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3. Vergewissern Sie sich, dass der Appliance-Controller im Grid Manager und ohne Warnungen angezeigt
wird.

Es kann bis zu 20 Minuten dauern, bis der Controller im Grid Manager angezeigt wird.

@ Nehmen Sie einen anderen Appliance-Node nur offline, wenn diese Appliance Uber ein
griines Symbol verfugt.

4. Vergewissern Sie sich, dass die neue Appliance vollstandig betriebsbereit ist, indem Sie sich beim Grid-
Node Uber PUTTY oder einen anderen ssh-Client anmelden:
a. Geben Sie den folgenden Befehl ein: ssh Appliance IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

d. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:

Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

Verwandte Informationen

"Statusanzeigen anzeigen anzeigen anzeigen"

Andern Sie die Verbindungskonfiguration von SG110 oder SG1100

Sie kdnnen die Ethernet-Link-Konfiguration der Appliance andern, einschlief3lich des Port
Bond-Modus, des Netzwerk-Bond-Modus und der Verbindungsgeschwindigkeit.

Bevor Sie beginnen

Das ist schon "Das Gerat in den Wartungsmodus versetzt".

@ In seltenen Fallen kann es vorkommen, dass eine StorageGRID Appliance in den
Wartungsmodus versetzt wird, damit die Appliance fir den Remote-Zugriff nicht verfiigbar ist.

Schritte

1. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Netzwerke konfigurieren >
Link-Konfiguration aus.

2. Nehmen Sie die gewiinschten Anderungen an der Verbindungskonfiguration vor.

Weitere Informationen zu den Optionen finden Sie unter "Netzwerkverbindungen konfigurieren".

IP-Konfigurationsanderungen, die vorgenommen werden, wahrend sich die Appliance im

@ Wartungsmodus befindet, werden nicht auf die installierte StorageGRID-Umgebung
angewendet. Fuhren Sie den Befehl] aus[change-ip, hachdem Sie die Appliance in
StorageGRID neu gestartet haben.

3. Wenn Sie mit lhrer Auswahl zufrieden sind, klicken Sie auf Speichern.
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Wenn Sie Anderungen am Netzwerk oder an der Verbindung vorgenommen haben, iiber die
Sie verbunden sind, kdnnen Sie die Verbindung verlieren. Wenn die Verbindung nicht

@ innerhalb von 1 Minute wiederhergestellt wird, geben Sie die URL fir den StorageGRID-
Appliance-Installer erneut ein. Verwenden Sie dazu eine der anderen |IP-Adressen, die der
Appliance zugewiesen sind: https://appliance IP:8443

. Nehmen Sie alle erforderlichen Anderungen an den IP-Adressen der Appliance vor.

Wenn Sie Anderungen an den VLAN-Einstellungen vorgenommen haben, hat sich das Subnetz fiir die
Appliance moglicherweise geéndert. Informationen zum Andern der IP-Adressen fiir die Appliance finden
Sie unter "Konfigurieren Sie StorageGRID-IP-Adressen".

. Wahlen Sie im MenU die Option Netzwerk konfigurieren > Ping-Test aus.

. Verwenden Sie das Ping-Test-Tool, um die Verbindung zu IP-Adressen in Netzwerken zu prufen, die
moglicherweise von den Anderungen der Verbindungskonfiguration betroffen sind, die Sie bei der
Konfiguration der Appliance vorgenommen haben.

Zusatzlich zu allen anderen Tests, die Sie durchfiihren mochten, bestatigen Sie, dass Sie die Grid Network
IP-Adresse des primaren Admin-Knotens und die Grid-Netzwerk-IP-Adresse von mindestens einem
anderen Knoten pingen kénnen. Falls erforderlich, kehren Sie zu den Anweisungen zur Konfiguration von
Netzwerkverbindungen zurlick, und beheben Sie etwaige Probleme.

. Wenn Sie damit einverstanden sind, dass die Anderungen der Verbindungskonfiguration ausgefiihrt
werden, booten Sie den Node neu. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die
Option Erweitert > Controller neu starten aus, und wahlen Sie dann eine der folgenden Optionen aus:

o Wahlen Sie Neustart in StorageGRID aus, um den Compute-Controller neu zu starten, wenn der
Knoten wieder dem Grid hinzugefiigt wird. Wahlen Sie diese Option, wenn Sie im Wartungsmodus
ausgefuhrt werden und den Node in den normalen Betrieb zurtickkehren mdchten.

o Wahlen Sie Neustart im Wartungsmodus, um den Compute-Controller neu zu starten, wobei der
Knoten im Wartungsmodus verbleibt. (Diese Option ist nur verfligbar, wenn sich der Controller im
Wartungsmodus befindet.) Wahlen Sie diese Option aus, wenn zusatzliche WartungsmafRnahmen auf
dem Node ausgefiihrt werden mussen, bevor er dem Grid erneut beitreten kann.

Es kann bis zu 20 Minuten dauern, bis das Gerat neu gestartet wird und sich wieder mit dem Netz
verbindet. So bestatigen Sie, dass der Neustart abgeschlossen ist und der Knoten wieder dem Grid
beigetreten ist:

i. Wahlen Sie im Grid Manager NODES aus.
ii. .

Uberprifen Sie, ob der Appliance-Knoten einen normalen Status hat (griines Hékchen-Symbole
links neben dem Knotennamen), was darauf hinweist, dass keine Warnungen aktiv sind und der
Knoten mit dem Grid verbunden ist.

Hardware-Wartungsverfahren

Priifen Sie, ob die Komponente im SG110 oder SG1100 ausgetauscht werden soll

Wenn Sie sich nicht sicher sind, welche Hardwarekomponente in Ihrem Gerat
ausgetauscht werden soll, gehen Sie wie folgt vor, um die Komponente und den Standort
des Gerats im Rechenzentrum zu identifizieren.

Bevor Sie beginnen
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 Sie haben die Seriennummer der Speicher-Appliance, bei der die Komponente ausgetauscht werden
muss.

+ Sie sind im Grid Manager mit einem angemeldet "Unterstutzter Webbrowser".

Uber diese Aufgabe

Gehen Sie wie folgt vor, um das Gerat mit fehlerhafter Hardware zu identifizieren und zu ermitteln, welche der
austauschbaren Hardwarekomponenten nicht ordnungsgemaf funktionieren. Folgende Komponenten kénnen
ausgetauscht werden:

* Netzteile

« Lfter

» Solid State-Laufwerke (SSDs)

* Netzwerkschnittstellenkarten (NICs)
* CMOS-Batterie

Schritte
1. ldentifizieren Sie die fehlerhafte Komponente und den Namen der Appliance, in der sie installiert ist.

a. Wahlen Sie im Grid-Manager ALERTS > Current aus.
Die Seite ,Meldungen® wird angezeigt.

b. Wahlen Sie die Warnmeldung aus, um die Warnungsdetails anzuzeigen.
@ Wahlen Sie die Meldung und nicht die Uberschrift einer Gruppe von Warnungen aus.

c. Notieren Sie den Node-Namen und die eindeutige Identifizierungsbezeichnung der ausgefallenen
Komponente.
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Appliance NIC fault detected

A problem with a network interface card (NIC) in the appliance was 5
detected Active (silence this alert (%)

Recommended actions Data Center 1 ISGanz-uszmesan |

1. Reseat the NIC. Refer to the instructions for your appliance,

€& Critical

2, If necessary, replace the NIC, See the maintenance instructions for your
appliance,
ConnectX-6 Lx EN adapter card,
Time triggered 25GbE, Dual-port SFP28, PCle 4.0 x8,
; : ! YT No Crypto
2023-02-17 13:36:31 EST (2023-02-17 18:36:31 UTC) R

26.33.1048 (MT_0000000531)

| hic3

X1153A

2. Identifizieren Sie das Gehause mit der zu ersetzenden Komponente.
a. Wahlen Sie im Grid Manager die Option NODES aus.

b. Wahlen Sie in der Tabelle auf der Seite Nodes den Namen des Appliance-Storage-Node mit der
fehlerhaften Komponente aus.

c. Wahlen Sie die Registerkarte Hardware aus.

Uberpriifen Sie die Seriennummer * des Compute-Controllers im Abschnitt StorageGRID-Gerét.
Uberpriifen Sie, ob die Seriennummer mit der Seriennummer des Speichergerats libereinstimmt, in
dem Sie die Komponente austauschen. Wenn die Seriennummer Ubereinstimmt, haben Sie das
richtige Gerat gefunden.

= Wenn der Abschnitt StorageGRID-Appliance in Grid-Manager nicht angezeigt wird, ist der
ausgewahlte Knoten keine StorageGRID-Appliance. Wahlen Sie einen anderen Knoten in der
Strukturansicht aus.

= Wenn die Seriennummern nicht Ubereinstimmen, wahlen Sie einen anderen Knoten aus der
Strukturansicht aus.

3. Nachdem Sie den Knoten gefunden haben, an dem die Komponente ersetzt werden muss, notieren Sie
sich die BMC-IP-Adresse der Appliance, die im Abschnitt StorageGRID-Appliance aufgefiihrt ist.

Um die Appliance im Rechenzentrum zu lokalisieren, kdnnen Sie die BMC-IP-Adresse verwenden, um die
LED fur die Gerateidentifierung einzuschalten.

Verwandte Informationen
"Schalten Sie die Appliance Identify-LED ein"
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Ersetzen Sie ein oder beide Netzteile des SG110 oder SG1100

Die Gerate SG110 und SG1100 verfuigen Uber zwei Netzteile fir Redundanz. Wenn eines
der Netzteile ausfallt, missen Sie es so schnell wie mdglich austauschen, um
sicherzustellen, dass das Gerat Uber eine redundante Stromversorgung verfugt. Beide
Netzteile, die im Gerat betrieben werden, missen das gleiche Modell und die gleiche
Nennleistung aufweisen.

Bevor Sie beginnen
» Das ist schon "Das Gerat befindet sich physisch" Bei zu ersetzenden Netzteilen.

» Das ist schon "Standort des zu ersetzenden Netzteils ermittelt".
* Wenn Sie nur ein Netzteil ersetzen:

> Sie haben das Ersatznetzteil entpackt und sichergestellt, dass es das gleiche Modell und die gleiche
Stromleistung wie das Netzteil ist, das Sie ersetzen.

> Sie haben bestatigt, dass das andere Netzteil installiert ist und in Betrieb ist.
* Wenn Sie beide Netzteile gleichzeitig ersetzen:
> Sie haben die Ersatz-Netzteile entpackt und sichergestellt, dass sie das gleiche Modell und die gleiche
Wattzahl haben.

Uber diese Aufgabe

Die Abbildung zeigt die beiden Netzteile fiir die SG110 und SG1100. Die Netzteile sind von der Riickseite des
Gerats zuganglich.

Schritte

1. Wenn Sie nur ein Netzteil ersetzen, miissen Sie das Gerat nicht herunterfahren. Wechseln Sie zum Ziehen
Sie das Netzkabel ab Schritt: Wenn Sie beide Netzteile gleichzeitig ersetzen, gehen Sie folgendermalen
vor, bevor Sie die Netzkabel abziehen:

a. "Schalten Sie das Geréat aus".

2. [[Trenne den Netzstecker_Power_cordel, Start=2]]] Trennen Sie das Netzkabel von jedem zu ersetzenden
Netzteil.

Von der Riickseite des Gerats aus gesehen befindet sich das Netzteil A (PSUQ) auf der rechten Seite und
das Netzteil B (PSU1) auf der linken Seite.

3. Heben Sie den Griff am ersten zu ersetzenden Netzteil an.

4. Dricken Sie auf den blauen Riegel, und ziehen Sie das Netzteil heraus.
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5. Schieben Sie das Ersatznetzteil mit der blauen Verriegelung nach rechts in das Gehause.
(D Beide Netzteile missen das gleiche Modell und die gleiche Wattzahl haben.

Stellen Sie sicher, dass sich die blaue Verriegelung auf der rechten Seite befindet, wenn Sie die
Ersatzeinheit einschieben.

Sie werden ein Klicken splren, wenn das Netzteil einrastet.

6. Driicken Sie den Griff wieder gegen das Gehause des Netzteils.

7. Wenn Sie beide Netzteile austauschen, wiederholen Sie die Schritte 2 bis 6, um das zweite Netzteil
auszutauschen.

8. "Schliel’en Sie die Stromkabel an die ersetzten Gerate an, und wenden Sie Strom an".

Nach dem Austausch des Teils senden Sie das fehlerhafte Teil an NetApp zurtick, wie in den mit dem Kit
gelieferten RMA-Anweisungen beschrieben. Siehe "Teilerlickgabe Austausch" Seite flr weitere Informationen.

Ersetzen Sie den Liifter in einem SG110 oder SG1100

Die SG110- oder SG1100-Gerate verfugen Uber acht Lufter. Wenn einer der Lifter
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ausfallt, mussen Sie ihn so schnell wie mdglich austauschen, um sicherzustellen, dass
das Gerat ordnungsgemaf gekuhlt wird.

Bevor Sie beginnen
 Sie haben den richtigen Ersatzllfter.

» Das ist schon "Die Position des auszutauenden Lufters ermittelt".

* Das ist schon "Das SG110- oder SG1100-Gerat befindet sich in einem physischen Standort" Wo Sie den
Lifter im Rechenzentrum austauschen.

@ A "Kontrolliertes Herunterfahren des Gerats" Ist erforderlich, bevor Sie das Gerat aus dem
Rack entfernen.

 Sie haben alle Kabel und getrennt "Die Gerateabdeckung entfernt".

+ Sie haben bestatigt, dass die anderen Lufter installiert sind und ausgefiihrt werden.

Uber diese Aufgabe

Um Serviceunterbrechungen zu vermeiden, vergewissern Sie sich, dass alle anderen Storage-Nodes mit dem
Grid verbunden sind, bevor Sie den Lufteraustausch starten oder den Lufter wahrend eines geplanten
Wartungsfensters austauschen, wenn Serviceunterbrechungen akzeptabel sind. Siehe die Informationen Gber
"Monitoring der Verbindungsstatus der Nodes".

Auf den Gerateknoten kann nicht zugegriffen werden, wenn Sie den Lifter austauschen.

Die Abbildung zeigt einen Lifter fur das Gerat, dessen elektrischer Anschluss markiert ist. Die Kuhlltfter sind
zuganglich, nachdem Sie die obere Abdeckung aus dem Gerat nehmen.

@ Jede der beiden Netzteile enthalt zudem einen Lufter. Die Netzteilllfter sind in diesem Verfahren
nicht enthalten.
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Schritte

1. Wickeln Sie das Gurt-Ende des ESD-Armbands um Ihr Handgelenk, und befestigen Sie das Clip-Ende auf
einer Metallmasse, um eine statische Entladung zu verhindern.

2. Suchen Sie den Lifter, den Sie ersetzen missen.

Die acht Lifter befinden sich in den folgenden Positionen im Gehause (vordere Halfte des StorageGRID-
Gerats mit entfernter oberer Abdeckung):
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Liftereinheit

1 Fan_SYSO0
2 Fan_SYS1
3 Fan_SYS2
4 Fan_SYS3
5 Fan_SYS4
6 Fan_SYS5
7 Fan_SYS6
8 Fan_SYS7

3. Heben Sie den defekten Lifter mithilfe der blauen Laschen am Lifter aus dem Gehause.
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4. Schieben Sie den Ersatzlifter in den offenen Steckplatz des Gehauses.
Richten Sie den Stecker am Lufter mit der Buchse auf der Platine aus.

5. Dricken Sie den Lufteranschluss fest in die Platine (Buchse hervorgehoben).
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Nachdem Sie fertig sind

1. "Setzen Sie die obere Abdeckung wieder auf das Gerat"Und driicken Sie die Verriegelung nach unten, um
die Abdeckung zu sichern.
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2. "Schalten Sie das Gerat ein" Und Uberwachen Sie die LEDs und Startcodes des Gerats.
Verwenden Sie die BMC-Schnittstelle, um den Boot-up-Status zu tiberwachen.

3. Vergewissern Sie sich, dass der Appliance-Node im Grid Manager angezeigt wird und keine Meldungen
angezeigt werden.

Nach dem Austausch des Teils senden Sie das fehlerhafte Teil an NetApp zurick, wie in den mit dem Kit
gelieferten RMA-Anweisungen beschrieben. Siehe "Teilerickgabe Austausch" Seite flr weitere Informationen.

Ersetzen Sie die Laufwerke im SG110 oder SG1100

Die Service Appliances SG110 und SG1100 enthalten zwei SSD-Laufwerke. Die
Laufwerke werden aus Redundanzgrinden mithilfe von RAID1 gespiegelt. Wenn eines
der Laufwerke ausfallt, mussen Sie es so schnell wie moglich ersetzen, um Redundanz
sicherzustellen.

Bevor Sie beginnen
* Das ist schon "Das Gerat befindet sich physisch".

« Sie haben Uberprift, welches Laufwerk ausgefallen ist, indem Sie feststellen, dass die linke LED des
Laufwerks gelb leuchtet oder den Grid Manager flr verwenden "Zeigen Sie die Warnung an, die durch das
ausgefallene Laufwerk verursacht wurde".

@ Informationen zur Anzeige von Statusanzeigen zur Uberpriifung des Fehlers finden Sie
unter.

« Sie haben das Ersatzlaufwerk erhalten.
 Sie haben einen angemessenen ESD-Schutz erhalten.

Schritte

1. Stellen Sie sicher, dass die linke Fehler-LED des Laufwerks gelb leuchtet, oder verwenden Sie die
Laufwerksteckplatz-ID aus der Warnmeldung, um das Laufwerk zu finden.

Die Laufwerke befinden sich in den folgenden Positionen im Gehause (Vorderseite des Gehauses mit
entfernter Blende):

2. Wickeln Sie das Gurt-Ende des ESD-Armbands um Ihr Handgelenk, und befestigen Sie das Clip-Ende auf
einer Metallmasse, um eine statische Entladung zu verhindern.

3. Packen Sie das Ersatzlaufwerk aus und legen Sie es in der Nahe des Gerats auf eine statische, Ebene
Flache.

Alle Verpackungsmaterialien speichern.

4. Dricken Sie die Entriegelungstaste am ausgefallenen Laufwerk.
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I, Press tha
redease button

Aftertlion: Ensune
that the ray handis
is fulty apen before
you altempl o slide
li. Fiace the drive on a the drive cul

static-free, level surface.

Der Griff an den Antriebsfedern 6ffnet sich teilweise, und das Laufwerk [6st sich aus dem Schlitz.

5. Offnen Sie den Griff, schieben Sie das Laufwerk heraus und legen Sie es auf eine statisch freie, Ebene
Oberflache.

6. Drucken Sie die Entriegelungstaste am Ersatzlaufwerk, bevor Sie es in den Laufwerkschacht einsetzen.

Die Verriegelungsfedern 6ffnen sich.

ii. Close the drive tray handle
Node: Do not use exoessive force
while closing the handia.

7. Setzen Sie das Ersatzlaufwerk in den Steckplatz ein, und schlie®en Sie dann den Laufwerkgriff.
@ Beim Schlielen des Giriffs keine UbermaRige Kraft anwenden.

Wenn das Laufwerk vollstandig eingesetzt ist, héren Sie einen Kilick.
Das ersetzte Laufwerk wird automatisch mit gespiegelten Daten vom Arbeitslaufwerk neu erstellt. Sie
kénnen den Status der Neuerstellung mithilfe des Grid Manager Uberprifen. Gehen Sie zu NODES >

Appliance Node > Hardware. Das Feld Speicher-RAID-Modus enthalt eine Meldung ,Neuaufbau®, bis
das Laufwerk vollstandig neu erstellt wurde.

Nach dem Austausch des Teils senden Sie das fehlerhafte Teil an NetApp zurick, wie in den mit dem Kit
gelieferten RMA-Anweisungen beschrieben. Siehe "Teilerlickgabe Austausch" Seite flr weitere Informationen.

Ersetzen Sie die NIC in einem SG110 oder SG1100

Mdglicherweise mussen Sie eine Netzwerkschnittstellenkarte (NIC) im SG110 oder
SG1100 austauschen, wenn sie nicht optimal funktioniert oder ausgefallen ist.

Mit diesen Verfahren kbnnen Sie:

» Entfernen Sie die NIC

* |nstallieren Sie die NIC neu
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Entfernen Sie die NIC

Bevor Sie beginnen
 Sie haben die richtige Ersatz-NIC.
« Sie haben die festgelegt "Position der zu ersetzenden NIC".

* Das ist schon "Das SG110- oder SG1100-Gerat befindet sich in einem physischen Standort" Wo Sie die
NIC im Rechenzentrum ersetzen.

@ A "Kontrolliertes Herunterfahren des Gerats" Ist erforderlich, bevor Sie das Gerat aus dem
Rack entfernen.

 Sie haben alle Kabel und getrennt "Die Gerateabdeckung entfernt".

Uber diese Aufgabe

Um Serviceunterbrechungen zu vermeiden, vergewissern Sie sich, dass alle anderen Speicher-Nodes mit dem
Grid verbunden sind, bevor Sie den Austausch der Netzwerkschnittstellenkarte (NIC) starten oder die NIC
wahrend eines geplanten Wartungsfensters austauschen, wenn Serviceunterbrechungen akzeptabel sind.
Siehe die Informationen tber "Monitoring der Verbindungsstatus der Nodes".

Schritte

1. Wickeln Sie das Gurt-Ende des ESD-Armbands um |Ihr Handgelenk, und befestigen Sie das Clip-Ende auf
einer Metallmasse, um eine statische Entladung zu verhindern.

2. Suchen Sie die Riserbaugruppe, in der sich die NIC auf der Ruckseite des Gerats befindet.

Die drei NICs im Gerat befinden sich in zwei Riserbaugruppen an den Positionen im Gehause, die auf dem
Foto gezeigt werden (Rickseite des Gerats mit entfernter oberer Abdeckung):
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Geréte- oder Teilename

1 Schluck1/Schluck2

2 Mtc1/mtc2

3 Hik3/hik4

4 Steckplatzbaugruppe mit

zwei Steckplatzen

5 Steckplatzbaugruppe

Beschreibung

10/25-GbE-Ethernet-Netzwerkports in der zwei-Port-Riser-
Baugruppe

1/10GBase-T-Management-Ports in der zwei-Port-Riser-
Baugruppe

10/25-GbE-Ethernet-Netzwerkports in der ein-Port-Riser-
Baugruppe

Unterstutzung fir eine der 10/25-GbE-NICs und die
1/10GBase-T-NIC

Unterstltzung fur eine der 10/25-GbE-NICs

3. Fassen Sie die Riser-Baugruppe mit der fehlerhaften NIC durch die blau markierten Lécher, und heben Sie
sie vorsichtig nach oben. Bewegen Sie die Riser-Baugruppe beim Anheben in Richtung
Gehausevorderseite, damit die externen Anschlisse in den installierten NICs das Gehause entfernen

kdénnen.

4. Platzieren Sie den Riser auf einer flachen antistatischen Oberflache mit der Metallrahmen-Seite nach

unten, um Zugang zu den NICs zu erhalten.

o Zwei-Steckplatz-Riser-Baugruppe mit zwei NICs
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5. Offnen Sie die blaue Verriegelung (eingekreist) auf der zu ersetzenden NIC, und entfernen Sie die NIC
vorsichtig aus der Riserbaugruppe. Fuhren Sie die NIC leicht durch, um die NIC aus ihrem Anschluss zu
entfernen. Verwenden Sie keine UbermaRige Kraft.

6. Stellen Sie die NIC auf eine flache antistatische Oberflache.

Installieren Sie die interne NIC neu

Installieren Sie die Ersatz-NIC an derselben Stelle wie die entfernte.

Bevor Sie beginnen
 Sie haben die richtige Ersatz-NIC.

» Sie haben die vorhandene fehlerhafte NIC entfernt.

Schritte

1. Wickeln Sie das Gurt-Ende des ESD-Armbands um Ihr Handgelenk, und befestigen Sie das Clip-Ende auf
einer Metallmasse, um eine statische Entladung zu verhindern.

2. Nehmen Sie die Ersatz-NIC aus der Verpackung.

3. Wenn Sie eine der NICs in der Riserbaugruppe mit zwei Steckplatzen austauschen, gehen Sie wie folgt
VOr:

a. Stellen Sie sicher, dass sich die blaue Verriegelung in der gedffneten Position befindet.

b. Richten Sie die NIC an ihrem Anschluss an der Riserbaugruppe aus. Driicken Sie die NIC vorsichtig in
den Anschluss, bis sie vollstandig eingesetzt ist, wie auf dem Foto gezeigt, und schlieRen Sie dann die
blaue Verriegelung.
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c. Suchen Sie die Ausrichtungsbohrung auf der Riserbaugruppe mit zwei Steckplatzen (eingekreist), die
mit einem Flhrungsstift auf der Systemplatine ausgerichtet ist, um sicherzustellen, dass die
Riserbaugruppe richtig positioniert ist.

65



66




e. Positionieren Sie die Riser-Baugruppe im Gehause, und achten Sie darauf, dass sie mit dem
Anschluss auf der Systemplatine und dem Fuhrungsstift ausgerichtet ist.

f. Dricken Sie die Steckerbaugruppe mit zwei Steckplatzen vorsichtig entlang der Mittellinie neben den
blau markierten Léchern, bis sie vollstandig eingesetzt ist.

4. Wenn Sie die NIC in der Einsteckkarte austauschen, gehen Sie wie folgt vor:
a. Stellen Sie sicher, dass sich die blaue Verriegelung in der gedtffneten Position befindet.

b. Richten Sie die NIC an ihrem Anschluss an der Riserbaugruppe aus. Driicken Sie die NIC vorsichtig in
den Anschluss, bis sie wie auf dem Foto gezeigt vollstandig eingesetzt ist, und schlieRen Sie die blaue
Verriegelung.

¢. Suchen Sie die Ausrichtungsbohrung auf der Einsteckkarte (eingekreist), die mit einem Fihrungsstift
auf der Systemplatine ausgerichtet ist, um sicherzustellen, dass die Riserbaugruppe richtig positioniert
ist.
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e. Positionieren Sie die Steckplatzbaugruppe im Gehause, und achten Sie darauf, dass sie mit dem
Anschluss auf der Systemplatine und dem Fihrungsstift ausgerichtet ist.

f. Dricken Sie die Steckerbaugruppe mit einem Steckplatz vorsichtig entlang der Mittellinie neben den
blau markierten Léchern, bis sie vollstandig eingesetzt ist.

5. Entfernen Sie die Schutzkappen von den NIC-Ports, an denen Sie die Kabel neu installieren.

Nachdem Sie fertig sind
Wenn Sie keine weiteren Wartungsmalfnahmen im Gerat durchfiihren missen, setzen Sie die
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Gerateabdeckung wieder ein, bringen Sie das Gerat wieder in das Rack ein, schliefien Sie die Kabel an und
schalten Sie das Gerat mit Strom aus.

Nach dem Austausch des Teils senden Sie das fehlerhafte Teil an NetApp zurick, wie in den mit dem Kit
gelieferten RMA-Anweisungen beschrieben. Siehe "Teilerlickgabe Austausch" Seite fir weitere Informationen.

Ersetzen Sie die CMOS-Batterie in einem SG110 oder SG1100

Gehen Sie wie folgt vor, um die CMOS-Knopfzellenbatterie auf der Systemplatine
auszutauschen.

Mit diesen Verfahren konnen Sie:

« Entfernen Sie die CMOS-Batterie

« Setzen Sie die CMOS-Batterie wieder ein

Entfernen Sie die CMOS-Batterie
Bevor Sie beginnen
* Das ist schon "SG110 oder SG1100 geprtift, wo die CMOS-Batterie ausgetauscht werden muss".

* Das ist schon "Das SG110- oder SG1100-Gerat befindet sich in einem physischen Standort" Wo Sie die
CMOS-Batterie im Rechenzentrum austauschen.

+ Sie haben die aktuelle BMC-Konfiguration der Appliance aufgezeichnet, sofern sie weiterhin verfiigbar ist.
a. Melden Sie sich bei der zu ersetzenden Appliance an:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgefihrte Passwort ein Passwords. txt Datei:
il. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

iv. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

b. Geben Sie ein: run-host-command ipmitool lan print Um die aktuelle BMC-Konfiguration fiir
die Appliance anzuzeigen.

@ A "Kontrolliertes Herunterfahren des Gerats" Ist erforderlich, bevor Sie das Geréat aus
dem Rack entfernen.

+ Sie haben alle Kabel und getrennt "Die Gerateabdeckung entfernt".

Uber diese Aufgabe

Um Serviceunterbrechungen zu vermeiden, vergewissern Sie sich, dass alle anderen Speicher-Nodes mit dem
Stromnetz verbunden sind, bevor Sie den Austausch der CMOS-Batterie starten, oder tauschen Sie die
Batterie wahrend eines geplanten Wartungsfensters aus, wenn Serviceunterbrechungen akzeptabel sind.
Siehe die Informationen tber "Monitoring der Verbindungsstatus der Nodes".

Schritte

1. Wickeln Sie das Gurt-Ende des ESD-Armbands um Ihr Handgelenk, und befestigen Sie das Clip-Ende auf
einer Metallmasse, um eine statische Entladung zu verhindern.
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2. Suchen Sie die Steckerbaugruppe mit zwei Steckplatzen an der Rickseite des Gerats.

i:l’ll‘lll pan

3. Fassen Sie die Riserbaugruppe durch die blau markierten Locher und heben Sie sie vorsichtig nach oben.
Bewegen Sie die Riser-Baugruppe beim Anheben in Richtung Gehausevorderseite, damit die externen
Anschlisse in den installierten NICs das Gehause entfernen kdnnen.

4. Platzieren Sie die Riserkarte auf einer flachen antistatischen Oberflache mit der Metallrahmen-Seite nach
unten.

5. Suchen Sie den CMOS-Akku auf der Systemplatine in der Position unter der entfernten Riserbaugruppe.
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6. Driicken Sie den Halteclip (hervorgehoben) mit dem Finger oder einem Hebelwerkzeug aus Kunststoff von

der Batterie weg, um ihn aus der Steckdose zu ziehen.

—

:

-

e

7. Entfernen Sie die Batterie, und entsorgen Sie sie ordnungsgemali.

Setzen Sie die CMOS-Batterie wieder ein

Setzen Sie den Ersatz-CMOS-Akku in den Sockel auf der Systemplatine ein.

Bevor Sie beginnen
+ Sie haben die richtige Ersatz-CMOS-Batterie (CR2032).

» Sie haben die fehlerhafte CMOS-Batterie entfernt.

Schritte
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. Wickeln Sie das Gurt-Ende des ESD-Armbands um |hr Handgelenk, und befestigen Sie das Clip-Ende auf

einer Metallmasse, um eine statische Entladung zu verhindern.

. Entfernen Sie den CMOS-Akku aus der Verpackung.

. Dricken Sie den Ersatzakku mit der positiven (+) Seite nach oben in den leeren Sockel auf der

Systemplatine, bis der Akku einrastet.

. Suchen Sie die Ausrichtungsbohrung auf der Riserbaugruppe mit zwei Steckplatzen (eingekreist), die mit

dem FlUhrungsstift auf der Systemplatine ausgerichtet ist, um sicherzustellen, dass die Riserbaugruppe
richtig positioniert ist.

5. Suchen Sie den Fuhrungsstift auf der Systemplatine
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Positionieren Sie die Riser-Baugruppe im Gehause, und achten Sie darauf, dass sie mit dem Anschluss
auf der Systemplatine und dem Fihrungsstift ausgerichtet ist.

Dricken Sie die Steckerbaugruppe mit zwei Steckplatzen vorsichtig entlang der Mittellinie neben den blau
markierten Lochern, bis sie vollstandig eingesetzt ist.

Wenn Sie keine weiteren Wartungsmafnahmen im Gerat durchfiihren missen, setzen Sie die
Gerateabdeckung wieder ein, bringen Sie das Gerat wieder in das Rack ein, schlielen Sie die Kabel an
und schalten Sie das Gerat mit Strom aus.

Wenn die Laufwerkverschlisselung fiir die SED-Laufwerke auf der ersetzten Appliance aktiviert war,
mussen Sie dies tun "Geben Sie die Passphrase fur die Laufwerkverschlisselung ein" So greifen Sie auf
die verschlusselten Laufwerke zu, wenn die Ersatz-Appliance zum ersten Mal gestartet wird.

Wenn die von Ihnen ersetzte Appliance einen Verschlisselungsmanagement-Server (KMS) zum
Management der Schlissel fiir die Node-Verschliisselung verwendet hat, ist moglicherweise eine
zusatzliche Konfiguration erforderlich, bevor der Node dem Grid beitreten kann. Wenn der Node nicht
automatisch in das Raster integriert wird, stellen Sie sicher, dass diese Konfigurationseinstellungen auf die
neue Appliance Ubertragen wurden, und konfigurieren Sie manuell alle Einstellungen, die nicht Uber die
erwartete Konfiguration verfligen:

o "Konfigurieren Sie StorageGRID-Verbindungen"
o "Konfigurieren Sie die Node-Verschlisselung fir die Appliance"
Melden Sie sich bei der Appliance an:
a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
d. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:

Stellen Sie die BMC-Netzwerkverbindung fur die Appliance wieder her. Es gibt zwei Mdglichkeiten:
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> Verwenden Sie statische IP, Netzmaske und Gateway
> Verwenden Sie DHCP, um eine IP, eine Netzmaske und ein Gateway zu erhalten

i. Geben Sie zum Wiederherstellen der BMC-Konfiguration fiir die Verwendung einer statischen IP,
Netzmaske und eines Gateways die folgenden Befehle ein:

run-host-command ipmitool lan set 1 ipsrc static
run-host-command ipmitool lan set 1 ipaddr Appliance IP
run-host-command ipmitool lan set 1 netmask Netmask IP
run-host-command ipmitool lan set 1 defgw ipaddr Default gateway

i. Geben Sie den folgenden Befehl ein, um die BMC-Konfiguration so wiederherzustellen, dass DHCP
zum Abrufen einer IP, einer Netmask und eines Gateways verwendet wird:

run-host-command ipmitool lan set 1 ipsrc dhcp

13. Stellen Sie nach dem Wiederherstellen der BMC-Netzwerkverbindung eine Verbindung zur BMC-
Schnittstelle her, um die zusatzlich angewendete benutzerdefinierte BMC-Konfiguration zu prifen und
wiederherzustellen. Sie sollten beispielsweise die Einstellungen fir SNMP-Trap-Ziele und E-Mail-
Benachrichtigungen bestatigen. Siehe "Konfigurieren Sie die BMC-Schnittstelle”.

14. Vergewissern Sie sich, dass der Appliance-Node im Grid Manager angezeigt wird und keine Meldungen
angezeigt werden.

SG110- und SG1100-Abdeckung austauschen

Entfernen Sie die Gerateabdeckung, um zu Wartungszwecken Zugang zu den internen
Komponenten zu erhalten, und bringen Sie die Abdeckung wieder an, wenn Sie fertig
sind.

Entfernen Sie die Abdeckung

Bevor Sie beginnen
"Nehmen Sie das Gerat aus dem Schrank oder Rack" Um auf die obere Abdeckung zuzugreifen.

Schritte

1. Stellen Sie sicher, dass die Verriegelung der Gerateabdeckung nicht verriegelt ist. Falls erforderlich,
drehen Sie die blaue Kunststoffverriegelung um eine Vierteldrehung in die Entsperrungsrichtung, wie auf
der Verriegelung gezeigt.

2. Drehen Sie den Riegel nach oben und zurlck in Richtung der Riickseite des Gerategehauses, bis er
anhalt. Heben Sie dann die Abdeckung vorsichtig vom Gehause ab und legen Sie sie beiseite.
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Wickeln Sie das Gurtende eines ESD-Armbands um lhr Handgelenk, und befestigen Sie das
@ Clip-Ende an einem Metallboden, um eine statische Entladung bei Arbeiten im Inneren des
Geréats zu verhindern.

Setzen Sie die Abdeckung wieder ein

Bevor Sie beginnen
Sie haben alle Wartungsarbeiten im Gerat durchgefihrt.

Schritte

1. Halten Sie bei gedffneter Abdeckungsverriegelung die Abdeckung tber dem Gehaduse und richten Sie die
Offnung in der oberen Abdeckung an dem Stift im Gehause aus. Wenn die Abdeckung ausgerichtet ist,
senken Sie sie auf das Gehause ab.

2. Drehen Sie die Verriegelung nach vorne und unten, bis sie anhalt und die Abdeckung vollstandig im
Gehause sitzt. Stellen Sie sicher, dass an der Vorderkante der Abdeckung keine Licken vorhanden sind.

Wenn die Abdeckung nicht vollstandig eingesetzt ist, kbnnen Sie das Gerat moglicherweise nicht in das
Rack schieben.
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3. Optional: Drehen Sie die blaue Kunststoffverriegelung um eine Vierteldrehung in die Schlossrichtung, wie
auf der Verriegelung gezeigt, um sie zu verriegeln.

Nachdem Sie fertig sind
"Setzen Sie das Gerat wieder in den Schrank oder das Rack ein".

SG110- oder SG110-Gerédte austauschen

Moglicherweise mussen Sie das Gerat austauschen, wenn es nicht optimal funktioniert
oder es ausgefallen ist.

Bevor Sie beginnen

+ Sie haben ein Ersatzgerat mit der gleichen Teilenummer wie das Gerét, das Sie austauschen. Uberprifen
Sie die an der Vorderseite der Gerate angebrachten Etiketten, um sicherzustellen, dass die Teilenummern
Ubereinstimmen.

« Sie verfugen uber Etiketten, um jedes Kabel zu identifizieren, das mit dem Gerat verbunden ist.

» Das ist schon "Das Gerat befindet sich physisch".

Uber diese Aufgabe

Auf den StorageGRID-Node kann nicht zugegriffen werden, wenn Sie die Appliance ersetzen. Wenn das Gerat
ausreichend funktioniert, kdnnen Sie zu Beginn dieses Verfahrens eine kontrollierte Abschaltung durchfiihren.

Wenn Sie die Appliance vor der Installation der StorageGRID-Software ersetzen, kénnen Sie
nach Abschluss dieses Verfahrens moglicherweise nicht sofort auf den StorageGRID Appliance
Installer zugreifen. Sie kbnnen zwar von anderen Hosts im selben Subnetz wie die Appliance
@ auf das Installationsprogramm der StorageGRID-Appliance zugreifen, kdnnen jedoch nicht von

Hosts in anderen Subnetzen darauf zugreifen. Diese Bedingung sollte sich innerhalb von 15
Minuten I6sen (wenn ein ARP-Cache-Eintrag fiir die urspriingliche Appliance-Zeit vorliegt), oder
Sie kdnnen den Zustand sofort Idschen, indem Sie alle alten ARP-Cache-Eintrdge manuell vom
lokalen Router oder Gateway I6schen.

Schritte
1. Zeigt die aktuellen Konfigurationen des Gerats an und zeichnet sie auf.

a. Melden Sie sich bei der zu ersetzenden Appliance an:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
il. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

iv. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

b. Geben Sie Ein: run-host-command ipmitool lan print Zeigt die aktuellen BMC-
Konfigurationen fir die Appliance an.

2. "Schalten Sie das Gerat aus".

3. Wenn eine der Netzwerkschnittstellen auf dieser StorageGRID-Appliance fiir DHCP konfiguriert ist,
mussen Sie die permanenten DHCP-Lease-Zuordnungen auf den DHCP-Servern aktualisieren, um auf die
MAC-Adressen der Ersatz-Appliance zu verweisen. Dadurch wird sichergestellt, dass der Appliance die
erwarteten IP-Adressen zugewiesen werden.
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Wenden Sie sich an Ihren Netzwerk- oder DHCP-Server-Administrator, um die permanenten DHCP-Lease-
Zuweisungen zu aktualisieren. Der Administrator kann die MAC-Adressen der Ersatz-Appliance anhand
der DHCP-Serverprotokolle ermitteln oder die MAC-Adresstabellen in den Switches Uberprifen, mit denen
die Ethernet-Ports der Appliance verbunden sind.

4. Entfernen und ersetzen Sie das Gerat:

a. Beschriften Sie die Kabel und trennen Sie dann die Kabel und alle Netzwerk-Transceiver.

@ Um LeistungseinbulRen zu vermeiden, sollten Sie die Kabel nicht verdrehen, falten,
zusammendriicken oder treten.

b. "Entfernen Sie das fehlerhafte Gerat aus dem Schrank oder Rack".
c. Notieren Sie sich die Position der austauschbaren Komponenten (zwei Netzteile, acht Lifter, drei NICs
und zwei SSDs) im ausgefallenen Gerat.

Die beiden Laufwerke befinden sich in den folgenden Positionen im Gehause (Vorderseite des
Gehauses mit entfernter Blende):

Laufwerk
1 HDDO0O
2 HDDO1

d. Ubertragen Sie die austauschbaren Komponenten auf das Ersatzgerét.

Befolgen Sie die Wartungsanweisungen, um die austauschbaren Komponenten wieder einzusetzen.

Wenn Sie die Daten auf den Laufwerken behalten mochten, setzen Sie die SSD-Laufwerke
in dieselben Laufwerkssteckplatze ein, die sie im ausgefallenen Gerat belegt haben. Wenn

@ Sie dies nicht tun, zeigt das Appliance-Installationsprogramm eine Warnung an und Sie
mussen die Laufwerke in die richtigen Steckplatze einsetzen und die Appliance neu starten,
bevor sie wieder dem Netz beitreten kann.

a. "Setzen Sie das Ersatzgerat in den Schrank oder das Rack ein".
b. Ersetzen Sie die Kabel und optische Transceiver.
5. Schalten Sie das Geréat ein.

6. Wenn die Hardwareverschlisselung fur die SED-Laufwerke auf der Appliance, die Sie ausgetauscht
haben, aktiviert war, missen Sie dies tun "Geben Sie die Passphrase fur die Laufwerkverschlisselung ein"
So greifen Sie auf die verschliUsselten Laufwerke zu, wenn die Ersatz-Appliance zum ersten Mal gestartet
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wird.

. Warten Sie, bis die Appliance wieder mit dem Raster verbunden ist. Wenn die Appliance nicht erneut dem

Raster angeschlossen wird, befolgen Sie die Anweisungen auf der Startseite des StorageGRID-
Gerateinstallationsprogramms, um Probleme zu beheben.

Um Datenverluste zu vermeiden, wenn das Appliance Installer anzeigt, dass physische
Hardwareanderungen erforderlich sind, z. B. das Verschieben von Festplattenlaufwerken in
verschiedene Steckplatze, schalten Sie die Appliance vor Hardwareanderungen aus.

. Wenn die von Ihnen ersetzte Appliance einen Verschlisselungsmanagement-Server (KMS) zum

Management der Schlissel fir die Node-Verschlisselung verwendet hat, ist moglicherweise eine
zusatzliche Konfiguration erforderlich, bevor der Node dem Grid beitreten kann. Wenn der Node nicht
automatisch in das Raster integriert wird, stellen Sie sicher, dass diese Konfigurationseinstellungen auf die
neue Appliance Ubertragen wurden, und konfigurieren Sie manuell alle Einstellungen, die nicht Uber die
erwartete Konfiguration verfiigen:

o "Konfigurieren Sie StorageGRID-Verbindungen"

o "Konfigurieren Sie die Node-Verschlisselung fur die Appliance"

. Melden Sie sich bei der ersetzten Appliance an:

a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
Stellen Sie die BMC-Netzwerkverbindung fur die ersetzte Appliance wieder her. Es gibt zwei Méglichkeiten:

> VVerwenden Sie statische IP, Netzmaske und Gateway

> VVerwenden Sie DHCP, um eine IP, eine Netzmaske und ein Gateway zu erhalten

i. Geben Sie zum Wiederherstellen der BMC-Konfiguration fiir die Verwendung einer statischen IP,
Netzmaske und eines Gateways die folgenden Befehle ein:

run-host-command ipmitool lan set 1 ipaddr Appliance IP
run-host-command ipmitool lan set 1 netmask Netmask IP
run-host-command ipmitool lan set 1 defgw ipaddr Default gateway

i. Geben Sie den folgenden Befehl ein, um die BMC-Konfiguration so wiederherzustellen, dass DHCP
zum Abrufen einer IP, einer Netmask und eines Gateways verwendet wird:

run-host-command ipmitool lan set 1 ipsrc dhcp

Stellen Sie nach dem Wiederherstellen der BMC-Netzwerkverbindung eine Verbindung zur BMC-
Schnittstelle her, um die zusatzlich angewendete benutzerdefinierte BMC-Konfiguration zu prifen und
wiederherzustellen. Sie sollten beispielsweise die Einstellungen fir SNMP-Trap-Ziele und E-Mail-
Benachrichtigungen bestatigen. Siehe "Konfigurieren Sie die BMC-Schnittstelle".

Vergewissern Sie sich, dass der Appliance-Node im Grid Manager angezeigt wird und keine Meldungen
angezeigt werden.


https://docs.netapp.com/de-de/storagegrid-appliances/installconfig/accessing-storagegrid-appliance-installer.html
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https://docs.netapp.com/de-de/storagegrid-appliances/installconfig/configuring-bmc-interface.html

Verwandte Informationen

« "Statusanzeigen anzeigen anzeigen anzeigen"
* "Anzeigen von Startcodes flir die Appliance"

Nach dem Austausch des Teils senden Sie das fehlerhafte Teil an NetApp zurick, wie in den mit dem Kit
gelieferten RMA-Anweisungen beschrieben. Siehe "Teilerickgabe Austausch" Seite flr weitere Informationen.

Verlegung von SG110 und SG1100 in Schrank oder Rack

Nehmen Sie das SG110 oder SG1100 aus einem Schrank oder Rack, um auf die obere
Abdeckung zuzugreifen oder das Gerat an einen anderen Ort zu bringen. Setzen Sie das
Gerat dann nach Abschluss der Hardwarewartung in einen Schrank oder ein Rack ein.

SG110 oder SG1100 aus Schrank oder Rack entfernen

Bevor Sie beginnen

 Jedes Kabel, das an den SG110 oder SG1100 angeschlossen ist, muss mit Etiketten gekennzeichnet
werden.

* Das ist schon "Die SG110 oder SG1100 physisch befindet" Wo Sie Wartungsarbeiten im Rechenzentrum
durchfuhren.

» Sie haben "Fahren Sie die SG110 oder SG1100 herunter".

@ Schalten Sie das Gerat nicht Uber den Netzschalter aus.

Schritte
1. Beschriften Sie die Netzkabel des Geréats, und ziehen Sie sie ab.

2. Wickeln Sie das Gurt-Ende des ESD-Armbands um Ihr Handgelenk, und befestigen Sie das Clip-Ende auf
einer Metallmasse, um eine statische Entladung zu verhindern.

3. Beschriften Sie die Geratedatenkabel und alle SFP+- oder SFP28-Transceiver, und trennen Sie sie
anschlielend.

@ Um LeistungseinbufRen zu vermeiden, sollten Sie die Kabel nicht verdrehen, falten,
zusammendrlcken oder treten.

4. Losen Sie die beiden unverlierbaren Schrauben an der Geratevorderseite.

5. Schieben Sie das SG110 oder SG1100 aus dem Rack nach vorn, bis die Montageschienen vollstandig
ausgefahren sind und die Verriegelungen auf beiden Seiten horbar einrasten.

Die obere Abdeckung des Geréts ist zuganglich.

6. Optional: Wenn Sie das Gerat vollstandig aus dem Schrank oder Rack entfernen, befolgen Sie die
Anweisungen fir den Schienensatz, um das Gerat von den Schienen zu entfernen.

Nach dem Austausch des Teils senden Sie das fehlerhafte Teil an NetApp zurick, wie in den mit dem Kit
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gelieferten RMA-Anweisungen beschrieben. Siehe "Teilerlickgabe Austausch" Seite flr weitere Informationen.

Setzen Sie SG110 oder SG1100 wieder in den Schrank oder das Rack ein
Bevor Sie beginnen
Sie haben die Gerateabdeckung wieder angebracht.

"Setzen Sie die SG110- oder SG1100-Abdeckung wieder ein"

Schritte

1. Dricken Sie auf die blaue Schiene, um beide Rackschienen gleichzeitig zu entbinden, und schieben Sie
den SG110 oder SG1100 in das Rack, bis er vollstandig eingesetzt ist.

Wenn Sie den Controller nicht weiter bewegen kdnnen, ziehen Sie die blauen Laschen auf beiden Seiten
des Chassis, um den Controller vollstandig einzuschieben.

@ Bringen Sie die Frontverkleidung erst an, nachdem Sie den Controller eingeschaltet haben.

2. Ziehen Sie die unverlierbaren Schrauben an der Vorderseite des Controllers fest, um den Controller im
Rack zu befestigen.
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3. Wickeln Sie das Gurt-Ende des ESD-Armbands um lhr Handgelenk, und befestigen Sie das Clip-Ende auf

einer Metallmasse, um eine statische Entladung zu verhindern.

4. "SchlieRen Sie die Controller-Datenkabel und alle SFP+- oder SFP28-Transceiver erneut an".

@ Um LeistungseinbulRen zu vermeiden, sollten Sie die Kabel nicht verdrehen, falten,
zusammendrucken oder treten.

5. "SchlieRen Sie die Controller-Stromkabel wieder an".

Nachdem Sie fertig sind
"Starten Sie das Gerat neu".

Wartung der SG5600 Hardware

SG5600-Appliance warten

Die SG5600 Appliance hat das Ende des Supports erreicht. Weitere Informationen zu
Hardware-Aktualisierungen erhalten Sie von Ihrem NetApp Vertriebsmitarbeiter.

Wenn Sie Wartungsverfahren fir SG5600-Hardware durchfiihren missen, verwenden Sie die "Anweisungen
fur StorageGRID 11.6".

Hardware der SG5700 Storage Appliance warten

SG5700 Appliance warten

Mdglicherweise mussen Sie auf dem E2800 Controller die SANtricity OS Software
aktualisieren, die Ethernet-Link-Konfiguration des E5700SG Controllers andern, den
E2800 Controller oder den E5700SG Controller austauschen oder bestimmte
Komponenten ersetzen. Bei den in diesem Abschnitt beschriebenen Verfahren wird
davon ausgegangen, dass die Appliance bereits als Storage-Node in einem
StorageGRID-System bereitgestellt wurde.

In diesem Abschnitt werden spezifische Verfahren zur Wartung lhrer SG5700 Appliance beschrieben.
Siehe "Allgemeine Verfahren" Far Wartungsverfahren, die von allen Geraten verwendet werden.

Siehe "Richten Sie die Hardware ein" Fir Wartungsverfahren, die auch wahrend der Erstinstallation und
-Konfiguration der Appliance durchgefiihrt werden.

Verfahren zur Wartungskonfiguration

Upgrade von SANtricity OS auf Storage Controller

Allgemeines zum Upgrade von SANtricity OS auf einem SG5700 Storage-Controller

Um die optimale Funktion des Storage Controllers sicherzustellen, missen Sie auf die
neueste Wartungsversion des SANtricity-Betriebssystems aktualisieren, das fur Ihre
StorageGRID Appliance geeignet ist.
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Konsultieren Sie die "NetApp Interoperabilitats-Matrix-Tool (IMT)" Um zu bestimmen, welche Version Sie
verwenden sollen.

Laden Sie die neue Datei fur die SANTtricity OS Software von herunter "NetApp Downloads mit StorageGRID
Appliance".

Verwenden Sie eines der folgenden Verfahren, das auf der derzeit installierten Version von SANtricity OS
basiert:

* Wenn der Storage-Controller SANTtricity OS 08.42.20.00 (11.42) oder eine neuere Version verwendet,
fihren Sie das Upgrade mit dem Grid Manager durch.

"Aktualisieren Sie SANtricity OS auf Storage-Controllern mit Grid Manager"

* Wenn der Storage-Controller eine SANtricity OS-Version verwendet, die alter als 08.42.20.00 ist (11.42),
fuhren Sie das Upgrade im Wartungsmodus durch.

"Aktualisieren Sie SANtricity OS auf einem E2800 Controller mithilfe des Wartungsmodus"

Aktualisieren Sie das SANtricity Betriebssystem auf SG5700 Storage Controllern mit Grid Manager

Bei Storage-Controllern, die derzeit SANtricity OS 08.42.20.00 (11.42) oder eine neuere
Version verwenden, mussen Sie zum Anwenden eines Upgrades den Grid-Manager
verwenden.

Bevor Sie beginnen

* Wenn Sie die SANTtricity OS Version nicht von erhalten haben, auf die Sie ein Upgrade durchfihren
mochten "NetApp Downloads mit StorageGRID Appliance”, Sie haben konsultiert "NetApp Downloads mit
StorageGRID Appliance” Oder im "NetApp Interoperabilitats-Matrix-Tool (IMT)" Um sicherzustellen, dass
die flr das Upgrade verwendete SANTtricity OS-Version mit lhrer Appliance kompatibel ist.

+ Sie haben die "Berechtigung fur Wartung oder Root-Zugriff".
« Sie sind im Grid Manager mit einem angemeldet "Unterstitzter Webbrowser".

 Sie haben die Provisionierungs-Passphrase.

Uber diese Aufgabe

Andere Software-Updates (StorageGRID Software-Upgrade oder Hotfix) kdnnen nicht ausgefiihrt werden,
wahrend ein SANTtricity-Betriebssystem-Upgrade durchgefiihrt wird. Wenn Sie versuchen, vor Abschluss des
SANTtricity OS-Upgrades einen Hotfix oder ein StorageGRID-Software-Upgrade zu starten, werden Sie zur
Upgrade-Seite von SANTtricity OS umgeleitet.

Der Vorgang ist erst abgeschlossen, wenn das SANtricity OS-Upgrade erfolgreich auf alle fiir das Upgrade
ausgewahlten Knoten angewendet wurde. Das Laden des SANTtricity -Betriebssystems auf jedem Knoten
(nacheinander) kann mehr als 30 Minuten dauern und der Neustart jedes StorageGRID Speichergerats kann
bis zu 90 Minuten dauern. Knoten in lhrem Grid, die SANTtricity OS nicht verwenden, sind von diesem
Verfahren nicht betroffen.

Die folgenden Schritte sind nur anwendbar, wenn Sie den Grid Manager zur Durchflihrung des

@ Upgrades verwenden. Die Storage Controller in der Appliance kdnnen nicht mit dem Grid-
Manager aktualisiert werden, wenn die Controller SANTtricity OS verwenden, die alter als
08.42.20.00 (11.42) sind.
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Mit diesem Verfahren wird der NVSRAM automatisch auf die neueste Version aktualisiert, die
@ mit dem Upgrade des SANtricity-Betriebssystems verknUpft ist. Sie missen keine separate
NVSRAM-Aktualisierungsdatei anwenden.

@ Wenden Sie den neuesten StorageGRID -Hotfix an, bevor Sie mit diesem Verfahren beginnen.
Sehen "StorageGRID Hotfix Verfahren" fir Details.

Schritte
1. Laden Sie die neue SANTtricity OS Softwaredatei von herunter "NetApp Downloads mit StorageGRID
Appliance".

Wahlen Sie die SANTtricity OS-Version fur Ihre Speichercontroller.

2. Wahlen Sie WARTUNG > System > Software-Update.

Software update

You can upgrade StorageGRID software, apply a hotfix, or upgrade the SANtricity OS software on StorageGRID storage
appliances. NetApp recommends you apply the latest hotfix before and after each software upgrade. Some hotfixes are

required to prevent data loss.

StorageGRID upgrade StorageGRID hotfix SANtricity OS update
Upgrade to the next StorageGRID Apply a hotfix to your current Update the SANtricity OS software
version and apply the |atest hotfix StorageGRID software version. on your StorageGRID storage
for that version. appliances.

Upgrade — Apply hotfix — Update —

3. Wahlen Sie im Abschnitt SANtricity OS Update die Option Update aus.

Die Seite SANtricity OS Upgrade wird angezeigt und enthalt die Details zu den einzelnen Appliance-
Nodes, einschlieflich:

o Node-Name

o Standort

o Appliance-Modell

> Version des SANTricity Betriebssystems

o Status

o Status des letzten Upgrades

4. Lesen Sie die Informationen in der Tabelle fir alle Upgrade-fahigen Gerate. Vergewissern Sie sich, dass
alle Speicher-Controller den Status nominal haben. Wenn der Status eines Controllers Unbekannt lautet,
gehen Sie zu Nodes > Appliance Node > Hardware, um das Problem zu untersuchen und zu beheben.

5. Wahlen Sie die Upgrade-Datei fir das SANtricity Betriebssystem aus, die Sie von der NetApp Support-
Website heruntergeladen haben.
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a. Wahlen Sie Durchsuchen.
b. Suchen und wahlen Sie die Datei aus.
c. Wahlen Sie Offen.

Die Datei wird hochgeladen und validiert. Wenn der Validierungsprozess abgeschlossen ist, wird der
Dateiname mit einem griinen Hakchen neben der Schaltflache Browse angezeigt. Andern Sie den
Dateinamen nicht, da er Teil des Uberpriifungsprozesses ist.

Geben Sie die Provisionierungs-Passphrase ein und wahlen Sie Weiter.

Ein Warnfeld zeigt an, dass die Verbindung lhres Browsers voriibergehend unterbrochen wird, da Dienste
auf Knoten, die aktualisiert werden, neu gestartet werden.

Wahlen Sie Ja, um die SANTtricity OS-Upgrade-Datei auf den primaren Admin-Knoten zu Gbertragen.
Wenn das SANtricity OS Upgrade startet:

a. Die Integritatsprifung wird ausgefiihrt. Dieser Prozess Uberprift, dass fur keine Nodes der Status
~2Aufmerksamkeit erforderlich“ angezeigt wird.

@ Wenn Fehler gemeldet werden, beheben Sie sie, und wahlen Sie erneut Start.

b. Die Fortschrittstabelle flir das SANTtricity OS-Upgrade wird angezeigt. In dieser Tabelle werden alle
Storage-Nodes in Ihrem Raster und die aktuelle Phase des Upgrades flir jeden Node angezeigt.

In der Tabelle sind alle Appliance Storage-Nodes aufgefihrt. Softwarebasierte Storage-
Nodes werden nicht angezeigt. Wahlen Sie fir alle Nodes, die das Upgrade erfordern *
genehmigen.



SANtricity OS
Upload files —— e Upgrade

Approved nodes are added to a queue and upgraded sequentizlly. Each node can take up to 30 minutes, which includes updating NVSRAM. When

the upgrade is complete, the node is rebooted.

Select Approve all or approve nodes one at a time. To remove nodes from the queue, select Remove all or remove nodes one at a time. If the

uploaded file doesn’t apply to an approved node, the upgrade process skips that node and moves to the next node in the queue.
Optionally, select Skip nodes and finish to end the upgrade and skip any unapproved nodes.
SANtricity OS upgrade file: RCB_11.70.3_280x_6283a64d.dlp

0 out of 3 completed

Current . = :
Node name # ) %+  Progress Stage Details Status @ S  Actions
version

Waiting for you to

10-224-2-24-51 @ 08.40.60.01 Nominal Approve
approve
lab-37-sgws Waiting for you to
S 08.73.00.00 Nominal AppProve
quanta-10 @ approve

Waiting for you to
storage-7 @ 98.72.09.00 Nominal  Approve

approve
Skip nodes and finish

8. Sortieren Sie die Liste der Knoten wahlweise in aufsteigender oder absteigender Reihenfolge nach:

o Node-Name
o Aktuelle Version
o Fortschritt
o Stufe
o Status
Sie kénnen auch einen Begriff in das Suchfeld eingeben, um nach bestimmten Knoten zu suchen.

9. Genehmigen Sie die Grid-Knoten, die Sie zur Upgrade-Warteschlange hinzufliigen méchten. Genehmigte
Nodes werden nacheinander aktualisiert.

Genehmigen Sie das SANTtricity OS Upgrade flir einen Appliance-Speicher-Node nur, wenn
Sie sicher sind, dass der Node bereit ist, angehalten und neu gestartet zu werden. Wenn
@ das Upgrade von SANTtricity OS auf einem Node genehmigt wird, werden die Services auf
diesem Node angehalten und der Upgrade-Prozess beginnt. Wenn die Aktualisierung des
Node abgeschlossen ist, wird der Appliance-Node spater neu gebootet. Diese Vorgange
kénnen zu Serviceunterbrechungen fir Clients flihren, die mit dem Node kommunizieren.

o Klicken Sie auf die Schaltflache Alle genehmigen, um alle Speicher-Nodes der SANTtricity OS
Upgrade-Warteschlange hinzuzufiigen.
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Wenn die Reihenfolge, in der die Knoten aktualisiert werden, wichtig ist, genehmigen
Sie nacheinander Knoten oder Gruppen von Knoten, und warten Sie, bis das Upgrade
fur jeden Knoten abgeschlossen ist, bevor Sie den nachsten Knoten genehmigen.

o Wahlen Sie eine oder mehrere Genehmigen-Schaltflachen, um einen oder mehrere Knoten zur
SANTtricity OS-Upgrade-Warteschlange hinzuzufiigen. Die Schaltflache approve ist deaktiviert, wenn
der Status nicht nominal ist.

Nachdem Sie Genehmigen ausgewahlt haben, bestimmt der Upgrade-Prozess, ob der Knoten
aktualisiert werden kann. Wenn ein Knoten aktualisiert werden kann, wird er der Upgrade-
Warteschlange hinzugefugt.

Bei einigen Nodes wird die ausgewahlte Upgrade-Datei absichtlich nicht angewendet. Sie kénnen das
Upgrade abschlie3en, ohne dass Sie ein Upgrade dieser spezifischen Nodes durchfliihren missen. Nodes,
die absichtlich kein Upgrade durchgefiihrt wurden, zeigen eine Phase komplett (Upgrade versucht) und
geben den Grund an, warum der Node nicht in der Spalte Details aktualisiert wurde.

Wenn Sie einen Knoten oder alle Knoten aus der SANTtricity OS Upgrade-Warteschlange entfernen
mochten, wahlen Sie Entfernen oder Alle entfernen.

Wenn die Phase tber Queued hinaus fortschreitet, wird die Schaltflache Entfernen ausgeblendet und Sie
kénnen den Knoten nicht mehr aus dem SANtricity OS-Upgrade-Prozess entfernen.

Warten Sie, wahrend das SANtricity OS Upgrade auf jeden genehmigten Grid-Node angewendet wird.

> Wenn bei einem Node wahrend der Anwendung des SANItricity OS Upgrades eine Fehlerstufe
angezeigt wird, ist das Upgrade flur den Node fehlgeschlagen. Mithilfe des technischen Supports
mussen Sie das Gerat moglicherweise in den Wartungsmodus versetzen, um es wiederherzustellen.

o Wenn die Firmware auf dem Node zu alt ist, um mit dem Grid-Manager aktualisiert zu werden, wird auf
dem Node die Fehlerstufe angezeigt. Darin enthalten sind die Details, die Sie zum Upgrade von
SANTtricity OS auf dem Node mit dem Wartungsmodus verwenden miissen. Gehen Sie wie folgt vor,
um den Fehler zu beheben:

i. Verwenden Sie den Wartungsmodus, um ein Upgrade von SANtricity OS auf dem Node
durchzufihren, auf dem eine Fehlerstufe angezeigt wird.

i. Verwenden Sie den Grid-Manager, um das SANtricity OS-Upgrade neu zu starten und
abzuschlielen.

Wenn das SANtricity OS Upgrade auf allen genehmigten Nodes abgeschlossen ist, wird die
Fortschrittstabelle fir SANtricity OS Upgrades geschlossen, und ein griines Banner zeigt die Anzahl der
aktualisierten Nodes sowie Datum und Uhrzeit des Upgrades an.

Wenn ein Knoten nicht aktualisiert werden kann, notieren Sie sich den Grund, der in der Spalte Details
angezeigt wird, und flhren Sie die entsprechende Aktion durch.

@ Das SANTtricity OS-Upgrade ist erst abgeschlossen, wenn Sie das SANTtricity OS-Upgrade
auf allen aufgeflihrten Storage-Nodes genehmigen.

Grund Empfohlene MaBRnahmen
Storage-Node wurde bereits Keine weiteren MaRnahmen erforderlich.
aktualisiert.



Grund Empfohlene MaBnahmen

Das SANtricity OS Upgrade ist fur Der Node verfugt nicht Gber einen Storage Controller, der vom
diesen Node nicht verfligbar. StorageGRID System gemanagt werden kann. Schlielen Sie das
Upgrade ab, ohne den Node mit dieser Meldung zu aktualisieren.

Die SANtricity OS-Datei ist mit Der Node erfordert eine andere SANtricity OS-Datei als die

diesem Node nicht kompatibel. ausgewahlte.
Laden Sie nach Abschluss des aktuellen Upgrades die korrekte
SANTtricity OS-Datei fur den Node herunter, und wiederholen Sie den
Upgrade-Vorgang.

13. Wenn Sie die Genehmigung von Nodes beenden und zur Seite SANTtricity OS zuriickkehren mdchten, um
einen Upload einer neuen SANtricity OS-Datei zu ermdglichen, gehen Sie wie folgt vor:

a. Wahlen Sie Knoten tiberspringen und beenden.
Es wird eine Warnung angezeigt, in der Sie gefragt werden, ob Sie den Aktualisierungsvorgang wirklich
beenden mochten, ohne alle zutreffenden Knoten zu aktualisieren.

b. Wahlen Sie * OK* aus, um zur Seite SANtricity OS zurlckzukehren.

c. Wenn Sie bereit sind, mit der Genehmigung von Knoten fortzufahren, Laden Sie das SANtricity OS
herunter Um den Upgrade-Vorgang neu zu starten.

@ Nodes, die bereits genehmigt und ohne Fehler aktualisiert wurden, werden weiterhin
aktualisiert.

14. Wiederholen Sie diesen Upgrade-Vorgang fiur Knoten im Status ,Abgeschlossen®, die eine andere
SANtricity OS-Upgrade-Datei erfordern.

@ Verwenden Sie flr Knoten mit dem Status ,Bendtigt Aufmerksamkeit® den Wartungsmodus,
um das Upgrade durchzufihren.

Verwandte Informationen
* "NetApp Interoperabilitats-Matrix-Tool"

+ "Aktualisieren Sie SANTtricity OS auf einem E2800 Controller mithilfe des Wartungsmodus"

Aktualisieren Sie SANtricity OS auf einem E2800 Controller mithilfe des Wartungsmodus

Fur Storage-Controller, die derzeit SANtricity OS verwenden, die alter als 08.42.20.00
(11.42) sind, mussen Sie das Verfahren des Wartungsmodus verwenden, um ein
Upgrade durchzufthren.

Bevor Sie beginnen

 Sie haben den konsultiert "NetApp Interoperabilitats-Matrix-Tool (IMT)" Um sicherzustellen, dass die fur
das Upgrade verwendete SANTtricity OS-Version mit lhrer Appliance kompatibel ist.

+ Sie missen den E5700SG Controller in platzieren "Wartungsmodus", Die die Verbindung zum E2800-
Controller unterbricht.
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In seltenen Fallen kann es vorkommen, dass eine StorageGRID Appliance in den
Wartungsmodus versetzt wird, damit die Appliance fiir den Remote-Zugriff nicht verfigbar
ist.

Uber diese Aufgabe

Fihren Sie keine Upgrades des SANTtricity OS bzw. NVSRAM im E-Series Controller auf mehr als einer
StorageGRID Appliance gleichzeitig durch.

Wenn Sie mehrere StorageGRID Appliances gleichzeitig aktualisieren, kann dies in
@ Abhangigkeit von Ihrem Implementierungsmodell und den ILM-Richtlinien zu
Datenunverflgbarkeit fihren.

Schritte
1. Uberpriifen Sie, ob das Gerat in ist "Wartungsmodus".

2. Greifen Sie Uber ein Service-Laptop auf den SANtricity System Manager zu und melden Sie sich an.

3. Laden Sie die neue SANItricity OS Software-Datei und die NVSRAM-Datei auf den Management-Client
herunter.

@ Das NVSRAM bezieht sich auf die StorageGRID Appliance. Verwenden Sie den Standard-
NVSRAM-Download nicht.

4. Folgen Sie den Anweisungen im Leitfaden zum Software- und Firmware-Upgrade £2800 und E5700
SANitricity oder der Online-Hilfe von SANtricity System Manager fiir ein Upgrade der Firmware und des
NVSRAM des E2800 Controllers.

@ Aktivieren Sie die Upgrade-Dateien sofort. Die Aktivierung darf nicht verzégert werden.

5. Wenn diese Prozedur erfolgreich abgeschlossen ist und Sie weitere durchzuflihrenden Verfahren haben,
wahrend sich der Node im Wartungsmodus befindet, fliihren Sie sie jetzt aus. Wenn Sie fertig sind oder
Fehler auftreten und von vorne beginnen méchten, wahlen Sie Erweitert > Controller neu starten aus,
und wahlen Sie dann eine der folgenden Optionen aus:

o Wahlen Sie Neustart in StorageGRID aus

o Wahlen Sie Neustart im Wartungsmodus aus, um den Controller neu zu starten, wobei der Knoten
noch im Wartungsmodus bleibt. Wahlen Sie diese Option aus, wenn wahrend des Verfahrens Fehler
auftreten und neu starten méchten. Nachdem der Node das Neubooten in den Wartungsmodus
abgeschlossen hat, starten Sie den entsprechenden Schritt wahrend des ausgefallenen Verfahrens
neu.

Es kann bis zu 20 Minuten dauern, bis das Gerat neu gestartet wird und sich wieder mit dem Netz
verbindet. So bestatigen Sie, dass der Neustart abgeschlossen ist und der Knoten wieder dem Grid
beigetreten ist:

i. Wahlen Sie im Grid Manager NODES aus.
Uberprifen Sie, ob der Appliance-Knoten einen normalen Status hat (griines Hakchen-SymboI@

links neben dem Knotennamen), was darauf hinweist, dass keine Warnungen aktiv sind und der
Knoten mit dem Grid verbunden ist.

Verwandte Informationen
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"Aktualisieren Sie SANtricity OS auf Storage-Controllern mit Grid Manager"

Aktualisieren Sie die Laufwerksfirmware

Automatisches Upgrade der SG5700-Laufwerksfirmware wahrend des Neustarts der Appliance

Der StorageGRID Appliance Installer installiert beim Neustart der Appliance automatisch
die neuesten Firmware-Dateien fur E-Series-Laufwerke.

Firmware-Dateien fur Laufwerke der E-Serie sind in der StorageGRID -Software enthalten. Diese Updates
werden automatisch installiert, wenn ein StorageGRID -Gerat neu gestartet wird:

* Hinein"Wartungsmodus"

* Im Rahmen einer "Rollierender Neustart"

* Wahrend einer "StorageGRID -Versionsupgrade" oder "Hotfix-Installation"

* Wahrend einer"SANTtricity OS-Upgrade" Verwenden des Wartungsmodus

@ Fir Knoten mit dem Status ,Benétigt Aufmerksamkeit® wird kein Versuch unternommen, die
Laufwerksfirmware zu aktualisieren.

@ Wahrend ein Gerat neu gestartet wird, wird die E/A-Aktivitat (Eingabe/Ausgabe) zum
Speichercontroller gestoppt.

Sie kénnen Laufwerk-Firmware-Upgrades auch manuell mit dem SANTtricity System Manager
installieren"online" oder"offline" Verfahren:

* So wenden Sie ein neues Laufwerk-Firmware-Upgrade an, bevor es in die StorageGRID -Software
integriert wird
* Wenn ein automatisches Firmware-Upgrade des Laufwerks fehlschlagt

» So verwenden Sie den SANtricity System Manager"Online-Upgrade der Laufwerksfirmware" vom Grid
Manager, anstatt den Knoten neu zu starten

Aktualisieren Sie die Firmware des SG5700-Laufwerks mithilfe der Online-Methode von SANtricity System Manager

Aktualisieren Sie mit der Online-Methode des SANTtricity System Managers die Firmware
auf den Laufwerken in Ihrer Appliance, um sicherzustellen, dass Sie Uber die neuesten
Funktionen und Fehlerbehebungen verfligen.

Bevor Sie beginnen
 Die Storage Appliance hat einen optimalen Status.

 Alle Laufwerke haben einen optimalen Status.

Aktualisieren Sie nicht gleichzeitig die Laufwerk-Firmware auf mehr als einer StorageGRID
Appliance. Dies kann je nach Bereitstellungsmodell und ILM-Richtlinie zu einer
Nichtverfligbarkeit von Daten fihren.

Uber diese Aufgabe

Die Laufwerke werden nacheinander aktualisiert, wahrend die Appliance 1/0-Vorgange durchfiihrt Bei dieser
Methode mussen Sie das Gerat nicht in den Wartungsmodus versetzen. Allerdings kann die System-
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Performance beeintrachtigt sein und das Upgrade kann mehrere Stunden langer dauern als die Offline-
Methode.

Laufwerke, die zu Volumes ohne Redundanz gehoéren, missen mithilfe des aktualisiert werden
"Offline-Methode". Die Offline-Methode sollte fiir alle Laufwerke verwendet werden, die mit dem

@ Flash-Lese-Cache verbunden sind, oder fir alle Pools oder Volume-Gruppen, die derzeit
heruntergestuft sind.

Sie mussen den verwenden "Offline-Methode" Beim Upgrade von SSD-Laufwerken.

Schritte
1. Greifen Sie mit einer der folgenden Methoden auf SANtricity System Manager zu:

> Verwenden Sie das StorageGRID-Appliance-Installationsprogramm, und wéahlen Sie Erweitert >
SANtricity-Systemmanager

> VVerwenden Sie den Grid-Manager, und wahlen Sie NODES > Storage Node > SANtricity System
Manager aus

> Verwenden Sie SANtricity System Manager, indem Sie zur Storage Controller-IP navigieren:
https://Storage Controller IP
2. Geben Sie bei Bedarf den Benutzernamen und das Kennwort des SANtricity System Manager-
Administrators ein.
3. Uberpriifen Sie die Version der Laufwerk-Firmware, die derzeit in der Speicher-Appliance installiert ist:
a. Wahlen Sie im SANtricity System Manager SUPPORT > Upgrade-Center aus.

b. Wahlen Sie unter Laufwerk-Firmware-Upgrade die Option Upgrade starten aus.

Auf der Seite Laufwerksfirmware aktualisieren werden die aktuell installierten Laufwerksfirmware-
Dateien angezeigt.

c. Beachten Sie die aktuellen Versionen der Laufwerk-Firmware und die Laufwerkskennungen in der
Spalte Aktueller Laufwerk-Firmware.

Upgrade Drive Firmware

1 Select Upgrade Files

Review your current drive firmware and select upgrade files below..

What do | neaed to know before upgrading drive firnware?

Current Drive Firmware

| MS02, KPM51VUGB00G |

Total rows; 1 D
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In diesem Beispiel:

= Die Version der Laufwerk-Firmware lautet MS02.
= Die Laufwerk-ID lautet KPM51VUG800G.

d. Wahlen Sie in der Spalte ,verbundene Laufwerke* die Option Laufwerke anzeigen aus, um
anzuzeigen, wo diese Laufwerke in Ihrem Speichergerat installiert sind.

e. SchlielRen Sie das Fenster Upgrade Drive Firmware.
4. Laden Sie das verflugbare Laufwerk-Firmware-Upgrade herunter, und bereiten Sie es vor:

a. Wahlen Sie unter Laufwerk-Firmware-Upgrade NetApp Support aus.

b. Wahlen Sie auf der NetApp Support-Website die Registerkarte Downloads aus und wahlen Sie dann
E-Series Festplatten-Firmware aus.
Die Seite E-Series Festplatten-Firmware wird angezeigt.

c. Suchen Sie nach jedem in |hrer Speicheranwendung installierten Drive Identifier, und stellen Sie
sicher, dass jeder Laufwerkkennung die neueste Firmware-Version hat.

= Wenn die Firmware-Version kein Link ist, hat diese Laufwerkkennung die neueste Firmware-
Version.

= Wenn eine oder mehrere Laufwerk-Teilenummern fir eine Laufwerksidentifikation aufgefihrt sind,
ist fur diese Laufwerke ein Firmware-Upgrade verflugbar. Sie kbnnen einen beliebigen Link
auswahlen, um die Firmware-Datei herunterzuladen.

PRODUCTS v SYSTEMS v DOCS & KNOWLEDGEBASE v COMMUNITY v DOWNLOADS v TOOLS v CASES v PARTS v

Downloads = Firmware = E-Series Disk Firmware

E-Series Disk Firmware

Download all current E-Series Disk Firmware

Drive Part Number Descriptions Drive Identifier 5 Firmware Rev. (Download) Notes and Config Info Release Date

Drive Part Number Descriptions KPM51VUG800G Firmware Rev. (Download

MS02 Fixes Bug 1194808

04-5gp-2020
MS03 Fixes Bug 1334862

E-X4041C 55D, 800GB, SAS, P KPM51VUGB00G M503

d. Wenn eine spéatere Firmware-Version aufgefuhrt wird, wahlen Sie den Link im Firmware-Rev. Aus
(Download) Spalte zum Herunterladen einer . zip Archiv mit der Firmware-Datei.

e. Extrahieren Sie die von der Support-Website heruntergeladenen Archivdateien der Laufwerk-Firmware
(entpacken).

5. Installieren Sie das Laufwerk-Firmware-Upgrade:

a. Wahlen Sie im SANItricity System Manager unter Upgrade der Laufwerk-Firmware die Option Upgrade
starten aus.

b. Wahlen Sie Durchsuchen aus, und wahlen Sie die neuen Laufwerk-Firmware-Dateien aus, die Sie
von der Support-Website heruntergeladen haben.

Die Firmware-Dateien des Laufwerks haben einen ahnlichen Dateinamen wie
D HUC101212CSS600 30602291 MSO01 2800 0002.dlp.

Sie kdnnen bis zu vier Laufwerk-Firmware-Dateien auswahlen, jeweils eine. Wenn mehrere Firmware-
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Dateien eines Laufwerks mit demselben Laufwerk kompatibel sind, wird ein Dateikonflikt angezeigt.
Legen Sie fest, welche Laufwerk-Firmware-Datei Sie flr das Upgrade verwenden mdchten, und
entfernen Sie die andere.

c. Wahlen Sie Weiter.

Select Drives listet die Laufwerke auf, die Sie mit den ausgewahlten Firmware-Dateien aktualisieren
koénnen.

Es werden nur kompatible Laufwerke angezeigt.

Die ausgewahlte Firmware fur das Laufwerk wird in der Spalte vorgeschlagene Firmware angezeigt.
Wenn Sie diese Firmware andern mussen, wahlen Sie Zuriick.

d. Wahlen Sie Alle Laufwerke online aktualisieren — Aktualisieren Sie die Laufwerke, die einen
Firmware-Download unterstitzen kénnen, wahrend das Speicherarray I/O-Vorgange verarbeitet Sie

mussen die I/O-Vorgange flr die zugehorigen Volumes, die diese Laufwerke verwenden, nicht stoppen,
wenn Sie diese Aktualisierungsmethode auswahlen.

@ Ein Online-Upgrade kann mehrere Stunden langer dauern als ein Offline-Upgrade.

e. Wahlen Sie in der ersten Spalte der Tabelle das Laufwerk oder die Laufwerke aus, die aktualisiert
werden sollen.

Als Best Practice wird empfohlen, alle Laufwerke desselben Modells auf dieselbe Firmware-Version zu
aktualisieren.

f. Wahlen Sie Start und bestatigen Sie, dass Sie das Upgrade durchfiihren mochten.

Wenn Sie das Upgrade beenden méchten, wahlen Sie Stopp. Alle derzeit ausgefuhrten Firmware-
Downloads abgeschlossen. Alle nicht gestarteten Firmware-Downloads werden abgebrochen.

@ Das Anhalten der Laufwerk-Firmware-Aktualisierung kann zu Datenverlust oder nicht
verfugbaren Laufwerken fihren.

g. (Optional) um eine Liste der aktualisierten Versionen anzuzeigen, wahlen Sie Protokoll speichern.

Die Protokolldatei wird im Download-Ordner fiir lnren Browser mit dem Namen gespeichert latest-
upgrade-log-timestamp. txt.

"Beheben Sie bei Bedarf Fehler bei der Aktualisierung der Treiber-Firmware".

Aktualisieren Sie die Firmware des SG5700 Laufwerks mithilfe von SANtricity System Manager im Offline-Modus

Verwenden Sie die Offline-Methode von SANtricity System Manager, um die Firmware
auf den Laufwerken in |hrer Appliance zu aktualisieren, um sicherzustellen, dass Sie Uber
die neuesten Funktionen und Fehlerbehebungen verfugen.

Bevor Sie beginnen
» Die Storage Appliance hat einen optimalen Status.

* Alle Laufwerke haben einen optimalen Status.

* Das ist schon "Versetzen Sie die StorageGRID Appliance in den Wartungsmodus".
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Wahrend sich die Appliance im Wartungsmodus befindet, wird die 1/0-Aktivitat
@ (Eingabe/Ausgabe) fiir den Storage Controller angehalten, um stérende Storage-Vorgange
zu sichern.

Aktualisieren Sie nicht gleichzeitig die Laufwerk-Firmware auf mehr als einer StorageGRID
Appliance. Dies kann je nach Bereitstellungsmodell und ILM-Richtlinie zu einer
Nichtverfigbarkeit von Daten fihren.

Uber diese Aufgabe

Die Laufwerke werden parallel aktualisiert, wahrend sich die Appliance im Wartungsmodus befindet. Wenn der
Pool oder die Volume-Gruppe keine Redundanz unterstitzt oder herabgesetzt ist, missen Sie die Offline-
Methode verwenden, um die Laufwerk-Firmware zu aktualisieren. Sie sollten auch die Offline-Methode fiir alle
Laufwerke verwenden, die mit dem Flash-Lese-Cache oder einem Pool oder einer Volume-Gruppe verbunden
sind, die derzeit heruntergestuft ist. Die Offline-Methode aktualisiert die Firmware nur, wenn alle 1/O-Aktivitaten
auf den zu aktualisierenden Laufwerken angehalten werden. Um die I/O-Aktivitat zu beenden, versetzen Sie
den Node in den Wartungsmodus.

Die Offline-Methode ist schneller als die Online-Methode und wird deutlich schneller sein, wenn viele
Laufwerke in einer einzigen Appliance Upgrades erfordern. Allerdings missen Nodes aulder Betrieb
genommen werden. Dies erfordert unter Umstanden ein Wartungsfenster und ein Monitoring des Fortschritts.
Wahlen Sie die Methode aus, die am besten zu lhren betrieblichen Verfahren passt und die Anzahl der
Laufwerke, die aktualisiert werden mussen.

Schritte
1. Vergewissern Sie sich, dass das Gerat in ist "Wartungsmodus".

2. Greifen Sie mit einer der folgenden Methoden auf SANtricity System Manager zu:

> Verwenden Sie das StorageGRID-Appliance-Installationsprogramm, und wahlen Sie Erweitert >
SANtricity-Systemmanager

> Verwenden Sie den Grid-Manager, und wahlen Sie NODES > Storage Node > SANtricity System
Manager aus

> VVerwenden Sie SANtricity System Manager, indem Sie zur Storage Controller-IP navigieren:
https:// Storage Controller_ IP

3. Geben Sie bei Bedarf den Benutzernamen und das Kennwort des SANtricity System Manager-
Administrators ein.
4. Uberpriifen Sie die Version der Laufwerk-Firmware, die derzeit in der Speicher-Appliance installiert ist:
a. Wahlen Sie im SANtricity System Manager SUPPORT > Upgrade-Center aus.
b. Wahlen Sie unter Laufwerk-Firmware-Upgrade die Option Upgrade starten aus.

Auf der Seite Laufwerksfirmware aktualisieren werden die aktuell installierten Laufwerksfirmware-
Dateien angezeigt.

c. Beachten Sie die aktuellen Versionen der Laufwerk-Firmware und die Laufwerkskennungen in der
Spalte Aktueller Laufwerk-Firmware.
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Upgrade Drive Firmware

1 Select Upgrade Files

Review your current drnive firmware and select upgrade files below..

What do | need to know before upgrading drive firmware?

Current Drive Firmware

| MS02, KPM51VUGB00G |

Total rows: 1 D

In diesem Beispiel:

= Die Version der Laufwerk-Firmware lautet MS02.
= Die Laufwerk-ID lautet KPM51VUG800G.

d. Wahlen Sie in der Spalte ,verbundene Laufwerke* die Option Laufwerke anzeigen aus, um
anzuzeigen, wo diese Laufwerke in lhrem Speichergerat installiert sind.

e. Schliel3en Sie das Fenster Upgrade Drive Firmware.

5. Laden Sie das verfiigbare Laufwerk-Firmware-Upgrade herunter, und bereiten Sie es vor:
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a. Wahlen Sie unter Laufwerk-Firmware-Upgrade NetApp Support aus.

b. Wahlen Sie auf der NetApp Support-Website die Registerkarte Downloads aus und wahlen Sie dann
E-Series Festplatten-Firmware aus.

Die Seite E-Series Festplatten-Firmware wird angezeigt.
c. Suchen Sie nach jedem in lhrer Speicheranwendung installierten Drive Identifier, und stellen Sie

sicher, dass jeder Laufwerkkennung die neueste Firmware-Version hat.

= Wenn die Firmware-Version kein Link ist, hat diese Laufwerkkennung die neueste Firmware-
Version.

= Wenn eine oder mehrere Laufwerk-Teilenummern fir eine Laufwerksidentifikation aufgefihrt sind,
ist fur diese Laufwerke ein Firmware-Upgrade verflugbar. Sie kbnnen einen beliebigen Link
auswahlen, um die Firmware-Datei herunterzuladen.



PRODUCTS v SYSTEMS v DOCS & KNOWLEDGEBASE v COMMUNITY v~ DOWNLOADS v TOOLS v CASES v PARTS v

Downloads = Firmware = E-Series Disk Firmware

E-Series Disk Firmware

Download all current E-Series Disk Firmware

Drive Part Number Descriptions Drive Identifier 5 Firmware Rev. (Download) Notes and Config Info Release Date

Drive Part Number Descriptions KPM51VUG800G Firmware Rev. (Download

MS02 Fixes Bug 1194908

E-X4041C 55D, 800GB, SAS, P KPM51VUGB00G M503 -~ 04-5ep-2020
MS03 Fixes Bug 1334862

d. Wenn eine spatere Firmware-Version aufgefuhrt wird, wahlen Sie den Link im Firmware-Rev. Aus
(Download) Spalte zum Herunterladen einer . zip Archiv mit der Firmware-Datei.

e. Extrahieren Sie die von der Support-Website heruntergeladenen Archivdateien der Laufwerk-Firmware
(entpacken).

6. Installieren Sie das Laufwerk-Firmware-Upgrade:
a. Wahlen Sie im SANItricity System Manager unter Upgrade der Laufwerk-Firmware die Option Upgrade
starten aus.
b. Wahlen Sie Durchsuchen aus, und wahlen Sie die neuen Laufwerk-Firmware-Dateien aus, die Sie
von der Support-Website heruntergeladen haben.

Die Firmware-Dateien des Laufwerks haben einen ahnlichen Dateinamen wie
D HUC101212CSS600 30602291 MSO01 2800 0002.dlp.

Sie kdnnen bis zu vier Laufwerk-Firmware-Dateien auswahlen, jeweils eine. Wenn mehrere Firmware-
Dateien eines Laufwerks mit demselben Laufwerk kompatibel sind, wird ein Dateikonflikt angezeigt.
Legen Sie fest, welche Laufwerk-Firmware-Datei Sie fur das Upgrade verwenden méchten, und
entfernen Sie die andere.

c. Wahlen Sie Weiter.

Select Drives listet die Laufwerke auf, die Sie mit den ausgewahlten Firmware-Dateien aktualisieren
konnen.

Es werden nur kompatible Laufwerke angezeigt.

Die ausgewahlte Firmware fiir das Laufwerk wird in der Spalte vorgeschlagene Firmware angezeigt.
Wenn Sie diese Firmware andern missen, wahlen Sie Zuriick.

d. Wahlen Sie Alle Laufwerke offline aktualisieren (parallel) — aktualisiert die Laufwerke, die einen
Firmware-Download unterstiitzen kdnnen, nur wahrend alle 1/O-Aktivitaten auf allen Volumes
angehalten werden, die die Laufwerke verwenden.

Sie mussen das Gerat in den Wartungsmodus versetzen, bevor Sie diese Methode
@ verwenden. Sie sollten die Methode Offline verwenden, um die Laufwerksfirmware zu
aktualisieren.
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Wenn Sie die Offline-Aktualisierung (parallel) verwenden mdéchten, fahren Sie nur dann
@ fort, wenn Sie sicher sind, dass sich das Gerat im Wartungsmodus befindet. Wenn die

Appliance nicht in den Wartungsmodus versetzt wird, bevor ein Offline-Update der

Laufwerk-Firmware initiiert wird, kann dies zu einem Datenverlust fihren.

e. Wabhlen Sie in der ersten Spalte der Tabelle das Laufwerk oder die Laufwerke aus, die aktualisiert
werden sollen.

Als Best Practice wird empfohlen, alle Laufwerke desselben Modells auf dieselbe Firmware-Version zu
aktualisieren.

f. Wahlen Sie Start und bestatigen Sie, dass Sie das Upgrade durchfliihren méchten.

Wenn Sie das Upgrade beenden mochten, wahlen Sie Stopp. Alle derzeit ausgefiihrten Firmware-
Downloads abgeschlossen. Alle nicht gestarteten Firmware-Downloads werden abgebrochen.

@ Das Anhalten der Laufwerk-Firmware-Aktualisierung kann zu Datenverlust oder nicht
verfugbaren Laufwerken fiihren.

g. (Optional) um eine Liste der aktualisierten Versionen anzuzeigen, wahlen Sie Protokoll speichern.

Die Protokolldatei wird im Download-Ordner fir Ihren Browser mit dem Namen gespeichert latest-
upgrade-log-timestamp.txt.

"Beheben Sie bei Bedarf Fehler bei der Aktualisierung der Treiber-Firmware".

7. Fuhren Sie nach erfolgreichem Abschluss des Verfahrens alle weiteren Wartungsmaflnahmen durch,
wahrend sich der Node im Wartungsmodus befindet. Wenn Sie fertig sind oder Fehler aufgetreten sind und
neu gestartet werden mochten, gehen Sie zum StorageGRID-Installationsprogramm und wahlen Sie
Erweitert > Neustart-Controller aus. Wahlen Sie dann eine der folgenden Optionen aus:

> Neustart in StorageGRID.

> Neustart im Wartungsmodus. Booten Sie den Controller neu, und belassen Sie den Node im
Wartungsmodus. Wahlen Sie diese Option aus, wenn wahrend des Verfahrens Fehler auftreten und
Sie von vorne beginnen mdchten. Nachdem der Node das Neubooten in den Wartungsmodus
abgeschlossen hat, starten Sie den entsprechenden Schritt wahrend des ausgefallenen Verfahrens
neu.

Es kann bis zu 20 Minuten dauern, bis das Gerat neu gestartet wird und sich wieder mit dem Netz
verbindet. So bestatigen Sie, dass der Neustart abgeschlossen ist und der Knoten wieder dem Grid
beigetreten ist:

i. Wahlen Sie im Grid Manager NODES aus.
ii. .

Uberprifen Sie, ob der Appliance-Knoten einen normalen Status hat (griines Hékchen-Symbolo
links neben dem Knotennamen), was darauf hinweist, dass keine Warnungen aktiv sind und der
Knoten mit dem Grid verbunden ist.

Fehler beim Upgrade der Laufwerk-Firmware beheben

Beheben Sie Fehler, die auftreten konnen, wenn Sie SANtricity System Manager zum
Aktualisieren der Firmware auf den Laufwerken in lhrer Appliance verwenden.
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* Fehlgeschlagene zugewiesene Laufwerke

o Ein Grund fur den Fehler kdnnte sein, dass das Laufwerk nicht Uber die entsprechende Signatur
verfiigt. Stellen Sie sicher, dass es sich bei dem betroffenen Laufwerk um ein autorisiertes Laufwerk
handelt. Weitere Informationen erhalten Sie vom technischen Support.

o Stellen Sie beim Austausch eines Laufwerks sicher, dass das Ersatzlaufwerk eine Kapazitat hat, die
der des ausgefallenen Laufwerks entspricht oder gréfler ist als das ausgefallene Laufwerk, das Sie
ersetzen.

> Sie kbnnen das ausgefallene Laufwerk ersetzen, wahrend das Speicher-Array 1/O-Vorgange erhalt
» Speicher-Array priifen

o Stellen Sie sicher, dass jedem Controller eine IP-Adresse zugewiesen wurde.

o Stellen Sie sicher, dass alle Kabel, die an den Controller angeschlossen sind, nicht beschadigt sind.

o Stellen Sie sicher, dass alle Kabel fest angeschlossen sind.

 * Integrierte Hot-Spare-Laufwerke*
Diese Fehlerbedingung muss korrigiert werden, bevor Sie die Firmware aktualisieren kdnnen.
* Unvollstandige Volume-Gruppen

Wenn eine oder mehrere Volume-Gruppen oder Disk Pools unvollstandig sind, missen Sie diese
Fehlerbedingung korrigieren, bevor Sie die Firmware aktualisieren kénnen.

* Exklusive Operationen (auBer Hintergrund-Medien/Paritidts-Scan), die derzeit auf beliebigen
Volume-Gruppen ausgefiihrt werden

Wenn ein oder mehrere exklusive Vorgange ausgefiihrt werden, missen die Vorgange abgeschlossen
sein, bevor die Firmware aktualisiert werden kann. Uberwachen Sie den Fortschritt des Betriebs mit
System Manager.

* Fehlende Volumen
Sie mussen den fehlenden Datentragerzustand korrigieren, bevor die Firmware aktualisiert werden kann.

* Entweder Controller in einem anderen Zustand als optimal

Einer der Controller des Storage Arrays muss Aufmerksamkeit schenken. Diese Bedingung muss korrigiert
werden, bevor die Firmware aktualisiert werden kann.

» Unpassende Speicherpartitionsdaten zwischen Controller-Objektgrafiken

Beim Validieren der Daten auf den Controllern ist ein Fehler aufgetreten. Wenden Sie sich an den
technischen Support, um dieses Problem zu I6sen.

« SPM Uberpriifung des Datenbankcontrollers schlégt fehl

Auf einem Controller ist ein Fehler bei der Zuordnung von Speicherpartitionen zur Datenbank aufgetreten.
Wenden Sie sich an den technischen Support, um dieses Problem zu l6sen.

+ Uberpriifung der Konfigurationsdatenbank (sofern von der Controller-Version des Speicherarrays
unterstiitzt)

Auf einem Controller ist ein Fehler in der Konfigurationsdatenbank aufgetreten. Wenden Sie sich an den
technischen Support, um dieses Problem zu l6sen.
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* MEL-bezogene Prifungen
Wenden Sie sich an den technischen Support, um dieses Problem zu I6sen.

* In den letzten 7 Tagen wurden mehr als 10 DDE Informations- oder kritische MEL-Ereignisse
gemeldet

Wenden Sie sich an den technischen Support, um dieses Problem zu |6sen.
* Mehr als 2 Seiten 2C kritische MEL-Ereignisse wurden in den letzten 7 Tagen gemeldet
Wenden Sie sich an den technischen Support, um dieses Problem zu l6sen.

* In den letzten 7 Tagen wurden mehr als 2 heruntergestuften Drive Channel-kritische MEL-
Ereignisse gemeldet

Wenden Sie sich an den technischen Support, um dieses Problem zu |6sen.
* Mehr als 4 kritische MEL-Eintrage in den letzten 7 Tagen

Wenden Sie sich an den technischen Support, um dieses Problem zu l6sen.

Andern Sie die Link-Konfiguration des E5700SG Controllers

Sie kdnnen die Ethernet-Link-Konfiguration des E5700SG-Controllers andern. Sie
konnen den Port Bond-Modus, den Netzwerk-Bond-Modus und die
Verbindungsgeschwindigkeit andern.

Bevor Sie beginnen
"Platzieren Sie den E5700SG Controller in den Wartungsmodus".

@ In seltenen Fallen kann es vorkommen, dass eine StorageGRID Appliance in den
Wartungsmodus versetzt wird, damit die Appliance fir den Remote-Zugriff nicht verfigbar ist.

Uber diese Aufgabe
Die Ethernet-Link-Konfiguration des E5700SG-Controllers kann wie folgt geandert werden:

+ Andern des Port Bond Modus von Fixed zu Aggregate oder von Aggregat zu Fixed

» Andern des Netzwerk-Bond-Modus von Active-Backup zu LACP oder von LACP zu Active-Backup
+ Andern der Werte fiir LACP-Ubertragungs-Hash-Richtlinie und LACP-PDU-Rate

« Aktivieren oder Deaktivieren von VLAN-Tagging oder Andern des Werts einer VLAN-Tag-Nummer

+ Andern der Verbindungsgeschwindigkeit von 10-GbE auf 25-GbE oder von 25-GbE auf 10-GbE

Schritte
1. Wahlen Sie im Menu die Option Netzwerke konfigurieren > Link-Konfiguration aus.

2. Andern Sie die gewiinschten Anderungen an der Link-Konfiguration.
Weitere Informationen zu den Optionen finden Sie unter "Netzwerkverbindungen konfigurieren".

3. Wenn Sie mit lhrer Auswahl zufrieden sind, klicken Sie auf Speichern.
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Wenn Sie Anderungen am Netzwerk oder an der Verbindung vorgenommen haben, iiber die
Sie verbunden sind, kdnnen Sie die Verbindung verlieren. Wenn die Verbindung nicht

@ innerhalb von 1 Minute wiederhergestellt wird, geben Sie die URL fir den StorageGRID-
Appliance-Installer erneut ein. Verwenden Sie dazu eine der anderen |IP-Adressen, die der
Appliance zugewiesen sind:
https://E5700SG_Controller IP:8443

Wenn Sie Anderungen an den VLAN-Einstellungen vorgenommen haben, hat sich das Subnetz fiir die
Appliance moglicherweise geandert. Wenn Sie die IP-Adressen fur die Appliance andern mussen, befolgen
Sie die "Konfigurieren Sie die StorageGRID-IP-Adressen" Anweisungen.

. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Netzwerke konfigurieren >
Ping-Test aus.

. Verwenden Sie das Ping-Test-Tool, um die Verbindung zu IP-Adressen in allen Netzwerken zu tberprifen,
die méglicherweise von den in vorgenommenen Anderungen der Verbindungskonfiguration betroffen sind
Verbindungskonfiguration andern Schritt:

Zusatzlich zu allen anderen Tests, die Sie durchfiihren méchten, bestatigen Sie, dass Sie die Grid-IP-
Adresse des primaren Admin-Knotens und die Grid-IP-Adresse von mindestens einem anderen
Speicherknoten pingen kénnen. Korrigieren Sie ggf. alle Probleme mit der Verbindungskonfiguration.

. Sobald Sie zufrieden sind, dass die Anderungen an der Link-Konfiguration funktionieren, booten Sie den
Node neu. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Erweitert >
Controller neu starten aus, und wahlen Sie dann eine der folgenden Optionen aus:

o Wahlen Sie Neustart in StorageGRID aus, um den Controller neu zu starten, wobei der Knoten wieder
in das Raster integriert wird. Wahlen Sie diese Option, wenn Sie im Wartungsmodus ausgefihrt
werden und den Node in den normalen Betrieb zurtickkehren méchten.

o Wahlen Sie Neustart im Wartungsmodus aus, um den Controller neu zu starten, wobei der Knoten
noch im Wartungsmodus bleibt. (Diese Option ist nur verfligbar, wenn sich der Controller im
Wartungsmodus befindet.) Wahlen Sie diese Option aus, wenn weitere Wartungsmalfnahmen
erforderlich sind, die Sie auf dem Node durchfiihren missen, bevor Sie das Raster neu beitreten.

Es kann bis zu 20 Minuten dauern, bis das Gerat neu gestartet wird und sich wieder mit dem Netz
verbindet. So bestatigen Sie, dass der Neustart abgeschlossen ist und der Knoten wieder dem Grid
beigetreten ist:

i. Wahlen Sie im Grid Manager NODES aus.

ii. ..
Uberpriifen Sie, ob der Appliance-Knoten einen normalen Status hat (griines Hékchen-SymboI@
links neben dem Knotennamen), was darauf hinweist, dass keine Warnungen aktiv sind und der
Knoten mit dem Grid verbunden ist.

Hardware-Verfahren

E2800 Series Storage-Controller in der SG5700 austauschen

Madglicherweise mussen Sie den E2800 Serie-Controller ersetzen, wenn er nicht optimal
funktioniert oder ausgefallen ist.

Bevor Sie beginnen

« Sie verfuigen Uber einen Ersatzcontroller mit derselben Teilenummer wie der zu ersetzenden Controller.
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@ Verlassen Sie sich beim Austausch eines Controllers in der StorageGRID Appliance nicht
auf die Anweisungen zur E-Series, da die Vorgehensweisen nicht identisch sind.

« Sie verfugen Uber Etiketten, um jedes Kabel, das mit dem Controller verbunden ist, zu identifizieren.

» Wenn alle Laufwerke gesichert sind, haben Sie die Schritte im Uberpruft "Controller-Austauschverfahren
bei der simplex E2800 Serie", Die das Herunterladen und Installieren der E-Serie SANTtricity System
Manager von der NetApp Support-Website und dann mit dem Enterprise Management Fenster (EMW), um
die gesicherten Laufwerke nach dem Austausch des Controllers entsperren.

@ Sie kdnnen das Gerat erst dann verwenden, wenn Sie die Laufwerke mit dem gespeicherten
Schlissel entsperren.

» Sie mussen Uber spezifische Zugriffsberechtigungen verfugen.
» Sie missen im Grid-Manager mit einem angemeldet sein "Unterstitzter Webbrowser".

Uber diese Aufgabe
Sie kénnen auf zwei Arten feststellen, ob ein ausgefallener Controller-Behalter besteht:

* Der Recovery Guru im SANtricity System Manager fuhrt Sie dazu, den Controller zu ersetzen.

* Die gelbe Warn-LED am Controller leuchtet und gibt an, dass der Controller einen Fehler aufweist.

Auf den Appliance-Speicherknoten kann nicht zugegriffen werden, wenn Sie den Controller austauschen.
Wenn der Controller der E2800 Serie ausreichend funktioniert, kbnnen Sie dies gerne tun "Platzieren Sie den
E5700SG Controller in den Wartungsmodus".

Wenn Sie einen Controller austauschen, missen Sie den Akku aus dem urspringlichen Controller entfernen
und in den Ersatzcontroller einsetzen. In einigen Fallen missen Sie moglicherweise auch die Host-
Schnittstellenkarte vom urspriinglichen Controller entfernen und im Ersatzcontroller installieren.

@ Die Storage Controller in den meisten Appliance-Modellen umfassen keine Host Interface Cards
(HIC).

Schritt 1: Bereiten Sie vor, den Controller zu entfernen

Diese Abbildungen zeigen den E2800A-Controller und den E2800B-Controller. Das Verfahren zum Austausch
der E2800 Controller der Serie und des EF570 Controllers ist identisch.

E2800A Storage-Controller:
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E2800B Storage-Controller:

Etikett Komponente

1 MAC-Adresse

2 FRU-Teilenummer
3 4-Port-HIC

Beschreibung

Die MAC-Adresse fir Management-Port 1 (,"P1 auf E2800A
und Oa auf E2800B™"). Wenn Sie die IP-Adresse des Original-
Controllers Uber DHCP erhalten haben, benétigen Sie diese
Adresse, um eine Verbindung zum neuen Controller
herzustellen.

Die FRU-Teilenummer. Diese Nummer muss der Teilenummer
des derzeit installierten Controllers entsprechen.

Die Host Interface Card (HIC) mit 4 Ports. Diese Karte muss
auf den neuen Controller verschoben werden, wenn Sie den
Austausch durchfiihren.

Hinweis: Der E2800A Controller besitzt keine HIC.

Befolgen Sie die Anweisungen beim Austausch des E2800 Controllers, um das Entfernen des Controllers

vorzubereiten.

Sie verwenden SANTtricity System Manager, um die folgenden Schritte auszufiihren.

Schritte

1. Notieren Sie sich, welche Version der SANTtricity OS Software derzeit auf dem Controller installiert ist.

2. Notieren Sie sich, welche NVSRAM-Version derzeit installiert ist.

3. Wenn die Laufwerksicherheit aktiviert ist, stellen Sie sicher, dass ein gespeicherter Schlissel existiert und
dass Sie den Passphrase kennen, der fir die Installation erforderlich ist.

Moglicher Verlust des Datenzugriffs — \Wenn alle Laufwerke in der Appliance
@ sicherheitsaktiviert sind, kann der neue Controller erst dann auf die Appliance zugreifen,
wenn Sie die gesicherten Laufwerke Uber das Enterprise Management Fenster in SANfricity

System Manager entsperren.

4. Sichern Sie die Konfigurationsdatenbank.

Wenn beim Entfernen eines Controllers ein Problem auftritt, kdnnen Sie die gespeicherte Datei verwenden,
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um lhre Konfiguration wiederherzustellen.

5. Sammeln von Support-Daten fir die Appliance

Durch das Erfassen von Support-Daten vor und nach dem Ersetzen einer Komponente wird
sichergestellt, dass Sie einen vollstandigen Satz von Protokollen an den technischen
Support senden kdénnen, wenn der Austausch das Problem nicht behebt.

Schritt 2: Den Controller offline schalten

Versetzen Sie den Controller in den Offline-Modus und vergewissern Sie sich, dass alle Vorgange
abgeschlossen sind.

Schritte

1. Wenn die StorageGRID Appliance in einem StorageGRID System ausgefiihrt wird, "Platzieren Sie den
E5700SG Controller in den Wartungsmodus".

2. Wenn der E2800 Controller ausreichend funktioniert, um ein kontrolliertes Herunterfahren zu erméglichen,
bestatigen Sie, dass alle Operationen abgeschlossen wurden.

a. Wahlen Sie auf der Startseite des SANTtricity System Managers die Option Vorgange in Bearbeitung
anzeigen.

b. Vergewissern Sie sich, dass alle Vorgange abgeschlossen sind.
3. Schaltet das Controller-Shelf aus.
Schritt 3: Entfernen Sie die Steuerung

Entfernen Sie den fehlerhaften Controller aus dem Gerat.

Schritte
1. Setzen Sie ein ESD-Armband an oder ergreifen Sie andere antistatische Vorsichtsmaflinahmen.

2. Beschriften Sie die Kabel, und trennen Sie dann die Kabel und SFPs.

@ Um Leistungseinbulen zu vermeiden, sollten Sie die Kabel nicht verdrehen, falten,
zusammendrucken oder treten.

3. Losen Sie die Steuerung vom Gerat, indem Sie die Verriegelung am Nockengriff so lange driicken, bis sie
sich 16st, und 6ffnen Sie dann den Nockengriff nach rechts.

4. Schieben Sie den Regler mit zwei Handen und dem Nockengriff aus dem Gerat.
@ Verwenden Sie immer zwei Hande, um das Gewicht der Steuerung zu unterstitzen.

5. Stellen Sie den Controller auf eine flache, statische Oberflache, wobei die abnehmbare Abdeckung nach
oben zeigt.

6. Entfernen Sie die Abdeckung, indem Sie die Taste nach unten driicken und die Abdeckung abnehmen.

Schritt 4: Batterie auf den neuen Controller bringen
Entfernen Sie den Akku aus dem fehlerhaften Controller, und setzen Sie ihn in den Ersatz-Controller ein.

Schritte
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1. Vergewissern Sie sich, dass die griine LED im Controller (zwischen Akku und DIMMSs) aus ist.

Wenn diese griine LED leuchtet, wird der Controller weiterhin mit Strom versorgt. Sie missen warten, bis
diese LED erlischt, bevor Sie Komponenten entfernen.
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Element Beschreibung
1 Interne LED fir aktiven Cache
2 Batterie

2. Suchen Sie den blauen Freigabehebel fiir die Batterie.

3. Entriegeln Sie den Akku, indem Sie den Entriegelungshebel nach unten und aus dem Controller entfernen.
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Element Beschreibung

1 Akkufreigaberiegel

2 Batterie

Heben Sie den Akku an, und schieben Sie ihn aus dem Controller.

Entfernen Sie die Abdeckung vom Ersatzcontroller.

Richten Sie den Ersatz-Controller so aus, dass der Steckplatz fur die Batterie zu Ihnen zeigt.

Setzen Sie den Akku in einem leichten Abwartswinkel in den Controller ein.

Sie mussen den Metallflansch an der Vorderseite der Batterie in den Schlitz an der Unterseite des
Controllers einsetzen und die Oberseite der Batterie unter den kleinen Ausrichtstift auf der linken Seite des
Controllers schieben.

Schieben Sie die Akkuverriegelung nach oben, um die Batterie zu sichern.

Wenn die Verriegelung einrastet, Haken unten an der Verriegelung in einen Metallschlitz am Gehause.

Drehen Sie den Controller um, um zu bestatigen, dass der Akku korrekt installiert ist.



Mogliche Hardware-Schaden — der Metallflansch an der Vorderseite der Batterie muss
@ vollstandig in den Schlitz am Controller eingesetzt werden (wie in der ersten Abbildung

dargestellt). Wenn die Batterie nicht richtig eingesetzt ist (wie in der zweiten Abbildung

dargestellt), kann der Metallflansch die Controllerplatine kontaktieren, was zu Schaden flhrt.

o Korrekt — der Metallflansch der Batterie ist vollstandig in den Schlitz am Controller eingesetzt:

o Falsch — der Metallflansch der Batterie ist nicht in den Steckplatz an der Steuerung eingefiigt:

10. Bringen Sie die Controllerabdeckung wieder an.

Schritt 5: Verschieben Sie HIC auf neuen Controller, falls erforderlich

Wenn der ausgefallene Controller eine Host Interface Card (HIC) enthalt, verschieben Sie die HIC vom
ausgefallenen Controller auf den Ersatz-Controller.

Eine separate HIC wird nur flir den E2800B-Controller verwendet. Die HIC wird auf der Haupt-Controller-
Platine montiert und enthalt zwei SPF-Anschlisse.

@ Die Abbildungen in diesem Verfahren zeigen eine HIC mit 2 Ports. Die HIC in Ihrem Controller
hat méglicherweise eine andere Anzahl von Ports.
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E2800A
Ein E2800A-Controller verfiigt nicht Gber eine HIC.

Die Abdeckung des E2800A-Controllers wieder anbringen und mit fortfahren Schritt 6: Controller
austauschen

E2800B
Setzen Sie die HIC vom ausgefallenen E2800B-Controller auf den Ersatz-Controller.

Schritte
1. Entfernen Sie alle SFPs von der HIC.

2. Entfernen Sie mit einem #1 Kreuzschlitzschraubendreher die Schrauben, mit denen die HIC-
Frontplatte am Controller befestigt ist.

Es gibt vier Schrauben: Eine auf der Oberseite, eine auf der Seite und zwei auf der Vorderseite.

i

3. Entfernen Sie die HIC-Frontplatte.

4. Losen Sie mit den Fingern oder einem Kreuzschlitzschraubendreher die drei Randelschrauben, mit
denen die HIC an der Controllerkarte befestigt ist.

5. Losen Sie die HIC vorsichtig von der Controllerkarte, indem Sie die Karte nach oben heben und
wieder zurlickschieben.
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@ Achten Sie darauf, dass die Komponenten auf der Unterseite der HIC oder auf der
Oberseite der Controller-Karte nicht verkratzen oder stol3en.

e, —,
e

g

Etikett Beschreibung
1 Host-Schnittstellenkarte
2 Randelschrauben

. Platzieren Sie die HIC auf einer statischen Oberflache.

. Entfernen Sie mit einem #1 Kreuzschlitzschraubendreher die vier Schrauben, mit denen die leere
Frontplatte an der Ersatzsteuerung befestigt ist, und entfernen Sie die Frontplatte.

. Richten Sie die drei Randelschrauben der HIC an den entsprechenden Léchern am Ersatz-Controller
aus, und richten Sie den Anschluss an der Unterseite der HIC an dem HIC-Schnittstellenanschluss
auf der Controllerkarte aus.

Achten Sie darauf, dass die Komponenten auf der Unterseite der HIC oder auf der Oberseite der
Controller-Karte nicht verkratzen oder stoRen.

. Senken Sie die HIC vorsichtig ab, und setzen Sie den HIC-Anschluss ein, indem Sie vorsichtig auf die
HIC drlcken.

@ Mogliche Gerateschaden — Vorsicht, den goldenen Bandanschluss fur die Controller-
LEDs nicht zwischen der HIC und den Randelschrauben zu quetschen.
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Etikett Beschreibung
1 Host-Schnittstellenkarte

2 Randelschrauben

10. Ziehen Sie die HIC-Randelschrauben manuell fest.

1.
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Verwenden Sie keinen Schraubendreher, da Sie die Schrauben sonst mdglicherweise zu fest
anziehen.

Befestigen Sie mit einem #1 Kreuzschlitzschraubendreher die HIC-Frontplatte, die Sie vom
urspringlichen Controller entfernt haben, mit vier Schrauben an der neuen Steuerung.



12. Installieren Sie alle entfernten SFPs wieder auf der HIC.

Schritt 6: Controller austauschen

Installieren Sie den Ersatz-Controller und tberprifen Sie, ob er wieder an das Raster angeschlossen ist.

Schritte
1. Setzen Sie den Ersatzcontroller in das Gerét ein.

a. Drehen Sie den Controller um, so dass die abnehmbare Abdeckung nach unten zeigt.

b. Schieben Sie den Steuerknebel in die gedffnete Stellung, und schieben Sie ihn bis zum Gerat.
c. Bewegen Sie den Nockengriff nach links, um die Steuerung zu verriegeln.

d. Ersetzen Sie die Kabel und SFPs.

e. Schalten Sie das Controller-Shelf ein.

f. Warten Sie, bis der E2800 Controller neu gestartet wurde. Vergewissern Sie sich, dass auf der 7-
Segment-Anzeige ein Status von angezeigt wird 99.

g. Legen Sie fest, wie Sie dem Ersatz-Controller eine IP-Adresse zuweisen.

Die Schritte zum Zuweisen einer IP-Adresse zum Ersatz-Controller hdngen davon ab,
@ ob Sie Management-Port 1 mit einem Netzwerk mit einem DHCP-Server verbunden
haben und ob alle Laufwerke gesichert sind.
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Wenn Management-Port 1 mit einem Netzwerk tber einen DHCP-Server verbunden ist, erhalt der neue
Controller seine IP-Adresse vom DHCP-Server. Dieser Wert kann sich von der IP-Adresse des
ursprunglichen Controllers unterscheiden.

2. Wenn die Appliance gesicherte Laufwerke verwendet, befolgen Sie die Anweisungen beim Austausch des
E2800 Controllers, um den Sicherheitsschlissel des Laufwerks zu importieren.

3. Stellen Sie den normalen Betriebsmodus des Gerats wieder ein. Wahlen Sie im Installationsprogramm der
StorageGRID-Appliance die Option Erweitert > Controller neu starten aus, und wahlen Sie dann
Neustart in StorageGRID aus.

4. Uberwachen Sie wahrend des Neubootens den Status des Node, um zu bestimmen, wann er sich wieder
im Raster angeschlossen hat.

Das Gerat wird neu gestartet und wieder in das Raster integriert. Dieser Vorgang kann bis zu 20 Minuten
dauern.

5. Bestatigen Sie, dass der Neustart abgeschlossen ist und der Knoten wieder dem Grid beigetreten ist:
a. Wahlen Sie im Grid Manager NODES aus.

b. .
Uberprifen Sie, ob der Appliance-Knoten einen normalen Status hat (griines Hékchen-SymboI@
links neben dem Knotennamen), was darauf hinweist, dass keine Warnungen aktiv sind und der
Knoten mit dem Grid verbunden ist.

6. Vom SANtricity System Manager sollte sichergestellt werden, dass der neue Controller optimal ist, und er
sammelt Support-Daten.

Nach dem Austausch des Teils senden Sie das fehlerhafte Teil an NetApp zurtick, wie in den mit dem Kit
gelieferten RMA-Anweisungen beschrieben. Siehe "Teilerlickgabe Austausch" Seite fir weitere Informationen.

Ersetzen Sie den StorageGRID E5700SG-Rechnercontroller

Moglicherweise mussen Sie den E5700SG-Controller austauschen, wenn er nicht optimal
funktioniert oder ausgefallen ist.

Bevor Sie beginnen

+ Sie verflgen Uber einen Ersatzcontroller mit derselben Teilenummer wie der zu ersetzenden Controller.

 Sie haben die Anweisungen zur E-Series zum Austausch eines ausgefallenen E5700 Controllers
heruntergeladen.

Weitere Einzelheiten zu bestimmten Schritten finden Sie nur in den Anweisungen zur E-
Serie. Verwenden Sie sie nicht, um einen Controller im StorageGRID -Gerat zu ersetzen, da

@ die Verfahren unterschiedlich sind. Beispielsweise wird in den Anweisungen der E-Serie fir
den E5700-Controller beschrieben, wie die Batterie und die Host-Schnittstellenkarte (HIC)
aus einem ausgefallenen Controller entfernt und in einem Ersatzcontroller installiert werden.
Diese Schritte gelten nicht fir den StorageGRID E5700SG-Controller.

« Sie verflgen Uber Etiketten, um jedes Kabel, das mit dem Controller verbunden ist, zu identifizieren.

Uber diese Aufgabe

Wenn Sie den Controller austauschen, kénnen Sie nicht mehr auf den Speicherknoten des Gerats zugreifen.
Wenn der E5700SG-Controller ausreichend funktioniert, kbnnen Sie zu Beginn dieses Vorgangs ein
kontrolliertes Herunterfahren durchfiihren.
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Wenn Sie den Controller vor dem Installieren der StorageGRID-Software ersetzen, konnen Sie
nach Abschluss dieses Verfahrens moglicherweise nicht sofort auf den StorageGRID Appliance
Installer zugreifen. Sie kbnnen zwar von anderen Hosts im selben Subnetz wie die Appliance

@ auf das Installationsprogramm der StorageGRID-Appliance zugreifen, kdnnen jedoch nicht von
Hosts in anderen Subnetzen darauf zugreifen. Diese Bedingung sollte sich innerhalb von 15
Minuten I6sen (wenn Eintrage im ARP-Cache fir die urspriingliche Controller-Zeit erforderlich
sind), oder Sie kénnen den Zustand sofort I16schen, indem Sie alle alten ARP-Cacheeintrage
manuell vom lokalen Router oder Gateway l6schen.

Schritte
1. Fahren Sie den E5700SG Controller herunter.

a. Melden Sie sich beim Grid-Node an:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
il. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

iv. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

2. Fahren Sie den E5700SG-Controller herunter:*shutdown -h now *
3. Wenn die mit dem Controller verbundenen StorageGRID-Netzwerke DHCP-Server verwenden:
a. Beachten Sie die MAC-Adressen flr die Ports am Ersatz-Controller (auf Etiketten am Controller).

b. Bitten Sie den Netzwerkadministrator, die IP-Adresseinstellungen fiir den urspriinglichen Controller zu
aktualisieren, um die MAC-Adressen fur den Ersatz-Controller zu reflektieren.

Sie mussen sicherstellen, dass die IP-Adressen fiir den Original-Controller aktualisiert
wurden, bevor Sie den Ersatz-Controller in das Gerat einsetzen. Andernfalls erhalt der

@ Controller beim Booten neue DHCP-IP-Adressen und kann moglicherweise keine
erneute Verbindung zu StorageGRID herstellen. Dieser Schritt gilt fir alle StorageGRID
-Netzwerke, die an den Controller angeschlossen sind.

4. Entfernen Sie den Controller aus dem Geréat:
a. Setzen Sie ein ESD-Armband an oder ergreifen Sie andere antistatische Vorsichtsmaflinahmen.

b. Beschriften Sie die Kabel, und trennen Sie dann die Kabel und SFPs.

@ Um eine verminderte Leistung zu vermeiden, dirfen die Kabel nicht verdreht, gefaltet,
gequetscht oder treten.

c. Losen Sie die Steuerung vom Gerat, indem Sie die Verriegelung am Nockengriff so lange driicken, bis
sie sich I0st, und 6ffnen Sie dann den Nockengriff nach rechts.

d. Schieben Sie den Regler mit zwei Handen und dem Nockengriff aus dem Gerat.
@ Verwenden Sie immer zwei Hande, um das Gewicht der Steuerung zu unterstitzen.

5. Setzen Sie den Ersatzcontroller in das Gerat ein.
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a. Drehen Sie den Controller um, so dass die abnehmbare Abdeckung nach unten zeigt.

b. Schieben Sie den Steuerknebel in die gedffnete Stellung, und schieben Sie ihn bis zum Gerat.
c. Bewegen Sie den Nockengriff nach links, um die Steuerung zu verriegeln.

d. Ersetzen Sie die Kabel und SFPs.

6. Nachdem die Controller erfolgreich gestartet wurden, sollten in den sieben Segment-Displays folgende
Werte angezeigt werden:

o Controller der E2800 Serie:
Der endglltige Zustand ist 99.
o E5700SG Controller:
Der endglltige Zustand ist HA.

7. Nachdem das Gerat wieder dem Grid beigetreten ist, vergewissern Sie sich, dass der Speicherknoten des
Gerats im Grid Manager angezeigt wird und dass keine Alarme auftreten.

Nach dem Austausch des Teils senden Sie das fehlerhafte Teil an NetApp zurtick, wie in den mit dem Kit
gelieferten RMA-Anweisungen beschrieben. Siehe "Teilerlickgabe Austausch" Seite fir weitere Informationen.

Verwandte Informationen

"Dokumentation zur NetApp E-Series"

Tauschen Sie andere Hardwarekomponenten des SG5700 aus

Mdglicherweise mussen Sie einen Controller-Akku, ein Laufwerk, einen Lifter oder ein
Netzteil in dem StorageGRID-Gerat austauschen.

Bevor Sie beginnen
» Sie haben das Verfahren zum Austausch der E-Series Hardware.

* Das Gerat war "Wird in den Wartungsmodus versetzt" Wenn das Verfahren zum Austausch von
Komponenten erfordert, schalten Sie das Gerat aus.

Uber diese Aufgabe

Informationen zum Austauschen der Batterie im E2800-Controller finden Sie in den Anweisungen in dieser
Anleitung fur "Austausch des E2800-Controllers". Diese Anweisungen beschreiben, wie Sie den Controller aus
dem Gerat entfernen, den Akku aus dem Controller entfernen, den Akku einbauen und den Controller
austauschen.

Wenn Sie ein Laufwerk, einen Netzlifterbehalter, einen Liufterbehalter, einen Aktivkohlebehélter oder eine

Laufwerksschublade im Gerat austauschen méchten, greifen Sie auf die "E-Series Verfahren zur Wartung von
E2800 Hardware"zu.

Anweisungen zum Austausch der SG5712-Komponente

FRU Weitere Informationen finden Sie in den Anweisungen zur E-Series

Laufwerk "Austausch eines Laufwerks bei Shelfs der E2800 mit 12 Laufwerken oder mit 24
Laufwerken"
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FRU Weitere Informationen finden Sie in den Anweisungen zur E-Series

Lufter-Behalter "Austausch eines Power-Fan-Behalters in E2800 Shelfs"

Anweisungen zum Austausch der SG5760 Komponenten

FRU Weitere Informationen finden Sie in den Anweisungen zur E-Series
Laufwerk "Ersetzen eines Laufwerks in E2860 Shelfs"

Leistungsbehalter "Austausch eines Netzkanisters in E2860 Shelfs"

Geblasebehalter "Austausch eines Liftergehauses in E2860 Shelfs"
Laufwerksschublade "Austauschen eines Laufwerksschubs in E2860 Shelfs"

Hardware der SG5800 Storage Appliance warten

SG5800 Appliance warten

Moglicherweise mussen Sie die SANtricity OS Software auf dem E4000-Controller
aktualisieren, die Ethernet-Link-Konfiguration des SG5800-Controllers andern, den
E4000-Controller oder den SG5800-Controller austauschen oder bestimmte
Komponenten austauschen. Bei den in diesem Abschnitt beschriebenen Verfahren wird
davon ausgegangen, dass die Appliance bereits als Storage-Node in einem
StorageGRID-System bereitgestellt wurde.

In diesem Abschnitt finden Sie spezifische Verfahren zur Wartung lhrer SG5800 Appliance.
Siehe "Allgemeine Verfahren" Fur Wartungsverfahren, die von allen Geraten verwendet werden.

Siehe "Richten Sie die Hardware ein" Fur Wartungsverfahren, die auch wahrend der Erstinstallation und
-Konfiguration der Appliance durchgefiihrt werden.

Verfahren zur Wartungskonfiguration

Upgrade von SANtricity OS auf Storage Controller

Allgemeines zum Upgrade von SANtricity OS auf einem SG5800 Storage Controller

Um die optimale Funktion des Storage Controllers sicherzustellen, mussen Sie auf die
neueste Wartungsversion des SANtricity-Betriebssystems aktualisieren, das fur |hre
StorageGRID Appliance geeignet ist.

Ermitteln Sie die neueste Version des SANtricity Betriebssystems, die fir die Verwendung auf Ihrer
StorageGRID Appliance geeignet ist, indem Sie sie konsultieren "NetApp Downloads mit StorageGRID
Appliance" und bei Bedarf herunterladen.

113


https://docs.netapp.com/us-en/e-series/maintenance-e2800/canisters-fan-supertask-task.html
https://docs.netapp.com/us-en/e-series/maintenance-e2800/drives-12-24-supertask-task.html
https://docs.netapp.com/us-en/e-series/maintenance-e2800/canisters-60-replace-power-task.html
https://docs.netapp.com/us-en/e-series/maintenance-e2800/canisters-fan-supertask-task.html
https://docs.netapp.com/us-en/e-series/maintenance-e2800/drives-60-supertask-task.html
https://docs.netapp.com/de-de/storagegrid-appliances/installconfig/configuring-hardware.html
https://mysupport.netapp.com/site/products/all/details/storagegrid-appliance/downloads-tab
https://mysupport.netapp.com/site/products/all/details/storagegrid-appliance/downloads-tab

Laden Sie die neue Datei fir die SANtricity OS Software von herunter "NetApp Downloads mit StorageGRID
Appliance".

Verwenden Sie eines der folgenden Verfahren, das auf der derzeit installierten Version von SANtricity OS
basiert:

» Wenn der Storage-Controller SANtricity OS 08.42.20.00 (11.42) oder eine neuere Version verwendet,
fihren Sie das Upgrade mit dem Grid Manager durch.

"Aktualisieren Sie SANtricity OS auf Storage-Controllern mit Grid Manager"

* Wenn der Storage-Controller eine SANtricity OS-Version verwendet, die alter als 08.42.20.00 ist (11.42),
fuhren Sie das Upgrade im Wartungsmodus durch.

"Upgrade von SANtricity OS auf E4000 Controller im Wartungsmodus"

Aktualisieren Sie das SANtricity Betriebssystem auf SG5800 Storage Controllern mithilfe des Grid Manager

Fur Storage-Controller, die derzeit SANtricity OS 08.42.20.00 (11.42) oder neuer
verwenden, konnen Sie mit dem Grid Manager ein Upgrade anwenden. Das konnen Sie
auch "Verwenden Sie den Wartungsmodus, um ein Upgrade anzuwenden".

Bevor Sie beginnen

* Wenn Sie die SANTtricity OS Version nicht von erhalten haben, auf die Sie ein Upgrade durchfihren
mochten "NetApp Downloads mit StorageGRID Appliance”, Sie haben konsultiert "NetApp Downloads mit
StorageGRID Appliance" Oder im "NetApp Interoperabilitats-Matrix-Tool (IMT)" Um sicherzustellen, dass
die fur das Upgrade verwendete SANtricity OS-Version mit Ihrer Appliance kompatibel ist.

+ Sie haben die "Berechtigung fur Wartung oder Root-Zugriff".
+ Sie sind im Grid Manager mit einem angemeldet "Unterstitzter Webbrowser".

+ Sie haben die Provisionierungs-Passphrase.

Uber diese Aufgabe

Andere Software-Updates (StorageGRID Software-Upgrade oder Hotfix) kdnnen nicht ausgefiihrt werden,
wahrend ein SANTtricity-Betriebssystem-Upgrade durchgefiihrt wird. Wenn Sie versuchen, vor Abschluss des
SANTtricity OS-Upgrades einen Hotfix oder ein StorageGRID-Software-Upgrade zu starten, werden Sie zur
Upgrade-Seite von SANtricity OS umgeleitet.

Der Vorgang ist erst abgeschlossen, wenn das SANtricity OS-Upgrade erfolgreich auf alle fiir das Upgrade
ausgewahlten Knoten angewendet wurde. Das Laden des SANItricity -Betriebssystems auf jedem Knoten
(nacheinander) kann mehr als 30 Minuten dauern und der Neustart jedes StorageGRID Speichergerats kann
bis zu 90 Minuten dauern. Knoten in Threm Grid, die SANtricity OS nicht verwenden, sind von diesem
Verfahren nicht betroffen.

Die folgenden Schritte sind nur anwendbar, wenn Sie den Grid Manager zur Durchflihrung des

@ Upgrades verwenden. Die Storage Controller in der Appliance kdnnen nicht mit dem Grid-
Manager aktualisiert werden, wenn die Controller SANTtricity OS verwenden, die alter als
08.42.20.00 (11.42) sind.

Mit diesem Verfahren wird der NVSRAM automatisch auf die neueste Version aktualisiert, die
@ mit dem Upgrade des SANItricity-Betriebssystems verknlpft ist. Sie missen keine separate
NVSRAM-Aktualisierungsdatei anwenden.
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@ Wenden Sie den neuesten StorageGRID -Hotfix an, bevor Sie mit diesem Verfahren beginnen.
Sehen "StorageGRID Hotfix Verfahren" fur Details.

Schritte

1. Laden Sie die neue SANtricity OS Softwaredatei von herunter "NetApp Downloads mit StorageGRID
Appliance".

Wahlen Sie die SANTtricity OS-Version fur Ihre Speichercontroller.

2. Wahlen Sie WARTUNG > System > Software-Update.

Software update

You can upgrade StorageGRID software, apply a hotfix, or upgrade the SANtricity OS software on StorageGRID storage
appliances. NetApp recommends you apply the latest hotfix before and after each software upgrade. Some hotfixes are

required to prevent data loss.

StorageGRID upgrade StorageGRID hotfix SANtricity OS update
Upgrade to the next StorageGRID Apply a hotfix to your current Update the SANtricity OS software
version and apply the latest hotfix StorageGRID software version. on your StorageGRID storage
for that version. appliances.

Upgrade — Apply hotfix — Update —

3. Wahlen Sie im Abschnitt SANtricity OS Update die Option Update aus.

Die Seite SANtricity OS Upgrade wird angezeigt und enthalt die Details zu den einzelnen Appliance-
Nodes, einschlieflich:

o Node-Name

o Standort

> Appliance-Modell

> Version des SANTtricity Betriebssystems

o Status

o Status des letzten Upgrades

4. Lesen Sie die Informationen in der Tabelle fiir alle Upgrade-fahigen Gerate. Vergewissern Sie sich, dass
alle Speicher-Controller den Status nominal haben. Wenn der Status eines Controllers Unbekannt lautet,
gehen Sie zu Nodes > Appliance Node > Hardware, um das Problem zu untersuchen und zu beheben.

5. Wahlen Sie die Upgrade-Datei fur das SANtricity Betriebssystem aus, die Sie von der NetApp Support-
Website heruntergeladen haben.

a. Wahlen Sie Durchsuchen.

b. Suchen und wahlen Sie die Datei aus.
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c. Wahlen Sie Offen.

Die Datei wird hochgeladen und validiert. Wenn der Validierungsprozess abgeschlossen ist, wird der
Dateiname mit einem griinen Hakchen neben der Schaltfliche Browse angezeigt. Andern Sie den
Dateinamen nicht, da er Teil des Uberpriifungsprozesses ist.

. Geben Sie die Provisionierungs-Passphrase ein und wahlen Sie Weiter.

Ein Warnfeld zeigt an, dass die Verbindung lhres Browsers vortibergehend unterbrochen wird, da Dienste
auf Knoten, die aktualisiert werden, neu gestartet werden.

. Wahlen Sie Ja, um die SANTtricity OS-Upgrade-Datei auf den primaren Admin-Knoten zu Ubertragen.

Wenn das SANtricity OS Upgrade startet:

a. Die Integritatsprifung wird ausgefiihrt. Dieser Prozess Uberprift, dass fir keine Nodes der Status
~LAufmerksamkeit erforderlich“ angezeigt wird.

@ Wenn Fehler gemeldet werden, beheben Sie sie, und wahlen Sie erneut Start.

b. Die Fortschrittstabelle fir das SANTtricity OS-Upgrade wird angezeigt. In dieser Tabelle werden alle
Storage-Nodes in lhrem Raster und die aktuelle Phase des Upgrades fur jeden Node angezeigt.

In der Tabelle sind alle Appliance Storage-Nodes aufgeflihrt. Softwarebasierte Storage-
Nodes werden nicht angezeigt. Wahlen Sie fur alle Nodes, die das Upgrade erfordern *
genehmigen.



SANtricity OS
Upload files —— e Upgrade

Approved nodes are added to a queue and upgraded sequentizlly. Each node can take up to 30 minutes, which includes updating NVSRAM. When

the upgrade is complete, the node is rebooted.

Select Approve all or approve nodes one at a time. To remove nodes from the queue, select Remove all or remove nodes one at a time. If the

uploaded file doesn’t apply to an approved node, the upgrade process skips that node and moves to the next node in the queue.
Optionally, select Skip nodes and finish to end the upgrade and skip any unapproved nodes.
SANtricity OS upgrade file: RCB_11.70.3_280x_6283a64d.dlp

0 out of 3 completed

Current . = :
Node name # ) %+  Progress Stage Details Status @ S  Actions
version

Waiting for you to

10-224-2-24-51 @ 08.40.60.01 Nominal Approve
approve
lab-37-sgws Waiting for you to
S 08.73.00.00 Nominal AppProve
quanta-10 @ approve

Waiting for you to
storage-7 @ 98.72.09.00 Nominal  Approve

approve ' bl
Skip nodes and finish

8. Sortieren Sie die Liste der Knoten wahlweise in aufsteigender oder absteigender Reihenfolge nach:

o Node-Name
o Aktuelle Version
o Fortschritt
o Stufe
o Status
Sie kénnen auch einen Begriff in das Suchfeld eingeben, um nach bestimmten Knoten zu suchen.

9. Genehmigen Sie die Grid-Knoten, die Sie zur Upgrade-Warteschlange hinzufliigen méchten. Genehmigte
Nodes werden nacheinander aktualisiert.

Genehmigen Sie das SANTtricity OS Upgrade flir einen Appliance-Speicher-Node nur, wenn
Sie sicher sind, dass der Node bereit ist, angehalten und neu gestartet zu werden. Wenn
@ das Upgrade von SANTtricity OS auf einem Node genehmigt wird, werden die Services auf
diesem Node angehalten und der Upgrade-Prozess beginnt. Wenn die Aktualisierung des
Node abgeschlossen ist, wird der Appliance-Node spater neu gebootet. Diese Vorgange
kénnen zu Serviceunterbrechungen fir Clients flihren, die mit dem Node kommunizieren.

o Klicken Sie auf die Schaltflache Alle genehmigen, um alle Speicher-Nodes der SANTtricity OS
Upgrade-Warteschlange hinzuzufiigen.
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Wenn die Reihenfolge, in der die Knoten aktualisiert werden, wichtig ist, genehmigen
Sie nacheinander Knoten oder Gruppen von Knoten, und warten Sie, bis das Upgrade
fur jeden Knoten abgeschlossen ist, bevor Sie den nachsten Knoten genehmigen.

o Wahlen Sie eine oder mehrere Genehmigen-Schaltflachen, um einen oder mehrere Knoten zur
SANTtricity OS-Upgrade-Warteschlange hinzuzufiigen. Die Schaltflache approve ist deaktiviert, wenn
der Status nicht nominal ist.

Nachdem Sie Genehmigen ausgewahlt haben, bestimmt der Upgrade-Prozess, ob der Knoten
aktualisiert werden kann. Wenn ein Knoten aktualisiert werden kann, wird er der Upgrade-
Warteschlange hinzugefugt.

Bei einigen Nodes wird die ausgewahlte Upgrade-Datei absichtlich nicht angewendet. Sie kénnen das
Upgrade abschlie3en, ohne dass Sie ein Upgrade dieser spezifischen Nodes durchfliihren missen. Nodes,
die absichtlich kein Upgrade durchgefiihrt wurden, zeigen eine Phase komplett (Upgrade versucht) und
geben den Grund an, warum der Node nicht in der Spalte Details aktualisiert wurde.

Wenn Sie einen Knoten oder alle Knoten aus der SANTtricity OS Upgrade-Warteschlange entfernen
mochten, wahlen Sie Entfernen oder Alle entfernen.

Wenn die Phase tber Queued hinaus fortschreitet, wird die Schaltflache Entfernen ausgeblendet und Sie
kénnen den Knoten nicht mehr aus dem SANtricity OS-Upgrade-Prozess entfernen.

Warten Sie, wahrend das SANtricity OS Upgrade auf jeden genehmigten Grid-Node angewendet wird.

> Wenn bei einem Node wahrend der Anwendung des SANItricity OS Upgrades eine Fehlerstufe
angezeigt wird, ist das Upgrade flur den Node fehlgeschlagen. Mithilfe des technischen Supports
mussen Sie das Gerat moglicherweise in den Wartungsmodus versetzen, um es wiederherzustellen.

o Wenn die Firmware auf dem Node zu alt ist, um mit dem Grid-Manager aktualisiert zu werden, wird auf
dem Node die Fehlerstufe angezeigt. Darin enthalten sind die Details, die Sie zum Upgrade von
SANTtricity OS auf dem Node mit dem Wartungsmodus verwenden miissen. Gehen Sie wie folgt vor,
um den Fehler zu beheben:

i. Verwenden Sie den Wartungsmodus, um ein Upgrade von SANtricity OS auf dem Node
durchzufihren, auf dem eine Fehlerstufe angezeigt wird.

i. Verwenden Sie den Grid-Manager, um das SANtricity OS-Upgrade neu zu starten und
abzuschlielen.

Wenn das SANtricity OS Upgrade auf allen genehmigten Nodes abgeschlossen ist, wird die
Fortschrittstabelle fir SANtricity OS Upgrades geschlossen, und ein griines Banner zeigt die Anzahl der
aktualisierten Nodes sowie Datum und Uhrzeit des Upgrades an.

Wenn ein Knoten nicht aktualisiert werden kann, notieren Sie sich den Grund, der in der Spalte Details
angezeigt wird, und flhren Sie die entsprechende Aktion durch.

@ Das SANTtricity OS-Upgrade ist erst abgeschlossen, wenn Sie das SANTtricity OS-Upgrade
auf allen aufgeflihrten Storage-Nodes genehmigen.

Grund Empfohlene MaBRnahmen

Storage-Node wurde bereits Keine weiteren MaRnahmen erforderlich.
aktualisiert.



Grund Empfohlene MaBnahmen

Das SANtricity OS Upgrade ist fur Der Node verfugt nicht Gber einen Storage Controller, der vom
diesen Node nicht verfligbar. StorageGRID System gemanagt werden kann. Schlielen Sie das
Upgrade ab, ohne den Node mit dieser Meldung zu aktualisieren.

Die SANtricity OS-Datei ist mit Der Node erfordert eine andere SANtricity OS-Datei als die

diesem Node nicht kompatibel. ausgewahlte.
Laden Sie nach Abschluss des aktuellen Upgrades die korrekte
SANTtricity OS-Datei fur den Node herunter, und wiederholen Sie den
Upgrade-Vorgang.

13. Wenn Sie die Genehmigung von Nodes beenden und zur Seite SANTtricity OS zuriickkehren mdchten, um
einen Upload einer neuen SANtricity OS-Datei zu ermdglichen, gehen Sie wie folgt vor:

a. Wahlen Sie Knoten tiberspringen und beenden.
Es wird eine Warnung angezeigt, in der Sie gefragt werden, ob Sie den Aktualisierungsvorgang wirklich
beenden mochten, ohne alle zutreffenden Knoten zu aktualisieren.

b. Wahlen Sie * OK* aus, um zur Seite SANtricity OS zurlckzukehren.

c. Wenn Sie bereit sind, mit der Genehmigung von Knoten fortzufahren, Laden Sie das SANtricity OS
herunter Um den Upgrade-Vorgang neu zu starten.

@ Nodes, die bereits genehmigt und ohne Fehler aktualisiert wurden, werden weiterhin
aktualisiert.

14. Wiederholen Sie diesen Upgrade-Vorgang fiur Knoten im Status ,Abgeschlossen®, die eine andere
SANtricity OS-Upgrade-Datei erfordern.

@ Verwenden Sie flr Knoten mit dem Status ,Bendtigt Aufmerksamkeit® den Wartungsmodus,
um das Upgrade durchzufihren.

Verwandte Informationen
* "NetApp Interoperabilitats-Matrix-Tool"

+ "Upgrade von SANTtricity OS auf E4000 Controller im Wartungsmodus"

Upgrade von SANtricity OS auf E4000 Controller im Wartungsmodus

Sie kdnnen den Wartungsmodus verwenden, um ein Upgrade von SANTtricity OS auf dem
E4000 Controller durchzufuhren.

Fir Storage-Controller, die derzeit SANtricity OS verwenden, die alter als 08.42.20.00 (11.42) sind, missen Sie
das Verfahren des Wartungsmodus verwenden, um ein Upgrade durchzuflhren.

Fir Storage-Controller, die derzeit SANTtricity OS mit einem neueren Betriebssystem als

@ 08.42.20.00 (11.42) verwenden, wird empfohlen, dies zu tun "Verwenden Sie den Grid Manager,
um ein Upgrade anzuwenden". Sie kénnen das Verfahren fir den Wartungsmodus jedoch
verwenden, wenn Sie es bevorzugen oder vom technischen Support dazu angewiesen wurden.
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Bevor Sie beginnen

* Wenn Sie die SANTtricity OS Version nicht von erhalten haben, auf die Sie ein Upgrade durchfihren
mochten "NetApp Downloads mit StorageGRID Appliance", Sie haben konsultiert "NetApp Downloads mit
StorageGRID Appliance" Oder im "NetApp Interoperabilitats-Matrix-Tool (IMT)" Um sicherzustellen, dass
die fur das Upgrade verwendete SANtricity OS-Version mit Ihrer Appliance kompatibel ist.

» Sie missen den SG5800-Controller in , setzen "Wartungsmodus", wodurch alle E/A-Vorgange zum E4000-
Controller angehalten werden.

In seltenen Fallen kann es vorkommen, dass eine StorageGRID Appliance in den
Wartungsmodus versetzt wird, damit die Appliance fir den Remote-Zugriff nicht verfugbar
ist.

Uber diese Aufgabe

FUhren Sie keine Upgrades des SANTtricity OS bzw. NVSRAM im E-Series Controller auf mehr als einer
StorageGRID Appliance gleichzeitig durch.

Wenn Sie mehrere StorageGRID Appliances gleichzeitig aktualisieren, kann dies in
@ Abhangigkeit von Ihrem Implementierungsmodell und den ILM-Richtlinien zu
Datenunverflugbarkeit fihren.

Schritte

1.

Uberpriifen Sie, ob das Gerat in ist "Wartungsmodus".

2. Greifen Sie Uber ein Service-Laptop auf den SANtricity System Manager zu und melden Sie sich an.
3. Laden Sie die neue SANTtricity OS Software-Datei und die NVSRAM-Datei auf den Management-Client

herunter.

@ Das NVSRAM bezieht sich auf die StorageGRID Appliance. Verwenden Sie den Standard-
NVSRAM-Download nicht.

4. Befolgen Sie die Anweisungen im SANtricity-Handbuch fiir Software- und Firmware-Aktualisierungen oder

der Online-Hilfe des SANtricity System Managers, um die Firmware und den NVSRAM des E4000-
Controllers zu aktualisieren.

@ Aktivieren Sie die Upgrade-Dateien sofort. Die Aktivierung darf nicht verzogert werden.

5. Wenn diese Prozedur erfolgreich abgeschlossen ist und Sie weitere durchzuflihrenden Verfahren haben,

wahrend sich der Node im Wartungsmodus befindet, flihren Sie sie jetzt aus. Wenn Sie fertig sind oder
Fehler auftreten und von vorne beginnen méchten, wahlen Sie Erweitert > Controller neu starten aus,
und wahlen Sie dann eine der folgenden Optionen aus:

o Wahlen Sie Neustart in StorageGRID aus

o Wahlen Sie Neustart im Wartungsmodus aus, um den Controller neu zu starten, wobei der Knoten
noch im Wartungsmodus bleibt. Wahlen Sie diese Option aus, wenn wahrend des Verfahrens Fehler
auftreten und neu starten méchten. Nachdem der Node das Neubooten in den Wartungsmodus
abgeschlossen hat, starten Sie den entsprechenden Schritt wahrend des ausgefallenen Verfahrens
neu.

Es kann bis zu 20 Minuten dauern, bis das Gerat neu gestartet wird und sich wieder mit dem Netz
verbindet. So bestatigen Sie, dass der Neustart abgeschlossen ist und der Knoten wieder dem Grid
beigetreten ist:
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i. Wahlen Sie im Grid Manager NODES aus.
ii. ..
Uberprifen Sie, ob der Appliance-Knoten einen normalen Status hat (griines Hékchen-Symbole

links neben dem Knotennamen), was darauf hinweist, dass keine Warnungen aktiv sind und der
Knoten mit dem Grid verbunden ist.

Verwandte Informationen

"Aktualisieren Sie SANTtricity OS auf Storage-Controllern mit Grid Manager"

Aktualisieren Sie die Laufwerksfirmware

Automatisches Upgrade der SG5800-Laufwerksfirmware wahrend des Neustarts der Appliance

Der StorageGRID Appliance Installer installiert beim Neustart der Appliance automatisch
die neuesten Firmware-Dateien fur E-Series-Laufwerke.

Firmware-Dateien fiir Laufwerke der E-Serie sind in der StorageGRID -Software enthalten. Diese Updates
werden automatisch installiert, wenn ein StorageGRID -Gerat neu gestartet wird:

* Hinein"Wartungsmodus"
* Im Rahmen einer "Rollierender Neustart"
* Wahrend einer "StorageGRID -Versionsupgrade" oder "Hotfix-Installation"

» Wahrend einer"SANtricity OS-Upgrade" Verwenden des Wartungsmodus

@ Fir Knoten mit dem Status ,Bendtigt Aufmerksamkeit® wird kein Versuch unternommen, die
Laufwerksfirmware zu aktualisieren.

@ Wahrend ein Gerat neu gestartet wird, wird die E/A-Aktivitat (Eingabe/Ausgabe) zum
Speichercontroller gestoppt.

Sie kdnnen Laufwerk-Firmware-Upgrades auch manuell mit dem SANTtricity System Manager
installieren"online" oder"offline" Verfahren:

* So wenden Sie ein neues Laufwerk-Firmware-Upgrade an, bevor es in die StorageGRID -Software
integriert wird
* Wenn ein automatisches Firmware-Upgrade des Laufwerks fehlschlagt

* So verwenden Sie den SANTtricity System Manager"Online-Upgrade der Laufwerksfirmware" vom Grid
Manager, anstatt den Knoten neu zu starten

Aktualisieren Sie die Firmware des SG5800 Laufwerks mithilfe der Online-Methode von SANtricity System Manager

Aktualisieren Sie mit der Online-Methode des SANTtricity System Managers die Firmware
auf den Laufwerken in |hrer Appliance, um sicherzustellen, dass Sie Uber die neuesten
Funktionen und Fehlerbehebungen verfugen.

Bevor Sie beginnen
* Die Storage Appliance hat einen optimalen Status.

+ Alle Laufwerke haben einen optimalen Status.
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Aktualisieren Sie nicht gleichzeitig die Laufwerk-Firmware auf mehr als einer StorageGRID
Appliance. Dies kann je nach Bereitstellungsmodell und ILM-Richtlinie zu einer
Nichtverfligbarkeit von Daten fihren.

Uber diese Aufgabe

Die Laufwerke werden nacheinander aktualisiert, wahrend die Appliance 1/0-Vorgange durchfiihrt Bei dieser
Methode mussen Sie das Gerat nicht in den Wartungsmodus versetzen. Allerdings kann die System-
Performance beeintrachtigt sein und das Upgrade kann mehrere Stunden langer dauern als die Offline-
Methode.

@ Laufwerke, die zu Volumes gehoren, die keine Redundanz haben, missen mit dem aktualisiert
werden "Offline-Methode".

Schritte
1. Greifen Sie mit einer der folgenden Methoden auf SANTtricity System Manager zu:

> Verwenden Sie das StorageGRID-Appliance-Installationsprogramm, und wahlen Sie Erweitert >
SANtricity-Systemmanager

> Verwenden Sie den Grid-Manager, und wahlen Sie NODES > Storage Node > SANtricity System
Manager aus

> VVerwenden Sie SANtricity System Manager, indem Sie zur Storage Controller-IP navigieren:
https://Storage Controller IP

2. Geben Sie bei Bedarf den Benutzernamen und das Kennwort des SANtricity System Manager-
Administrators ein.
3. Uberpriifen Sie die Version der Laufwerk-Firmware, die derzeit in der Speicher-Appliance installiert ist:
a. Wahlen Sie im SANtricity System Manager SUPPORT > Upgrade-Center aus.
b. Wahlen Sie unter Laufwerk-Firmware-Upgrade die Option Upgrade starten aus.

Auf der Seite Laufwerksfirmware aktualisieren werden die aktuell installierten Laufwerksfirmware-
Dateien angezeigt.

c. Beachten Sie die aktuellen Versionen der Laufwerk-Firmware und die Laufwerkskennungen in der
Spalte Aktueller Laufwerk-Firmware.
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Upgrade Drive Firmware

1 Select Upgrade Files

Review your current drnive firmware and select upgrade files below..

What do | need to know before upgrading drive firmware?

Current Drive Firmware

| MS02, KPM51VUGB00G |

Total rows: 1 D

In diesem Beispiel:

= Die Version der Laufwerk-Firmware lautet MS02.
= Die Laufwerk-ID lautet KPM51VUG800G.

d. Wahlen Sie in der Spalte ,verbundene Laufwerke* die Option Laufwerke anzeigen aus, um
anzuzeigen, wo diese Laufwerke in lhrem Speichergerat installiert sind.

e. Schliel3en Sie das Fenster Upgrade Drive Firmware.
4. Laden Sie das verflugbare Laufwerk-Firmware-Upgrade herunter, und bereiten Sie es vor:

a. Wahlen Sie unter Laufwerk-Firmware-Upgrade NetApp Support aus.

b. Wahlen Sie auf der NetApp Support-Website die Registerkarte Downloads aus und wahlen Sie dann
E-Series Festplatten-Firmware aus.
Die Seite E-Series Festplatten-Firmware wird angezeigt.

c. Suchen Sie nach jedem in lhrer Speicheranwendung installierten Drive Identifier, und stellen Sie
sicher, dass jeder Laufwerkkennung die neueste Firmware-Version hat.

= Wenn die Firmware-Version kein Link ist, hat diese Laufwerkkennung die neueste Firmware-
Version.

= Wenn eine oder mehrere Laufwerk-Teilenummern fir eine Laufwerksidentifikation aufgefihrt sind,
ist fur diese Laufwerke ein Firmware-Upgrade verflugbar. Sie kbnnen einen beliebigen Link
auswahlen, um die Firmware-Datei herunterzuladen.
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PRODUCTS v SYSTEMS v DOCS & KNOWLEDGEBASE v COMMUNITY v~ DOWNLOADS v TOOLS v CASES v PARTS v

Downloads = Firmware = E-Series Disk Firmware

E-Series Disk Firmware

Download all current E-Series Disk Firmware

Drive Part Number Descriptions Drive Identifier 5 Firmware Rev. (Download) Notes and Config Info Release Date

Drive Part Number Descriptions KPM51VUG800G Firmware Rev. (Download

MS02 Fixes Bug 1194908

E-X4041C 55D, 800GB, SAS, P KPM51VUGB00G M503 -~ 04-5ep-2020
MS03 Fixes Bug 1334862

d. Wenn eine spatere Firmware-Version aufgefuhrt wird, wahlen Sie den Link im Firmware-Rev. Aus

(Download) Spalte zum Herunterladen einer . zip Archiv mit der Firmware-Datei.

e. Extrahieren Sie die von der Support-Website heruntergeladenen Archivdateien der Laufwerk-Firmware

(entpacken).

5. Installieren Sie das Laufwerk-Firmware-Upgrade:
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a. Wahlen Sie im SANItricity System Manager unter Upgrade der Laufwerk-Firmware die Option Upgrade

starten aus.

. Wahlen Sie Durchsuchen aus, und wahlen Sie die neuen Laufwerk-Firmware-Dateien aus, die Sie

von der Support-Website heruntergeladen haben.

Die Firmware-Dateien des Laufwerks haben einen ahnlichen Dateinamen wie
D HUC101212CSS600 30602291 MSO01 2800 0002.dlp.

Sie kdnnen bis zu vier Laufwerk-Firmware-Dateien auswahlen, jeweils eine. Wenn mehrere Firmware-
Dateien eines Laufwerks mit demselben Laufwerk kompatibel sind, wird ein Dateikonflikt angezeigt.
Legen Sie fest, welche Laufwerk-Firmware-Datei Sie fur das Upgrade verwenden méchten, und
entfernen Sie die andere.

. Wahlen Sie Weiter.

Select Drives listet die Laufwerke auf, die Sie mit den ausgewahlten Firmware-Dateien aktualisieren
konnen.

Es werden nur kompatible Laufwerke angezeigt.

Die ausgewahlte Firmware fiir das Laufwerk wird in der Spalte vorgeschlagene Firmware angezeigt.
Wenn Sie diese Firmware andern missen, wahlen Sie Zuriick.

. Wahlen Sie Alle Laufwerke online aktualisieren — Aktualisieren Sie die Laufwerke, die einen

Firmware-Download unterstitzen kdnnen, wahrend das Speicherarray |/O-Vorgange verarbeitet Sie
mussen die I/O-Vorgange fur die zugehdrigen Volumes, die diese Laufwerke verwenden, nicht stoppen,
wenn Sie diese Aktualisierungsmethode auswahlen.

@ Ein Online-Upgrade kann mehrere Stunden langer dauern als ein Offline-Upgrade.

. Wahlen Sie in der ersten Spalte der Tabelle das Laufwerk oder die Laufwerke aus, die aktualisiert

werden sollen.

Als Best Practice wird empfohlen, alle Laufwerke desselben Modells auf dieselbe Firmware-Version zu



aktualisieren.
f. Wahlen Sie Start und bestatigen Sie, dass Sie das Upgrade durchfiihren mochten.

Wenn Sie das Upgrade beenden méchten, wahlen Sie Stopp. Alle derzeit ausgefihrten Firmware-
Downloads abgeschlossen. Alle nicht gestarteten Firmware-Downloads werden abgebrochen.

@ Das Anhalten der Laufwerk-Firmware-Aktualisierung kann zu Datenverlust oder nicht
verfugbaren Laufwerken fihren.

g. (Optional) um eine Liste der aktualisierten Versionen anzuzeigen, wahlen Sie Protokoll speichern.

Die Protokolldatei wird im Download-Ordner fiir lnren Browser mit dem Namen gespeichert latest-
upgrade-log-timestamp.txt.

"Beheben Sie bei Bedarf Fehler bei der Aktualisierung der Treiber-Firmware".

Aktualisieren Sie die Firmware des SG5800 Laufwerks mithilfe von SANtricity System Manager liber die Offline-Methode

Verwenden Sie die Offline-Methode von SANtricity System Manager, um die Firmware
auf den Laufwerken in Ihrer Appliance zu aktualisieren, um sicherzustellen, dass Sie Uber
die neuesten Funktionen und Fehlerbehebungen verfugen.

Bevor Sie beginnen
» Die Storage Appliance hat einen optimalen Status.

 Alle Laufwerke haben einen optimalen Status.

+ Das ist schon "Versetzen Sie die StorageGRID Appliance in den Wartungsmodus".

Wahrend sich die Appliance im Wartungsmodus befindet, wird die 1/0-Aktivitat
@ (Eingabe/Ausgabe) fiir den Storage Controller angehalten, um stérende Storage-Vorgange
zu sichern.

Aktualisieren Sie nicht gleichzeitig die Laufwerk-Firmware auf mehr als einer StorageGRID
@ Appliance. Dies kann je nach Bereitstellungsmodell und ILM-Richtlinie zu einer
Nichtverfligbarkeit von Daten fihren.

Uber diese Aufgabe

Die Laufwerke werden parallel aktualisiert, wahrend sich die Appliance im Wartungsmodus befindet. Wenn der
Pool oder die Volume-Gruppe keine Redundanz unterstitzt oder herabgesetzt ist, missen Sie die Offline-
Methode verwenden, um die Laufwerk-Firmware zu aktualisieren. Sie sollten auch die Offline-Methode fir alle
Laufwerke verwenden, die mit dem Flash-Lese-Cache oder einem Pool oder einer Volume-Gruppe verbunden
sind, die derzeit heruntergestuft ist. Die Offline-Methode aktualisiert die Firmware nur, wenn alle 1/0O-Aktivitaten
auf den zu aktualisierenden Laufwerken angehalten werden. Um die I/O-Aktivitat zu beenden, versetzen Sie
den Node in den Wartungsmodus.

Die Offline-Methode ist schneller als die Online-Methode und wird deutlich schneller sein, wenn viele
Laufwerke in einer einzigen Appliance Upgrades erfordern. Allerdings missen Nodes aulder Betrieb
genommen werden. Dies erfordert unter Umstanden ein Wartungsfenster und ein Monitoring des Fortschritts.
Wahlen Sie die Methode aus, die am besten zu lhren betrieblichen Verfahren passt und die Anzahl der
Laufwerke, die aktualisiert werden mussen.
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Schritte
1. Vergewissern Sie sich, dass das Gerat in ist "Wartungsmodus".

2. Greifen Sie mit einer der folgenden Methoden auf SANtricity System Manager zu:

> Verwenden Sie das StorageGRID-Appliance-Installationsprogramm, und wahlen Sie Erweitert >
SANtricity-Systemmanager

> Verwenden Sie den Grid-Manager, und wahlen Sie NODES > Storage Node > SANtricity System
Manager aus

> VVerwenden Sie SANtricity System Manager, indem Sie zur Storage Controller-IP navigieren:
https:// Storage Controller IP
3. Geben Sie bei Bedarf den Benutzernamen und das Kennwort des SANtricity System Manager-
Administrators ein.
4. Uberpriifen Sie die Version der Laufwerk-Firmware, die derzeit in der Speicher-Appliance installiert ist:

a. Wahlen Sie im SANtricity System Manager SUPPORT > Upgrade-Center aus.

b. Wahlen Sie unter Laufwerk-Firmware-Upgrade die Option Upgrade starten aus.

Auf der Seite Laufwerksfirmware aktualisieren werden die aktuell installierten Laufwerksfirmware-
Dateien angezeigt.

c. Beachten Sie die aktuellen Versionen der Laufwerk-Firmware und die Laufwerkskennungen in der
Spalte Aktueller Laufwerk-Firmware.

Upgrade Drive Firmware

1 Select Upgrade Files

Review your current drive firmware and select upgrade files below..

What do | need to know before upgrading drive firmware?

Current Drive Firmware

| MS02, KPM51VUGB00G |

Total rows; 1 9

In diesem Beispiel:

= Die Version der Laufwerk-Firmware lautet MS02.
= Die Laufwerk-ID lautet KPM51VUG800G.

d. Wahlen Sie in der Spalte ,verbundene Laufwerke* die Option Laufwerke anzeigen aus, um
anzuzeigen, wo diese Laufwerke in lhrem Speichergerat installiert sind.

e. Schliel3en Sie das Fenster Upgrade Drive Firmware.
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5. Laden Sie das verfiigbare Laufwerk-Firmware-Upgrade herunter, und bereiten Sie es vor:

a. Wahlen Sie unter Laufwerk-Firmware-Upgrade NetApp Support aus.

b. Wahlen Sie auf der NetApp Support-Website die Registerkarte Downloads aus und wahlen Sie dann

E-Series Festplatten-Firmware aus.

Die Seite E-Series Festplatten-Firmware wird angezeigt.

c. Suchen Sie nach jedem in lhrer Speicheranwendung installierten Drive Identifier, und stellen Sie

sicher, dass jeder Laufwerkkennung die neueste Firmware-Version hat.

= Wenn die Firmware-Version kein Link ist, hat diese Laufwerkkennung die neueste Firmware-

Version.

= Wenn eine oder mehrere Laufwerk-Teilenummern fir eine Laufwerksidentifikation aufgefihrt sind,
ist fur diese Laufwerke ein Firmware-Upgrade verfligbar. Sie kbnnen einen beliebigen Link
auswahlen, um die Firmware-Datei herunterzuladen.

PRODUCTS v  SYSTEMS~  DOCS & KNOWLEDGEBASE v

Downloads = Firmware = E-Series Disk Firmware

E-Series Disk Firmware

Drive Part Number Descriptions

COMMUNITY v

DOWNLOADS v  TOOLS v  CASES~  PARTS v

Download all current E-Series Disk Firmware

Drive Identifier o Firmware Rev. (Download) Notes and Config Info Release Date

Drive Part Number

Descriptions

KPM51VUG800G ware Rev. (Download

E-X4041C 5D, 80068, SAS, PI

MS02 Fixes Bug 1194508

KPM51VUGB00G MS03 04-5ep-2020

MS03 Fixes Bug 1334862

d. Wenn eine spatere Firmware-Version aufgefuhrt wird, wahlen Sie den Link im Firmware-Rev. Aus
(Download) Spalte zum Herunterladen einer . zip Archiv mit der Firmware-Datei.

e. Extrahieren Sie die von der Support-Website heruntergeladenen Archivdateien der Laufwerk-Firmware

(entpacken).

6. Installieren Sie das Laufwerk-Firmware-Upgrade:

a. Wahlen Sie im SANItricity System Manager unter Upgrade der Laufwerk-Firmware die Option Upgrade

starten aus.

b. Wahlen Sie Durchsuchen aus, und wahlen Sie die neuen Laufwerk-Firmware-Dateien aus, die Sie

von der Support-Website heruntergeladen haben.

Die Firmware-Dateien des Laufwerks haben einen ahnlichen Dateinamen wie
D _HUC101212CSS600 30602291 MS01 2800 0002.dlp.

Sie kdnnen bis zu vier Laufwerk-Firmware-Dateien auswahlen, jeweils eine. Wenn mehrere Firmware-

Dateien eines Laufwerks mit demselben Laufwerk kompatibel sind, wird ein Dateikonflikt angezeigt.

Legen Sie fest, welche Laufwerk-Firmware-Datei Sie fir das Upgrade verwenden mdchten, und

entfernen Sie die andere.

c. Wahlen Sie Weiter.

Select Drives listet die Laufwerke auf, die Sie mit den ausgewahlten Firmware-Dateien aktualisieren

konnen.
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Es werden nur kompatible Laufwerke angezeigt.

Die ausgewahlte Firmware flr das Laufwerk wird in der Spalte vorgeschlagene Firmware angezeigt.
Wenn Sie diese Firmware andern mussen, wahlen Sie Zuriick.

d. Wahlen Sie Alle Laufwerke offline aktualisieren (parallel) — aktualisiert die Laufwerke, die einen
Firmware-Download unterstiitzen kdnnen, nur wahrend alle 1/O-Aktivitaten auf allen Volumes
angehalten werden, die die Laufwerke verwenden.

Sie mussen das Gerat in den Wartungsmodus versetzen, bevor Sie diese Methode
@ verwenden. Sie sollten die Methode Offline verwenden, um die Laufwerksfirmware zu
aktualisieren.

Wenn Sie die Offline-Aktualisierung (parallel) verwenden méchten, fahren Sie nur dann
@ fort, wenn Sie sicher sind, dass sich das Gerat im Wartungsmodus befindet. Wenn die

Appliance nicht in den Wartungsmodus versetzt wird, bevor ein Offline-Update der

Laufwerk-Firmware initiiert wird, kann dies zu einem Datenverlust fihren.

e. Wahlen Sie in der ersten Spalte der Tabelle das Laufwerk oder die Laufwerke aus, die aktualisiert
werden sollen.

Als Best Practice wird empfohlen, alle Laufwerke desselben Modells auf dieselbe Firmware-Version zu
aktualisieren.

f. Wahlen Sie Start und bestatigen Sie, dass Sie das Upgrade durchfiihren mochten.

Wenn Sie das Upgrade beenden méchten, wahlen Sie Stopp. Alle derzeit ausgefihrten Firmware-
Downloads abgeschlossen. Alle nicht gestarteten Firmware-Downloads werden abgebrochen.

@ Das Anhalten der Laufwerk-Firmware-Aktualisierung kann zu Datenverlust oder nicht
verfugbaren Laufwerken fihren.

g. (Optional) um eine Liste der aktualisierten Versionen anzuzeigen, wahlen Sie Protokoll speichern.

Die Protokolldatei wird im Download-Ordner flr Ihren Browser mit dem Namen gespeichert latest-
upgrade-log-timestamp.txt.

"Beheben Sie bei Bedarf Fehler bei der Aktualisierung der Treiber-Firmware".

7. Fuhren Sie nach erfolgreichem Abschluss des Verfahrens alle weiteren Wartungsmafnahmen durch,
wahrend sich der Node im Wartungsmodus befindet. Wenn Sie fertig sind oder Fehler aufgetreten sind und
neu gestartet werden mochten, gehen Sie zum StorageGRID-Installationsprogramm und wahlen Sie
Erweitert > Neustart-Controller aus. Wahlen Sie dann eine der folgenden Optionen aus:

o Neustart in StorageGRID.

> Neustart im Wartungsmodus. Booten Sie den Controller neu, und belassen Sie den Node im
Wartungsmodus. Wahlen Sie diese Option aus, wenn wahrend des Verfahrens Fehler auftreten und
Sie von vorne beginnen méchten. Nachdem der Node das Neubooten in den Wartungsmodus
abgeschlossen hat, starten Sie den entsprechenden Schritt wahrend des ausgefallenen Verfahrens
neu.

Es kann bis zu 20 Minuten dauern, bis das Gerat neu gestartet wird und sich wieder mit dem Netz
verbindet. So bestatigen Sie, dass der Neustart abgeschlossen ist und der Knoten wieder dem Grid
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beigetreten ist:

i. Wahlen Sie im Grid Manager NODES aus.
Uberprifen Sie, ob der Appliance-Knoten einen normalen Status hat (grines Hakchen-Symbola
links neben dem Knotennamen), was darauf hinweist, dass keine Warnungen aktiv sind und der
Knoten mit dem Grid verbunden ist.

Fehler beim Upgrade der SG5800-Laufwerk-Firmware

Beheben Sie Fehler, die auftreten konnen, wenn Sie SANtricity System Manager zum
Aktualisieren der Firmware auf den Laufwerken in Ihrer Appliance verwenden.

* Fehlgeschlagene zugewiesene Laufwerke

> Ein Grund fir den Fehler kdnnte sein, dass das Laufwerk nicht Gber die entsprechende Signatur
verflgt. Stellen Sie sicher, dass es sich bei dem betroffenen Laufwerk um ein autorisiertes Laufwerk
handelt. Weitere Informationen erhalten Sie vom technischen Support.

o Stellen Sie beim Austausch eines Laufwerks sicher, dass das Ersatzlaufwerk eine Kapazitat hat, die
der des ausgefallenen Laufwerks entspricht oder grofler ist als das ausgefallene Laufwerk, das Sie
ersetzen.

> Sie kbnnen das ausgefallene Laufwerk ersetzen, wahrend das Speicher-Array 1/0O-Vorgange erhalt
» Speicher-Array priifen

o Stellen Sie sicher, dass jedem Controller eine IP-Adresse zugewiesen wurde.

o Stellen Sie sicher, dass alle Kabel, die an den Controller angeschlossen sind, nicht beschadigt sind.

o Stellen Sie sicher, dass alle Kabel fest angeschlossen sind.

* * Integrierte Hot-Spare-Laufwerke*
Diese Fehlerbedingung muss korrigiert werden, bevor Sie die Firmware aktualisieren kénnen.
* Unvollstandige Volume-Gruppen

Wenn eine oder mehrere Volume-Gruppen oder Disk Pools unvollstandig sind, missen Sie diese
Fehlerbedingung korrigieren, bevor Sie die Firmware aktualisieren kénnen.

* Exklusive Operationen (auBer Hintergrund-Medien/Paritédts-Scan), die derzeit auf beliebigen
Volume-Gruppen ausgefihrt werden

Wenn ein oder mehrere exklusive Vorgange ausgefiihrt werden, miissen die Vorgange abgeschlossen
sein, bevor die Firmware aktualisiert werden kann. Uberwachen Sie den Fortschritt des Betriebs mit
System Manager.

* Fehlende Volumen
Sie mussen den fehlenden Datentragerzustand korrigieren, bevor die Firmware aktualisiert werden kann.

* Entweder Controller in einem anderen Zustand als optimal

Einer der Controller des Storage Arrays muss Aufmerksamkeit schenken. Diese Bedingung muss korrigiert
werden, bevor die Firmware aktualisiert werden kann.

* Unpassende Speicherpartitionsdaten zwischen Controller-Objektgrafiken
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Beim Validieren der Daten auf den Controllern ist ein Fehler aufgetreten. Wenden Sie sich an den
technischen Support, um dieses Problem zu I6sen.

+ SPM Uberpriifung des Datenbankcontrollers schléagt fehl

Auf einem Controller ist ein Fehler bei der Zuordnung von Speicherpartitionen zur Datenbank aufgetreten.
Wenden Sie sich an den technischen Support, um dieses Problem zu |6sen.

+ Uberpriifung der Konfigurationsdatenbank (sofern von der Controller-Version des Speicherarrays
unterstiitzt)

Auf einem Controller ist ein Fehler in der Konfigurationsdatenbank aufgetreten. Wenden Sie sich an den
technischen Support, um dieses Problem zu l6sen.

* MEL-bezogene Priifungen
Wenden Sie sich an den technischen Support, um dieses Problem zu |6sen.

* In den letzten 7 Tagen wurden mehr als 10 DDE Informations- oder kritische MEL-Ereignisse
gemeldet

Wenden Sie sich an den technischen Support, um dieses Problem zu |6sen.
* Mehr als 2 Seiten 2C kritische MEL-Ereignisse wurden in den letzten 7 Tagen gemeldet
Wenden Sie sich an den technischen Support, um dieses Problem zu |6sen.

* In den letzten 7 Tagen wurden mehr als 2 heruntergestuften Drive Channel-kritische MEL-
Ereignisse gemeldet

Wenden Sie sich an den technischen Support, um dieses Problem zu |6sen.
* Mehr als 4 kritische MEL-Eintrage in den letzten 7 Tagen

Wenden Sie sich an den technischen Support, um dieses Problem zu |6sen.

Andern der Link-Konfiguration des SG5800 Controllers

Sie kénnen die Ethernet-Link-Konfiguration des SG5800 Controllers andern. Sie kbnnen
den Port Bond-Modus, den Netzwerk-Bond-Modus und die Verbindungsgeschwindigkeit
andern.

Bevor Sie beginnen

"Den SG5800 Controller in den Wartungsmodus versetzen".

@ In seltenen Fallen kann es vorkommen, dass eine StorageGRID Appliance in den
Wartungsmodus versetzt wird, damit die Appliance fir den Remote-Zugriff nicht verfigbar ist.

Uber diese Aufgabe
Es gibt folgende Optionen zum Andern der Ethernet-Link-Konfiguration des SG5800 Controllers:

+ Andern des Port Bond Modus von Fixed zu Aggregate oder von Aggregat zu Fixed

+ Andern des Netzwerk-Bond-Modus von Active-Backup zu LACP oder von LACP zu Active-Backup

130



+ Andern der Werte fiir LACP-Ubertragungs-Hash-Richtlinie und LACP-PDU-Rate
« Aktivieren oder Deaktivieren von VLAN-Tagging oder Andern des Werts einer VLAN-Tag-Nummer
+ Andern der Verbindungsgeschwindigkeit von oder auf Auto (empfohlen), 10-GbE oder 25-GbE.

Schritte
1. Wahlen Sie im Menu die Option Netzwerke konfigurieren > Link-Konfiguration aus.

2. die gewiinschten Anderungen an der Verbindungskonfiguration vornehmen.
Weitere Informationen zu den Optionen finden Sie unter "Netzwerkverbindungen konfigurieren™.

3. Wenn Sie mit lhrer Auswahl zufrieden sind, klicken Sie auf Speichern.

Wenn Sie Anderungen am Netzwerk oder an der Verbindung vorgenommen haben, tiber die

Sie verbunden sind, kdnnen Sie die Verbindung verlieren. Wenn die Verbindung nicht

innerhalb von 1 Minute wiederhergestellt wird, geben Sie die URL fiir den StorageGRID-
@ Appliance-Installer erneut ein. Verwenden Sie dazu eine der anderen IP-Adressen, die der

Appliance zugewiesen sind:

https://SG5800 Controller IP:8443

Wenn Sie Anderungen an den VLAN-Einstellungen vorgenommen haben, hat sich das Subnetz fiir die
Appliance moglicherweise geandert. Wenn Sie die IP-Adressen fur die Appliance andern missen, befolgen
Sie die "Konfigurieren Sie die StorageGRID-IP-Adressen" Anweisungen.

4. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Netzwerke konfigurieren >
Ping-Test aus.

5. Verwenden Sie das Ping-Test-Tool, um die Konnektivitat zu IP-Adressen in allen Netzwerken zu
Uberpriifen, die von den in diesem Schritt vorgenommenen Anderungen an der Verbindungskonfiguration
betroffen sein kénntenVVerbindungskonfiguration andern.

Zusatzlich zu allen anderen Tests, die Sie durchfiilhren mdchten, bestatigen Sie, dass Sie die Grid-IP-
Adresse des primaren Admin-Knotens und die Grid-IP-Adresse von mindestens einem anderen
Speicherknoten pingen konnen. Korrigieren Sie ggf. alle Probleme mit der Verbindungskonfiguration.

6. Sobald Sie zufrieden sind, dass die Anderungen an der Link-Konfiguration funktionieren, booten Sie den
Node neu. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Erweitert >
Controller neu starten aus, und wahlen Sie dann Neustart in StorageGRID aus.

Es kann bis zu 20 Minuten dauern, bis das Gerat neu gestartet wird und sich wieder mit dem Netz
verbindet. So bestatigen Sie, dass der Neustart abgeschlossen ist und der Knoten wieder dem Grid
beigetreten ist:

a. Wahlen Sie im Grid Manager NODES aus.

b. .
Uberprifen Sie, ob der Appliance-Knoten einen normalen Status hat (griines Hékchen-Symbolo

links neben dem Knotennamen), was darauf hinweist, dass keine Warnungen aktiv sind und der
Knoten mit dem Grid verbunden ist.

Hardware-Verfahren
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Ersetzen Sie den StorageGRID SG5800-Controller

Moglicherweise miussen Sie den SG5800-Controller austauschen, wenn er nicht optimal
funktioniert oder ausgefallen ist.

Bevor Sie beginnen
« Sie verfligen Uber einen Ersatzcontroller mit derselben Teilenummer wie der zu ersetzenden Controller.

« Sie verflgen uber Etiketten, um jedes Kabel, das mit dem Controller verbunden ist, zu identifizieren.

Uber diese Aufgabe

Wenn Sie den Controller austauschen, kénnen Sie nicht mehr auf den Speicherknoten des Gerats zugreifen.
Wenn der SG5800-Controller ausreichend funktioniert, kdnnen Sie zu Beginn dieses Vorgangs ein
kontrolliertes Herunterfahren durchfiihren.

Wenn Sie den Controller vor dem Installieren der StorageGRID-Software ersetzen, kdnnen Sie
nach Abschluss dieses Verfahrens moglicherweise nicht sofort auf den StorageGRID Appliance
Installer zugreifen. Sie kbnnen zwar von anderen Hosts im selben Subnetz wie die Appliance

@ auf den StorageGRID-Appliance-Installer zugreifen, aber der Zugriff darauf ist von Hosts in
anderen Subnetzen nicht mdglich. Diese Bedingung sollte sich innerhalb von 15 Minuten |6sen
(wenn Eintrage im ARP-Cache flr die urspringliche Controller-Zeit erforderlich sind), oder Sie
kénnen den Zustand sofort I6schen, indem Sie alle alten ARP-Cacheeintrage manuell vom
lokalen Router oder Gateway I6schen.

Schritte
1. Fahren Sie den SG5800-Controller herunter.

a. Melden Sie sich beim Grid-Node an:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
i. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

Iv. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.
2. Fahren Sie den SG5800-Controller herunter:
shutdown -h now

3. Wenn die mit dem Controller verbundenen StorageGRID-Netzwerke DHCP-Server verwenden:
a. Beachten Sie die MAC-Adressen fur die Ports am Ersatz-Controller (auf Etiketten am Controller).

b. Bitten Sie den Netzwerkadministrator, die IP-Adresseinstellungen fiir den urspriinglichen Controller zu
aktualisieren, um die MAC-Adressen fir den Ersatz-Controller zu reflektieren.

Sie mussen sicherstellen, dass die IP-Adressen fur den Original-Controller aktualisiert
wurden, bevor Sie den Ersatz-Controller in das Gerat einsetzen. Andernfalls erhalt der

@ Controller beim Booten neue DHCP-IP-Adressen und kann moglicherweise keine
erneute Verbindung zu StorageGRID herstellen. Dieser Schritt gilt fur alle StorageGRID
-Netzwerke, die an den Controller angeschlossen sind.
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4. Entfernen Sie den Controller aus dem Geréat:
a. Setzen Sie ein ESD-Armband an oder ergreifen Sie andere antistatische VorsichtsmaRnahmen.

b. Beschriften Sie die Kabel, und trennen Sie dann die Kabel und SFPs.

Um LeistungseinbulRen zu vermeiden, drehen Sie die Kabel nicht, falten Sie sie nicht,
@ und ziehen Sie sie nicht an.

Ldésen Sie die Steuerung vom Gerat, indem Sie die Verriegelung am Nockengriff so

lange dricken, bis sie sich I8st, und 6ffnen Sie dann den Nockengriff nach rechts.

c. Schieben Sie den Regler mit zwei Handen und dem Nockengriff aus dem Gerat.
@ Verwenden Sie immer zwei Hande, um das Gewicht der Steuerung zu unterstitzen.

5. Setzen Sie den Ersatzcontroller in das Geréat ein.
a. Drehen Sie den Controller um, so dass die abnehmbare Abdeckung nach unten zeigt.
b. Schieben Sie den Steuerknebel in die gedffnete Stellung, und schieben Sie ihn bis zum Gerat.
c. Bewegen Sie den Nockengriff nach links, um die Steuerung zu verriegeln.
d. Ersetzen Sie die Kabel.
6. Nachdem der Controller neu gestartet wurde und das Gerat wieder dem Grid beitritt, bestatigen Sie, dass

der Speicherknoten des Gerats im Grid Manager angezeigt wird und dass keine Alarme auftreten.

Nach dem Austausch des Teils senden Sie das fehlerhafte Teil an NetApp zurtick, wie in den mit dem Kit
gelieferten RMA-Anweisungen beschrieben. Siehe "Teilerlickgabe Austausch" Seite fir weitere Informationen.

E4000-Controller (SG5800) austauschen

Moglicherweise mussen Sie den E4000-Controller austauschen, wenn er nicht optimal
funktioniert oder ausgefallen ist.

Bevor Sie beginnen
Stellen Sie sicher, dass Sie Folgendes haben:

 Ein Ersatz-Controller mit der gleichen Teilenummer wie der Controller, den Sie ersetzen mochten.

@ Verlassen Sie sich beim Austausch eines Controllers in der StorageGRID Appliance nicht
auf die Anweisungen zur E-Series, da die Vorgehensweisen nicht identisch sind.

» Ein ESD-Armband, oder Sie haben antistatische Vorkehrungen getroffen.
« Etiketten zur Kennzeichnung aller Kabel, die mit dem Controller verbunden sind.
* Bestimmte Zugriffsberechtigungen.
» Sie miussen im Grid-Manager mit einem angemeldet sein "Unterstutzter Webbrowser".
 Zugriff auf den SANTtricity System Manager:
o Wahlen Sie im Grid-Manager NODES > Appliance Node > SANtricity System Manager aus.

o

Informationen zum Controller finden Sie auf der "Registerkarte ,SANftricity System Manager".

o Zeigen Sie einen Browser in der Management Station auf den Domanennamen oder die IP-Adresse
des Controllers.
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Uber diese Aufgabe
Sie konnen auf zwei Arten feststellen, ob ein ausgefallener Controller-Behalter besteht:

» Eine Grid Manager-Warnmeldung weist auf den Ausfall eines Storage Controllers hin; der Grid Manager
oder der Recovery Guru in SANtricity System Manager weist Sie darauf hin, den Controller zu ersetzen.
* Die gelbe Warn-LED am Controller leuchtet und gibt an, dass der Controller einen Fehler aufweist.
Auf den Appliance-Speicherknoten kann nicht zugegriffen werden, wenn Sie den Controller austauschen.

Wenn der Controller der Serie E4000 ausreichend funktioniert, konnen Sie dies tun "Versetzen Sie das
SG5800 Gerat in den Wartungsmodus".

Schritt 1: Vorbereitung auf den Austausch der Steuerung

Bereiten Sie sich darauf vor, einen Controller-Behalter zu ersetzen, indem Sie den Sicherheitsschlissel des
Laufwerks speichern, die Konfiguration sichern und Support-Daten sammeln. Dann kdnnen Sie die Host-1/O-
Vorgange beenden und das Controller-Shelf herunterfahren.

Schritte

1. Notieren Sie sich, falls moglich, welche Version der SANtricity OS Software derzeit auf dem Controller
installiert ist. Offnen Sie den SANTtricity-System-Manager, und wéahlen Sie Support > Upgrade-Center >
Software- und Firmware-Bestandsaufnahme anzeigen.

2. Notieren Sie, welche Version von NVSRAM derzeit installiert ist.

3. Wenn die Laufwerksicherheit aktiviert ist, stellen Sie sicher, dass ein gespeicherter Schllssel existiert und
dass Sie den Passphrase kennen, der fir die Installation erforderlich ist.

Moglicher Verlust des Datenzugriffs — Wenn alle Laufwerke im Speicher-Array

@ sicherheitsaktiviert sind, kann der neue Controller erst dann auf das Speicher-Array
zugreifen, wenn Sie die gesicherten Laufwerke Uber die CLI entsperren. Weitere
Informationen zur CLI finden Sie im "Dokumentation zur E-Series".

Zum Speichern des Schlissels (je nach Status des Controllers ist moglicherweise nicht mdglich):

a. Wahlen Sie im SANtricity System Manager Einstellungen > System.
b. Wahlen Sie unter * Drive Security Key Management* die Option Back Up Key aus.

c. Geben Sie in den Feldern Passphrase definieren/Passphrase erneut eingeben einen Passphrase
fur diese Sicherungskopie ein und bestatigen Sie diesen.

d. Klicken Sie Auf Backup.
e. Notieren Sie lhre Schlisseldaten an einem sicheren Ort und klicken Sie dann auf SchlieBen.
4. Sichern Sie die Konfigurationsdatenbank des Storage-Arrays mit SANtricity System Manager.
Wenn beim Entfernen eines Controllers ein Problem auftritt, kdnnen Sie die gespeicherte Datei verwenden,
um lhre Konfiguration wiederherzustellen. Das System speichert den aktuellen Status der RAID-
Konfigurationsdatenbank, die alle Daten fiir Volume-Gruppen und Festplatten-Pools auf dem Controller
enthalt.
o Uber System Manager:
i. Wahlen Sie Support > Support Center > Diagnose.
i. Wahlen Sie Konfigurationsdaten Erfassen.
ii. Klicken Sie Auf Collect.
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Die Datei wird im Ordner Downloads fur [hren Browser mit dem Namen configurationData-
<arrayName>-<dateTime>.7z gespeichert.

o Alternativ kénnen Sie die Konfigurationsdatenbank mit dem folgenden CLI-Befehl sichern:

save storageArray dbmDatabase sourcelocation=onboard contentType=all
file="filename";

5. Support-Daten fir Ihr Storage Array mit SANtricity System Manager erfassen

Wenn beim Entfernen eines Controllers ein Problem auftritt, kdnnen Sie die gespeicherte Datei zum
Beheben des Problems verwenden. Das System speichert Bestands-, Status- und Performancedaten Ihres
Speicherarrays in einer einzelnen Datei.

a. Wahlen Sie Support > Support Center > Diagnose.

b. Wahlen Sie Support-Daten Erfassen Aus.

c. Klicken Sie Auf Collect.

Die Datei wird im Ordner Downloads fur Ihren Browser mit dem Namen Support-Data.7z gespeichert.

Schritt 2: Stellen Sie den Controller offline

Versetzen Sie den Controller in den Offline-Modus und vergewissern Sie sich, dass alle Vorgange
abgeschlossen sind.

Schritte

1. Wenn die StorageGRID Appliance in einem StorageGRID System ausgefuhrt wird, "Schalten Sie das Gerat
in den Wartungsmodus".

2. Wenn der E4000-Controller ausreichend funktioniert, um ein kontrolliertes Herunterfahren zu ermdéglichen,
vergewissern Sie sich, dass alle Vorgange abgeschlossen sind.

a. Warten Sie, bis alle Daten im Cache-Speicher auf die Laufwerke geschrieben werden.

Die grine LED ,Cache aktiv“ auf der Rickseite des Controllers leuchtet, wenn Daten im Cache auf die
Laufwerke geschrieben werden missen. Sie missen warten, bis diese LED ausgeschaltet ist.

b. Wahlen Sie auf der Startseite des SANtricity System Managers die Option Vorgadnge in Bearbeitung
anzeigen.

c. Bestatigen Sie, dass alle Vorgange abgeschlossen wurden, bevor Sie mit dem nachsten Schritt
fortfahren.

3. Schalten Sie beide Netzschalter am Controller Shelf aus.

4. Warten Sie, bis alle LEDs am Controller-Shelf ausgeschaltet sind.

Schritt 3: Entfernen Sie den E4000-Controllerbehélter

Entfernen Sie einen E4000-Controllerbehalter.
Schritte
1. Setzen Sie ein ESD-Armband an oder ergreifen Sie andere antistatische Vorsichtsmalinahmen.

2. Beschriften Sie jedes Kabel, das am Controller-Behalter befestigt ist.

3. Trennen Sie alle Kabel vom Controller-Behalter.
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@ Um eine verminderte Leistung zu vermeiden, dirfen die Kabel nicht verdreht, gefaltet,
gequetscht oder treten.

4. Dricken Sie die Verriegelung am Nockengriff, bis er sich 16st, 6ffnen Sie den Nockengriff vollstdndig, um
den Controller-Aktivkohlebehalter aus der Mittelplatine zu I6sen, und ziehen Sie dann den Controller-
Aktivkohlebehalter mit zwei Handen aus dem Gehause.

5. Stellen Sie den Controller auf eine flache, statische Oberflache, wobei die abnehmbare Abdeckung nach
oben zeigt.

6. Offnen Sie die Abdeckung, indem Sie die blauen Tasten an den Seiten des Controller-Kanisters driicken,
um die Abdeckung zu I6sen, und drehen Sie dann die Abdeckung nach oben und von dem Controller-
Kanister.

Schritt 4: Bestimmen Sie die Teile, die an den Ersatz-Controller iibergeben werden sollen

Méglicherweise sind Teile lhres Ersatzcontrollers bereits vorinstalliert. Bestimmen Sie, welche Teile in den
Behalter des Ersatzcontrollers tbertragen werden mussen.

1. Setzen Sie den Ersatzcontroller mit der abnehmbaren Abdeckung nach oben auf eine flache, antistatische
Oberflache.

2. Offnen Sie die Abdeckung, indem Sie die blauen Tasten an den Seiten des Controller-Kanisters driicken,
um die Abdeckung zu I6sen, und drehen Sie dann die Abdeckung nach oben und von dem Controller-
Kanister.

3. Stellen Sie fest, ob der Ersatzcontroller eine Batterie und/oder DIMMs enthalt. Wenn dies der Fall ist,
bringen Sie die Controllerabdeckung wieder an, und fahren Sie mit fort Schritt 8: Controller austauschen.
Ansonsten:

o Wenn der Ersatzcontroller keine Batterie oder kein DIMM enthalt, fahren Sie mit fort Schritt 5:
Entfernen Sie die Batterie.

o Wenn der Ersatzcontroller eine Batterie, aber kein DIMM enthélt, fahren Sie mit fort Schritt 6:
Verschieben Sie die DIMMs.

Schritt 5: Entfernen Sie die Batterie

Den Akku aus dem auf3er Betrieb genommenen Controller herausgenommen und in den Ersatzcontroller
einsetzen.

Schritte
1. Entfernen Sie die Batterie aus dem Controller-Behalter:

a. Dricken Sie die blaue Taste an der Seite des Reglerbehalters.

b. Schieben Sie den Akku nach oben, bis er die Halteklammern freigibt, und heben Sie den Akku aus
dem Controller-Behalter.

c. Ziehen Sie den Batteriestecker, indem Sie den Clip an der Vorderseite des Batteriesteckers
zusammendriicken, um den Stecker aus der Steckdose zu l6sen, und ziehen Sie dann das
Batteriekabel aus der Steckdose.
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Akkufreigabelasche

Batterieanschluss

2. Setzen Sie die Batterie in den Behélter des Ersatzcontrollers ein:

a. Richten Sie die Batterie an den Haltehalterungen an der Blechseitenwand aus, aber schliel3en Sie sie
nicht an. Sie schlie3en es an, sobald die restlichen Komponenten in den Ersatzbehalter des Controllers
verschoben wurden.

3. Wenn der Ersatzcontroller Gber vorinstallierte DIMMs verflgt, fahren Sie mit fort Schritt 7: Setzen Sie die
Batterie ein. Fahren Sie andernfalls mit dem nachsten Schritt fort.

Schritt 6: Verschieben Sie die DIMMs

Entfernen Sie die DIMMs aus dem Aktivkohlebehélter des Controllers, und setzen Sie sie in den
Ersatzbehalter des Controllers ein.

Schritte
1. Suchen Sie die DIMMs auf dem Controller-Aktivkohlebehélter.

Notieren Sie sich die Position des DIMM-Moduls in den Sockeln, damit Sie das DIMM an der

(D gleichen Stelle in den Ersatz-Controller-Behalter und in der richtigen Ausrichtung einsetzen
kdnnen.

Entfernen Sie die DIMMs aus dem Aktivkohlebehalter:

a. Entfernen Sie das DIMM-Modul aus dem Steckplatz, indem Sie die beiden DIMM-Auswurfhalterungen
auf beiden Seiten des DIMM langsam auseinander drlicken.
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Das DIMM dreht sich ein wenig nach oben.

b. Drehen Sie das DIMM-Modul so weit wie mdglich, und schieben Sie es dann aus dem Sockel.

@ Halten Sie das DIMM vorsichtig an den Randern, um Druck auf die Komponenten auf
der DIMM-Leiterplatte zu vermeiden.

DIMM-Auswerferlaschen

DIMMS

2. Vergewissern Sie sich, dass die Batterie nicht in den Behalter des Ersatzcontrollers eingesteckt ist.

3. Installieren Sie die DIMMs in der Ersatzsteuerung an derselben Stelle, an der sie sich im aul3er Betrieb
genommenen Controller befanden:

a. Drucken Sie vorsichtig, aber fest auf die Oberseite des DIMM, bis die Auswurfklammern Uber den
Kerben an den Enden des DIMM einrasten.
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Das DIMM passt eng in den Steckplatz, sollte aber leicht einpassen. Falls nicht, richten Sie das DIMM-
Modul mit dem Steckplatz aus und setzen Sie es wieder ein.

@ Prufen Sie das DIMM visuell, um sicherzustellen, dass es gleichmaRig ausgerichtet und
vollstandig in den Steckplatz eingesetzt ist.

4. Wiederholen Sie diese Schritte flir das andere DIMM.

5. Wenn der Ersatzcontroller Gber einen vorinstallierten Akku verfligt, mit fortfahren Schritt 8: Controller
austauschen. Fahren Sie andernfalls mit dem nachsten Schritt fort.

Schritt 7: Setzen Sie die Batterie ein

Setzen Sie den Akku in den Behalter des Ersatzcontrollers ein.

Schritte
1. Stecken Sie den Batteriestecker wieder in die Buchse am Controller-Aktivkohlebehalter.

Vergewissern Sie sich, dass der Stecker in der Akkubuchse auf der Hauptplatine einrastet.

2. Richten Sie die Batterie an den Haltehalterungen an der Blechseitenwand aus.

3. Schieben Sie den Akku nach unten, bis die Akkuverriegelung einrastet und in die Offnung an der
Seitenwand einrastet.

4. Setzen Sie die Abdeckung des Controller-Aktivkohlebehalters wieder ein, und verriegeln Sie sie.

Schritt 8: Controller austauschen

Installieren Sie den Ersatz-Controller, und Uberprifen Sie, ob der Node wieder mit dem Raster verbunden ist.

Schritte
1. Setzen Sie den Ersatzcontroller in das Gerat ein.

a. Drehen Sie den Controller um, so dass die abnehmbare Abdeckung nach unten zeigt.

b. Schieben Sie den Steuerknebel in die gedffnete Stellung, und schieben Sie ihn bis zum Gerat.
Bewegen Sie den Nockengriff nach links, um die Steuerung zu verriegeln.

Ersetzen Sie die Kabel.

Schalten Sie das Controller-Shelf ein.

Warten Sie, bis der E4000-Controller neu gestartet wird.

-~ ©®© o o

Legen Sie fest, wie Sie dem Ersatz-Controller eine IP-Adresse zuweisen.

@

Die Schritte zum Zuweisen einer IP-Adresse zum Ersatz-Controller hdngen davon ab,
@ ob Sie den Verwaltungsport mit einem Netzwerk mit einem DHCP-Server verbunden
haben und ob alle Laufwerke gesichert sind.

Wenn Management-Port 1 mit einem Netzwerk iber einen DHCP-Server verbunden ist, erhalt der neue
Controller seine IP-Adresse vom DHCP-Server. Dieser Wert kann sich von der IP-Adresse des
ursprunglichen Controllers unterscheiden.

2. Wenn das Speicher-Array Uber sichere Laufwerke verflgt, importieren Sie den Sicherheitsschlissel des
Laufwerks. Andernfalls fahren Sie mit dem nachsten Schritt fort. Befolgen Sie die unten beschriebenen
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Verfahren fiir ein Speicher-Array mit allen sicheren Laufwerken oder einer Kombination von sicheren und
unsicheren Laufwerken.

®

Unsichere Laufwerke sind nicht zugewiesene Laufwerke, globale Hot-Spare-Laufwerke oder
Laufwerke, die Teil einer Volume-Gruppe oder eines Pools sind, der nicht durch die Drive
Security-Funktion gesichert ist. Sichere Laufwerke sind zugewiesene Laufwerke, die Gber
Drive Security Teil einer sicheren Volume-Gruppe oder eines Festplattenpools sind.

> Nur gesicherte Laufwerke (keine unsicheren Laufwerke):

Vi.

Rufen Sie die Befehlszeilenschnittstelle (CLI) des Speicher-Arrays auf. Weitere Informationen zur
CLI finden Sie im "Dokumentation zur E-Series".

. Laden Sie den entsprechenden Simplex-NVSRAM auf den Controller.

Beispiel: download storageArray NVSRAM file=\"N4000-881834-SG4.dlp\"
forceDownload=TRUE;

Vergewissern Sie sich nach dem Laden von simplex NVSRAM, dass der Controller optimal ist.

. Bei Verwendung eines externen Security Key Managements "Einrichtung der externen

Schlusselverwaltung auf dem Controller”.

. Wenn Sie die interne Sicherheitsschliisselverwaltung verwenden, geben Sie den folgenden Befehl

ein, um den Sicherheitsschlissel zu importieren:

import storageArray securityKey file="C:/file.slk"
passPhrase="passPhrase";

Wo?

" C:/file.slk Stehtflr den Speicherort und den Namen des Laufwerksicherheitsschliissels

" passPhrase Ist der Passphrase, der zum Entsperren der Datei benétigt wird Nachdem der
Sicherheitsschlissel importiert wurde, wird der Controller neu gestartet und der neue Controller
nimmt die gespeicherten Einstellungen fiir das Speicher-Array an.

Gehen Sie zum nachsten Schritt, um zu bestatigen, dass der neue Controller optimal ist.

o Mischung aus sicheren und unsicheren Laufwerken:

i.
i
i
(YA
V.

Vi

Vil.

Viil.

=
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Sammeln Sie das Support-Bundle, und 6ffnen Sie das Speicher-Array-Profil.

Suchen und notieren Sie alle nicht sicheren Antriebe, die im Support Bundle zu finden sind.
Schaltet das System aus.

Entfernen Sie die unsicheren Laufwerke.

Ersetzen Sie den Controller.

Schalten Sie das System ein, und warten Sie, bis die sieben Segmente angezeigt werden, um die
Nummer des Fachs anzuzeigen.

Wahlen Sie im SANtricity System Manager Einstellungen » System.

Wahlen Sie im Abschnitt Sicherheitsschlisselverwaltung die Option Schliissel erstellen/andern
aus, um einen neuen Sicherheitsschlissel zu erstellen.

Wahlen Sie * Sichere Laufwerke entsperren® aus, um den gespeicherten Sicherheitsschllissel zu


https://docs.netapp.com/us-en/e-series-cli/index.html
https://docs.netapp.com/us-en/e-series/upgrade-controllers/upgrade-unlock-drives-task.html#external-key-management
https://docs.netapp.com/us-en/e-series/upgrade-controllers/upgrade-unlock-drives-task.html#external-key-management

importieren.
X. FUhren Sie die aus set allDrives nativeState CLI-Befehl.
xi. Der Controller wird automatisch neu gestartet.

xii. Warten Sie, bis der Controller gestartet wird, und warten Sie, bis die sieben-Segment-Anzeige die
Nummer des Fachs oder eine blinkende L5 anzeigt.

xiii. Schaltet das System aus.
xiv. Installieren Sie die unsicheren Laufwerke neu.
xv. Setzt den Controller mithilfe von SANTtricity System Manager zuriick.

xvi. Schalten Sie das System ein, und warten Sie, bis die sieben Segmente angezeigt werden, um die
Nummer des Fachs anzuzeigen.

xvii. Gehen Sie zum nachsten Schritt, um zu bestatigen, dass der neue Controller optimal ist.

3. Wenn Sie das Gerat wahrend dieses Vorgangs in den Wartungsmodus versetzt haben, schalten Sie es
wieder in den normalen Betriebsmodus ein. Wahlen Sie im Installationsprogramm der StorageGRID-
Appliance die Option Erweitert > Controller neu starten aus, und wahlen Sie dann Neustart in
StorageGRID aus.

4. Uberwachen Sie wahrend des Neubootens den Status des Node, um zu bestimmen, wann er sich wieder
im Raster angeschlossen hat.

Das Gerat wird neu gestartet und wieder in das Raster integriert. Dieser Vorgang kann bis zu 20 Minuten
dauern.
5. Bestatigen Sie, dass der Neustart abgeschlossen ist und der Knoten wieder dem Grid beigetreten ist:
a. Wahlen Sie im Grid Manager NODES aus.
Uberprifen Sie, ob der Appliance-Knoten einen normalen Status hat (griines Hakchen-Symbol

links neben dem Knotennamen), was darauf hinweist, dass keine Warnungen aktiv sind und der
Knoten mit dem Grid verbunden ist.

6. Vergewissern Sie sich im SANtricity System Manager, dass der neue Controller optimal ist.

a. Wahlen Sie Hardware.

b. Wahlen Sie fir das Controller-Shelf Zuriick von Regal anzeigen aus.

c. Wahlen Sie den ausgetauschten Controllerbehalter aus.

d. Wahlen Sie Anzeigeeinstellungen.

e. Vergewissern Sie sich, dass der Status des Controllers optimal ist.

f. Wenn der Status nicht optimal ist, markieren Sie den Controller und wahlen Sie Online platzieren.
7. Support-Daten fir Ihr Storage Array mit SANTtricity System Manager erfassen

a. Wahlen Sie Support > Support Center > Diagnose.

b. Wahlen Sie Support-Daten Erfassen Aus.

c. Klicken Sie Auf Collect.

Die Datei wird im Ordner Downloads fur Ihren Browser mit dem Namen Support-Data.7z gespeichert.

Was kommt als Nachstes?

Nach dem Austausch des Teils senden Sie das fehlerhafte Teil an NetApp zurtick, wie in den mit dem Kit
gelieferten RMA-Anweisungen beschrieben. Siehe "Teilerlickgabe Austausch" Seite flr weitere Informationen.
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Ersetzen Sie den Liifterbehalter in SG5860
Sie konnen einen Lufterbehalter in einem SG5860 austauschen.

Uber diese Aufgabe

Jedes Gerat verfugt Uber zwei Lifterkanister. Wenn ein Liufterbehalter ausfallt, missen Sie ihn so schnell wie
moglich austauschen, um sicherzustellen, dass das Regal ausreichend gekuhlt wird.

Moglicher Gerateschaden — Wenn Sie diesen Vorgang bei eingeschaltetes Strom
durchfilhren, missen Sie ihn innerhalb von 30 Minuten abschlieRen, um eine Uberhitzung der
Anlage zu verhindern.

Bevor Sie beginnen

+ Uberprifen Sie die Details im Recovery Guru, um zu bestatigen, dass es ein Problem mit dem
Lifterbehalter gibt, und wahlen Sie recheck vom Recovery Guru aus, um sicherzustellen, dass keine
anderen Punkte zuerst angesprochen werden mussen.

« Uberpriifen Sie, ob die gelbe Warn-LED am Liifterbehélter leuchtet und dass ein Fehler im Liifter auftritt.
Wenden Sie sich an den technischen Support, wenn die Warn-LEDs fir beide Lifterbehalter im Regal gelb
leuchten.

« Stellen Sie sicher, dass Sie Folgendes haben:
o Ein Ersatzlifter (Lufter), der fUr Ihr Geratelodell unterstitzt wird.

o Ein ESD-Armband, oder Sie haben andere antistatische Vorsichtsmalinahmen getroffen.

Schritt 1: Bereiten Sie den Austausch des Ventilatorkanisters vor

Bereiten Sie den Austausch eines Lufterbehalters vor, indem Sie Supportdaten zu Ihrem Speicher-Array
sammeln und die fehlerhafte Komponente ausfindig machen.

Schritte
1. Support-Daten fur Ihr Storage Array mit SANtricity System Manager erfassen

a. Wahlen Sie MENU:Support[Support Center > Diagnose].
b. Wahlen Sie Support-Daten Erfassen Aus.
c. Klicken Sie Auf Collect.

Die Datei wird im Ordner Downloads fiir Inren Browser mit dem Namen Support-Data.7z gespeichert.
2. Stellen Sie aus dem SANTtricity-System-Manager fest, welcher Liifterbehalter ausgefallen ist.

a. Wahlen Sie Hardware.
b. Sehen Sie sich das Liftersymbol -'—'&’;-rechts neben der Dropdown-Liste Regal an, um festzustellen,
welches Regal den defekten Lifterbehalter hat.

Wenn eine Komponente ausgefallen ist, ist dieses Symbol rot.

c. Wenn Sie das Regal mit einem roten Symbol finden, wahlen Sie Zuriick vom Regal anzeigen.
d. Wahlen Sie entweder Lifterbehalter oder das rote Liftersymbol.

e. Prufen Sie auf der Registerkarte Luifter die Status der Lifterbehalter, um zu ermitteln, welcher
Lufterbehalter ersetzt werden muss.
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Eine Komponente mit dem Status failed muss ersetzt werden.

Wenn der zweite Lufterbehalter im Regal keinen optimalen-Status hat, versuchen Sie
@ nicht, den defekten Lifterbehalter zu tauschen. Wenden Sie sich stattdessen an den
technischen Support, um Hilfe zu erhalten.

Informationen zum fehlgeschlagenen Lufterbehalter finden Sie auch im Bereich Details des Recovery Guru
oder Sie kénnen das Event-Protokoll unter Support priifen und nach Komponententyp filtern.

3. Suchen Sie auf der Rlckseite des Speicherarrays die Warn-LEDs, um den zu entfernenden Lufterbehalter
zu finden.

Sie mussen den Lufterbehalter austauschen, dessen Warn-LED leuchtet.

Schritt 2: Entfernen Sie den defekten Liifterbehalter und installieren Sie einen neuen

Entfernen Sie einen defekten Lifterbehalter, so dass Sie ihn durch einen neuen ersetzen konnen.

Wenn Sie die Stromversorgung des Speicherarrays nicht ausschalten, stellen Sie sicher, dass
@ Sie den Lufterbehalter innerhalb von 30 Minuten entfernen und austauschen, um zu verhindern,
dass das System Uberhitzt.

Schritte

1. Packen Sie den neuen Lufterbehalter aus, und legen Sie ihn auf eine Ebene Flache in der Nahe des
Regals.

Bewahren Sie das gesamte Verpackungsmaterial fur die Verwendung auf, wenn Sie den defekten Lifter
zurlicksenden.

2. Dricken Sie die orangefarbene Lasche, um den Lifterbehalter zu I6sen.

3. Ziehen Sie den Lifterbehalter mithilfe des Griffs fir den Lifterbehalter aus dem Regal.

4. Schieben Sie den Ersatzlifterbehalter vollstandig in das Regal und bewegen Sie dann den Griff des
Lifterbehalter, bis er mit der orangefarbenen Lasche einrastet.

Schritt 3: Vollstandige Lufterbehalter Austausch

Uberpriifen Sie, ob der neue Liifterbehélter ordnungsgemaR funktioniert, sammeln Sie Support-Daten und
setzen Sie den normalen Betrieb fort.

Schritte
1. Uberpriifen Sie die gelbe Warn-LED am neuen Liifterbehélter.

Nachdem Sie den Lufterbehalter ausgetauscht haben, leuchtet die Warn-LED weiterhin
(gelb), wahrend die Firmware Uberprift, ob der Lifterbehalter ordnungsgemaf installiert
wurde. Nach Abschluss dieses Vorgangs erlischt die LED.

2. Wahlen Sie im Recovery Guru im SANtricity System Manager recheck aus, um sicherzustellen, dass das
Problem behoben wurde.

3. Wenn noch ein ausgefallener Lifterbehalter gemeldet wird, wiederholen Sie die Schritte in Schritt 2:
Entfernen Sie den defekten Lifterbehalter und installieren Sie einen neuen. Wenn das Problem weiterhin
besteht, wenden Sie sich an den technischen Support.
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4. Entfernen Sie den antistatischen Schutz.

5. Support-Daten fir Ihr Storage Array mit SANTtricity System Manager erfassen
a. Wahlen Sie MENU:Support[Support Center > Diagnose].
b. Wahlen Sie Support-Daten Erfassen Aus.
c. Klicken Sie Auf Collect.

Die Datei wird im Ordner Downloads fur Ihren Browser mit dem Namen Support-Data.7z gespeichert.

6. Senden Sie das fehlerhafte Teil wie in den dem Kit beiliegenden RMA-Anweisungen beschrieben an
NetApp zurtck.

Was kommt als Nachstes?

Der Austausch des Ventilatorkanals ist abgeschlossen. Sie kdnnen den normalen Betrieb fortsetzen.

Ersetzen Sie das Netzteil in SG5812
Sie konnen ein Netzteil in einem SG5812 austauschen.

Uber diese Aufgabe
Wenn Sie ein Netzteil austauschen mdchten, beachten Sie die folgenden Anforderungen.

 Sie bendtigen ein Ersatznetzteil, das fur lhr Gerat unterstutzt wird.

+ Sie haben ein ESD-Armband oder andere antistatische Vorsichtsmafinahmen getroffen.

@ Mischen Sie Netzteileinheiten der verschiedenen Spannungsarten nicht. Immer ersetzen wie
far ,,Gefallt mir”.

Bevor Sie beginnen

* Prufen Sie die Details im Recovery Guru, um zu bestatigen, dass ein Problem mit der Stromversorgung
vorliegt. Wahlen Sie recheck aus dem Recovery Guru, um sicherzustellen, dass keine weiteren Punkte
zuerst angesprochen werden mussen.

« Stellen Sie sicher, dass die gelbe Warn-LED am Netzteil leuchtet und anzeigt, dass ein Fehler im Netzteil
oder dem integrierten Lifter vorliegt. Wenden Sie sich an den technischen Support, um Unterstiitzung zu
erhalten, wenn die beiden Netzteile im Shelf ihre gelbe Warn-LEDs leuchten.

« Stellen Sie sicher, dass Sie Folgendes haben:
o Ein Ersatznetzteil, das fir Ihr Controller-Geratelodell unterstitzt wird.
o Ein ESD-Armband, oder Sie haben andere antistatische Vorsichtsmalinahmen getroffen.
o Zugriff auf den SANTtricity System Manager:

= Wahlen Sie im Grid-Manager NODES > Appliance Node > SANtricity System Manager aus.
Informationen zum Controller finden Sie auf der "Registerkarte ,SANtricity System Manager".

= Zeigen Sie einen Browser in der Management Station auf den Domanennamen oder die IP-
Adresse des Controllers.

Schritt 1: Vorbereitung auf den Austausch der Stromversorgung

Bereiten Sie den Austausch eines Netzteils vor.
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Schritte
1. Support-Daten fur Ihr Storage Array mit SANtricity System Manager erfassen

a. Wahlen Sie Support > Support Center > Diagnose.
b. Wahlen Sie Support-Daten Erfassen Aus.
c. Klicken Sie Auf Collect.

Die Datei wird im Ordner Downloads fiir Inren Browser mit dem Namen Support-Data.7z gespeichert.
2. Bestimmen Sie aus SANTtricity System Manager, welches Netzteil ausgefallen ist.

Sie finden diese Informationen im Bereich Details des Recovery Guru oder kdnnen die fir das Shelf
angezeigten Informationen einsehen.

a. Wahlen Sie Hardware.

b. Schauen Sie sich die Strom[",']- und Luftersymbole c&’:-rechts neben der Dropdown-Liste Shelf an, um
festzustellen, welches Shelf das ausgefallene Netzteil hat.

Wenn eine Komponente ausgefallen ist, sind entweder oder beide Symbole rot.

c. Wenn Sie das Regal mit einem roten Symbol finden, wahlen Sie Zuriick vom Regal anzeigen.
d. Wahlen Sie eine der beiden Netzteile aus.

e. Auf den Registerkarten Netzteile und Lufter kénnen Sie anhand der Status der Power-Fan-Kanister,
der Netzteile und der Lifter bestimmen, welches Netzteil ausgetauscht werden muss.

Eine Komponente mit dem Status failed muss ersetzt werden.

Wenn der zweite Netzteilbehalter im Regal keinen optimalen-Status aufweist, versuchen
Sie nicht, das ausgefallene Netzteil im laufenden Betrieb zu ersetzen. Wenden Sie sich
stattdessen an den technischen Support, um Hilfe zu erhalten.

3. Suchen Sie auf der Rickseite des Speicherarrays die Warn-LEDs, um das zu entfernende Netzteil zu
ermitteln.

Sie mussen das Netzteil, flr das die Warn-LED leuchtet, ersetzen.

Schritt 2: Entfernen Sie das defekte Netzteil

Entfernen Sie ein ausgefallenes Netzteil, damit Sie es durch ein neues ersetzen kénnen.

Schritte

1. Packen Sie das neue Netzteil aus, und stellen Sie es auf eine Ebene Flache in der Nahe des Laufwerks-
Shelfs ein.

Bewahren Sie alle Verpackungsmaterialien auf, wenn Sie das defekte Netzteil zurlicksenden.

2. Schalten Sie das Netzteil aus und trennen Sie die Netzkabel:
a. Schalten Sie den Netzschalter am Netzteil aus.
b. Offnen Sie die Netzkabelhalterung, und ziehen Sie dann das Netzkabel vom Netzteil ab.

c. Ziehen Sie das Netzkabel von der Stromversorgung ab.
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3. Drucken Sie die Verriegelung am Handgriff der Stromversorgungs-Nockenwelle, und 6ffnen Sie dann den
Nockengriff, um das Netzteil vollstandig von der Mittelebene zu 16sen.

4. Schieben Sie die Stromversorgung mit dem Nockengriff aus dem System heraus.

@ Wenn Sie ein Netzteil entfernen, verwenden Sie immer zwei Hande, um sein Gewicht zu
stitzen.

Schritt 3: Neues Netzteil installieren

Installieren Sie ein neues Netzteil, um das fehlerhafte Netzteil auszutauschen.

Schritte
1. Stellen Sie sicher, dass sich der ein-/Ausschalter des neuen Netzteils in der Stellung aus befindet.
2. Halten und richten Sie die Kanten des Netzteils mit beiden Handen an der Offnung im Systemgehause
aus, und driicken Sie dann vorsichtig das Netzteil mithilfe des Nockengriffs in das Gehause.

Die Netzteile sind codiert und konnen nur auf eine Weise installiert werden.

@ Beim Einschieben des Netzteils in das System keine UbermaRige Kraft verwenden, da der
Anschluss beschadigt werden kann.

3. Schlielen Sie den Nockengriff, so dass die Verriegelung in die verriegelte Position einrastet und das
Netzteil vollstandig eingesetzt ist.

4. SchlieRen Sie die Verkabelung des Netzteils wieder an:
a. Schlielten Sie das Netzkabel wieder an das Netzteil und die Stromversorgung an.
b. Befestigen Sie das Netzkabel mithilfe der Netzkabelhalterung am Netzteil.

5. Schalten Sie den Strom zum neuen Netzteilbehalter ein.

Schritt 4: Vollstandige Netzteilaustausch

Uberpriifen Sie, ob das neue Netzteil ordnungsgeman funktioniert, sammeln Sie Support-Daten und setzen
Sie den normalen Betrieb fort.

Schritte

1. Uberprifen Sie beim neuen Netzteil, ob die griine LED fiir die Stromversorgung leuchtet und die gelbe
Warn-LED LEUCHTET NICHT.

2. Wahlen Sie im Recovery Guru im SANTtricity System Manager recheck aus, um sicherzustellen, dass das
Problem behoben wurde.

3. Wenn noch ein ausgefallenes Netzteil gemeldet wird, wiederholen Sie die Schritte in Schritt 2: Entfernen
Sie das defekte Netzteil, Und in Schritt 3: Neues Netzteil installieren. Wenn das Problem weiterhin besteht,
wenden Sie sich an den technischen Support.

4. Entfernen Sie den antistatischen Schutz.

5. Support-Daten fir |hr Storage Array mit SANtricity System Manager erfassen
a. Wahlen Sie Support > Support Center > Diagnose.
b. Wahlen Sie Support-Daten Erfassen Aus.
c. Klicken Sie Auf Collect.
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Die Datei wird im Ordner Downloads fir Ihren Browser mit dem Namen Support-Data.7z gespeichert.

6. Senden Sie das fehlerhafte Teil wie in den dem Kit beiliegenden RMA-Anweisungen beschrieben an
NetApp zurtck.

Was kommt als Nachstes?
Der Austausch des Netzteils ist abgeschlossen. Sie kdnnen den normalen Betrieb fortsetzen.

Den Aktivkohlebehalter in SG5860 austauschen
Sie konnen einen Strombehalter in einem SG5860 austauschen.

Uber diese Aufgabe

Jede Appliance verflgt Gber zwei Stromzangen fir Redundanz. Wenn ein Netzbehalter ausfallt, missen Sie
ihn so schnell wie moglich austauschen, um sicherzustellen, dass das Regal Gber eine redundante
Stromquelle verfugt.

Sie kdnnen einen Strombehalter austauschen, wahrend das Gerat eingeschaltet ist und Host-E/A-Vorgange
ausflihrt. solange der zweite Strombehalter im Regal einen optimalen Status hat und im Detailbereich des
Wiederherstellungs-Gurus im SANTtricity-System-Manager das Feld OK zum Entfernen angezeigt wird Ja.

Wahrend Sie diese Aufgabe ausflhren, versorgt der andere Netzbehalter beide Lifter mit Strom, um
sicherzustellen, dass das Gerat nicht Gberhitzt.

Bevor Sie beginnen

+ Uberpriifen Sie die Details im Recovery Guru, um zu bestatigen, dass ein Problem mit dem Power Canister
vorliegt, und wahlen Sie recheck aus dem Recovery Guru aus, um sicherzustellen, dass keine weiteren
Punkte zuerst angesprochen werden mussen.

+ Uberpriifen Sie, ob die gelbe Warn-LED am Netzbehélter leuchtet und dass der Behélter Uber einen Fehler
verfiigt. Wenden Sie sich an den technischen Support, wenn die Warn-LEDs fiir beide Strombehalter im
Regal gelb leuchten.

« Stellen Sie sicher, dass Sie Folgendes haben:
o Ein Ersatzbehalter, der fur Ihr Gerat unterstitzt wird.

o Ein ESD-Armband, oder Sie haben andere antistatische Vorsichtsmalinahmen getroffen.
Schritt 1: Bereiten Sie sich auf den Austausch des Stromkanisters vor
Bereiten Sie den Austausch eines Aktivkohlebehalters vor.

Schritte
1. Support-Daten fur Ihr Storage Array mit SANtricity System Manager erfassen

a. Wahlen Sie MENU:Support[Support Center > Diagnose].
b. Wahlen Sie Support-Daten Erfassen Aus.
c. Klicken Sie Auf Collect.

Die Datei wird im Ordner Downloads fir Ihren Browser mit dem Namen Support-Data.7z gespeichert.
2. Bestimmen Sie aus dem SANItricity-System-Manager, welcher Stromversorgungsbehalter ausgefallen ist.

a. Wahlen Sie Hardware.
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3.

b. Sehen Sie sich das Power-[".']Symbol rechts neben der Dropdown-Liste Shelf an, um festzustellen,
welches Shelf den defekten Strombehalter hat.

Wenn eine Komponente ausgefallen ist, ist dieses Symbol rot.

c. Wenn Sie das Regal mit einem roten Symbol finden, wahlen Sie Zuriick vom Regal anzeigen.

d. Wahlen Sie entweder den Netzbehalter oder das rote Power-Symbol.

e. Prufen Sie auf der Registerkarte Netzteile den Status der Strombehalter, um festzustellen, welcher
Netzbehalter ersetzt werden muss.

Eine Komponente mit dem Status failed muss ersetzt werden.

Wenn der zweite Leistungsbehalter im Regal keinen optimalen-Status hat, versuchen
Sie nicht, den defekten Strombehalter zu tauschen. Wenden Sie sich stattdessen an den
technischen Support, um Hilfe zu erhalten.

Zudem finden Sie im Bereich Details des Recovery Guru Informationen zum

@ fehlgeschlagenen Strombehalter. Alternativ kdnnen Sie die fur das Shelf angezeigten
Informationen Uberprifen oder das Ereignisprotokoll unter Support priifen und nach
Komponententyp filtern.

Suchen Sie auf der Riickseite des Speicherarrays die Warn-LEDs, um den zu entfernenden Netzbehalter
zu finden.

Sie missen den Netzbehalter austauschen, dessen Warn-LED leuchtet.

Schritt 2: Entfernen Sie den defekten Netzbehalter

Entfernen Sie einen defekten Netzbehalter, so dass Sie ihn durch einen neuen ersetzen konnen.

Schritte

1.
2.

Setzen Sie den antistatischen Schutz auf.

Packen Sie den neuen Leistungsbehalter aus, und stellen Sie ihn auf eine Ebene Flache in der Nahe des
Regals ein.

Bewahren Sie alle Verpackungsmaterialien auf, wenn Sie den defekten Netzbehalter zuriicksenden.

3. Schalten Sie den Netzschalter am Netzbehalter aus, den Sie entfernen missen.
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Offnen Sie den Netzkabelhalter des Netzheizers, den Sie entfernen miissen, und ziehen Sie dann das
Netzkabel vom Netzbehalter ab.

. Dricken Sie die orangefarbene Verriegelung am Handgriff des Netzkanusters, und 6ffnen Sie dann den

Nockengriff, um den Netzbehélter vollstandig aus der Mittelebene zu I6sen.

Schieben Sie den Netzbehalter mit dem Nockengriff aus dem Regal.

@ Wenn Sie einen Netzbehalter entfernen, verwenden Sie immer zwei Hande, um sein
Gewicht zu stitzen.



Schritt 3: Installieren Sie einen neuen Leistungsbehilter

Installieren Sie einen neuen Netzbehalter, um den defekten auszutauschen.

Schritte

1. Stellen Sie sicher, dass sich der ein-/Ausschalter des neuen Leistungskannisters in der Stellung aus
befindet.

2. Halten und richten Sie die Kanten des Leistungskanisters mit beiden Handen an der Offnung im
Systemgehause aus, und schieben Sie dann den Netzbehalter vorsichtig mit dem Nockengriff in das
Gehause, bis er einrastet.

@ Verwenden Sie keine Ubermalige Kraft, wenn Sie den Netzbehalter in das System
schieben, da der Anschluss beschadigt werden kann.

3. SchlieRen Sie den Nockengriff, so dass die Verriegelung in die verriegelte Position einrastet und der
Leistungsbehalter vollstandig sitzt.

4. Schlielen Sie das Netzkabel wieder an den Netzbehalter an, und befestigen Sie das Netzkabel mithilfe der
Netzkabelhalterung am Netzheizbehalter.

5. Schalten Sie den Strom zum neuen Power-Behélter ein.

Schritt 4: Vollstandiger Netzbehalter Austausch

Uberpriifen Sie, ob der neue Strombehélter ordnungsgemaR funktioniert, sammeln Sie Support-Daten und
setzen Sie den normalen Betrieb fort.

Schritte

1. Uberpriifen Sie am neuen Netzbehalter, ob die griine LED fiir die Stromversorgung leuchtet und die gelbe
Warn-LED NICHT LEUCHTET.

2. Wahlen Sie im Recovery Guru im SANtricity System Manager recheck aus, um sicherzustellen, dass das
Problem behoben wurde.

3. Wenn noch ein nicht geschildeter Strombehalter gemeldet wird, wiederholen Sie die Schritte in Schritt 2:
Entfernen Sie den defekten Netzbehalter Und ein Schritt 3: Installieren Sie einen neuen Leistungsbehalter.
Wenn das Problem weiterhin besteht, wenden Sie sich an den technischen Support.

4. Entfernen Sie den antistatischen Schutz.

5. Support-Daten fur |hr Storage Array mit SANtricity System Manager erfassen
a. Wahlen Sie MENU:Support[Support Center > Diagnose].
b. Wahlen Sie Support-Daten Erfassen Aus.
c. Klicken Sie Auf Collect.

Die Datei wird im Ordner Downloads fur Ihren Browser mit dem Namen Support-Data.7z gespeichert.

6. Senden Sie das fehlerhafte Teil wie in den dem Kit beiliegenden RMA-Anweisungen beschrieben an
NetApp zurtck.

Was kommt als Nachstes?
Der Austausch des Netzkanals ist abgeschlossen. Sie kdnnen den normalen Betrieb fortsetzen.
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Batterie in E4000 (SG5800) austauschen

Sie mussen die betroffene Batterie in Inrem E4000 Controller austauschen, wenn der
Grid Manager eine Warnmeldung bei einem Batteriefehler des Storage Controllers
ausgibt, oder der Recovery Guru im SANtricity-System-Manager den Status ,Batterie
ausgefallen” oder ,Batterie austauschen erforderlich“ anzeigt. Um lhre Daten zu
schutzen, muss die Batterie so schnell wie moglich ausgetauscht werden.

Sehen Sie sich im SANtricity System Manager die Details im Recovery Guru an, um zu Uberprifen, ob ein
Problem mit einer Batterie vorliegt, und um sicherzustellen, dass keine weiteren Punkte zuerst behoben
werden missen.

Bevor Sie beginnen
Wenn Sie einen fehlerhaften Akku austauschen méchten, missen Sie Folgendes haben:

* Eine Ersatzbatterie.

» Ein ESD-Armband, oder Sie haben andere antistatische Vorsichtsmaflinahmen getroffen.
« Etiketten, um jedes Kabel zu identifizieren, das mit dem Controller-Behalter verbunden ist.
 Zugriff auf den SANTtricity System Manager:

o Wahlen Sie im Grid-Manager NODES > Appliance Node > SANtricity System Manager aus.
Informationen zum Controller finden Sie auf der "Registerkarte ,SANTtricity System Manager™".

o Zeigen Sie einen Browser in der Management Station auf den Domanennamen oder die IP-Adresse
des Controllers.

Schritt 1: Bereiten Sie den Batteriewechsel vor

Schalten Sie das Controller-Shelf aus, damit Sie den fehlerhaften Akku sicher entfernen kdnnen.

Schritte
1. Sichern Sie die Konfigurationsdatenbank des Storage-Arrays mit dem SANtricity System Manager.

Wenn beim Entfernen eines Controllers ein Problem auftritt, kdnnen Sie die gespeicherte Datei verwenden,

um lhre Konfiguration wiederherzustellen. Das System speichert den aktuellen Status der RAID-
Konfigurationsdatenbank, die alle Daten fiir Volume-Gruppen und Festplatten-Pools auf dem Controller
enthalt.

o Uber System Manager:
i. Wahlen Sie Support > Support Center » Diagnose.
i. Wahlen Sie Konfigurationsdaten Erfassen.
ii. Klicken Sie Auf Collect.

Die Datei wird im Ordner Downloads fiir Ihren Browser mit dem Namen configurationData-
<arrayName>-<dateTime>.7z gespeichert.

o Alternativ kdnnen Sie die Konfigurationsdatenbank mit dem folgenden CLI-Befehl sichern:

save storageArray dbmDatabase sourcelocation=onboard contentType=all
file="filename";

2. Support-Daten fur Ihr Storage Array mit SANtricity System Manager erfassen
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Wenn beim Entfernen eines Controllers ein Problem auftritt, kdnnen Sie die gespeicherte Datei zum
Beheben des Problems verwenden. Das System speichert Bestands-, Status- und Performancedaten lhres
Speicherarrays in einer einzelnen Datei.

a. Wahlen Sie Support > Support Center > Diagnose.
b. Wahlen Sie Support-Daten Erfassen Aus.
c. Klicken Sie Auf Collect.

Die Datei wird im Ordner Downloads fiir Inren Browser mit dem Namen Support-Data.7z gespeichert.

3. Fahren Sie den SG5800-Controller herunter.
a. Melden Sie sich beim Grid-Node an:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
il. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

iv. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.
b. Fahren Sie den SG5800-Controller herunter:

shutdown -h now
c. Warten Sie, bis alle Daten im Cache-Speicher auf die Laufwerke geschrieben werden.

Die griine Cache-Aktivitats-LED auf der Rlckseite des E4000-Controllers leuchtet, wenn
zwischengespeicherte Daten auf die Laufwerke geschrieben werden missen. Sie missen warten, bis
diese LED ausgeschaltet ist.

4. Wahlen Sie auf der Startseite des SANTtricity System Managers die Option Vorgange in Bearbeitung
anzeigen.

5. Bestatigen Sie, dass alle Vorgange abgeschlossen wurden, bevor Sie mit dem nachsten Schritt fortfahren.

6. Schalten Sie beide Netzschalter am Controller Shelf aus.

7. Warten Sie, bis alle LEDs am Controller-Shelf ausgeschaltet sind.

Schritt 2: Entfernen Sie den E4000-Controllerbehélter

Sie mussen den Controller-Behalter aus dem Controller-Regal entfernen, damit Sie den Akku entfernen
konnen.

Bevor Sie beginnen
Stellen Sie sicher, dass Sie Folgendes haben:

» Ein ESD-Armband, oder Sie haben andere antistatische Vorsichtsmalinahmen getroffen.

« Etiketten, um jedes Kabel zu identifizieren, das mit dem Controller-Behalter verbunden ist.

Schritte
1. Trennen Sie alle Kabel vom Controller-Behalter.
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2.
3.
4.

@ Um eine verminderte Leistung zu vermeiden, dirfen die Kabel nicht verdreht, gefaltet,
gequetscht oder treten.

Wenn die Host-Ports am Controller-Behalter SFP+-Transceiver verwenden, lassen Sie sie nicht installiert.
Vergewissern Sie sich, dass die LED Cache Active auf der Riickseite des Controllers ausgeschaltet ist.

Driicken Sie die Verriegelung am Nockengriff, bis er sich 16st, 6ffnen Sie den Nockengriff vollstandig, um
den Controller-Aktivkohlebehalter aus der Mittelplatine zu |6sen, und ziehen Sie dann mit zwei Handen den
Controller-Aktivkohlebehalter halb aus dem Gehause.

Schritt 3: Setzen Sie die neue Batterie ein

Sie mussen die fehlerhafte Batterie entfernen und austauschen.

Schritte

1.

o c 0N
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Packen Sie die neue Batterie aus, und legen Sie sie auf eine Ebene, antistatische Oberflache.

Zur sicheren Einhaltung der IATA-Vorschriften werden Ersatzbatterien mit einem Ladestatus

@ von 30 Prozent oder weniger (SoC) ausgeliefert. Wenn Sie die Stromversorgung wieder
einschalten, beachten Sie, dass das Schreib-Caching erst wieder aufgenommen wird, wenn
der Ersatzakku vollstandig geladen ist und der erste Lernzyklus abgeschlossen wurde.

Wenn Sie nicht bereits geerdet sind, sollten Sie sich richtig Erden.
Entfernen Sie den Controller-Aktivkohlebehalter aus dem Gehause.
Drehen Sie den Controller-Behalter um und legen Sie ihn auf eine Ebene, stabile Oberflache.

Offnen Sie die Abdeckung, indem Sie die blauen Tasten an den Seiten des Controller-Kanisters driicken,
um die Abdeckung zu I6sen, und drehen Sie dann die Abdeckung nach oben und von dem Controller-
Kanister.
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6. Die Batterie im Controller-Behalter suchen.

7. Entfernen Sie die defekte Batterie aus dem Controller-Behalter:

a. Dricken Sie die blaue Taste an der Seite des Reglerbehalters.

b. Schieben Sie den Akku nach oben, bis er die Halteklammern freigibt, und heben Sie den Akku aus

dem Controller-Behalter.

c. Ziehen Sie den Akku aus dem Controller-Behalter.
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Batterieanschluss

8. Entfernen Sie den Ersatzakku aus der Verpackung. Setzen Sie den Ersatzakku ein:

a. Stecken Sie den Batteriestecker wieder in die Buchse am Controller-Aktivkohlebehalter.
Vergewissern Sie sich, dass der Stecker in der Akkubuchse auf der Hauptplatine einrastet.

b. Richten Sie die Batterie an den Haltehalterungen an der Blechseitenwand aus.

c. Schieben Sie den Akku nach unten, bis die Akkuverriegelung einrastet und in die Offnung an der
Seitenwand einrastet.

9. Setzen Sie die Abdeckung des Controller-Aktivkohlebehalters wieder ein, und verriegeln Sie sie.

Schritt 4: Montieren Sie den Controller-Behélter wieder

Nachdem Sie Komponenten im Controller-Aktivkohlebehalter ausgetauscht haben, setzen Sie ihn wieder in
das Gehause ein.

Schritte
1. Wenn Sie nicht bereits geerdet sind, sollten Sie sich richtig Erden.

2. Wenn Sie dies noch nicht getan haben, bringen Sie die Abdeckung des Controller-Kanisters wieder an.
3. Drehen Sie den Controller-Behalter um und richten Sie das Ende an der Offnung im Gehause aus.

4. Richten Sie das Ende des Controller-Aktivkohlebehalters an der Offnung im Geh&use aus, und driicken Sie
den Controller-Aktivkohlebehalter vorsichtig halb in das System.
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@ Setzen Sie den Controller-Aktivkohlebehalter erst dann vollstéandig in das Gehause ein,
wenn Sie dazu aufgefordert werden.

5. Das System nach Bedarf neu einsetzen.
6. SchlielRen Sie den Wiedereinbau des Reglerbehélters ab:

a. Den Nockengriff in gedffneter Position halten, den Controller-Behalter fest einschieben, bis er
vollstandig in die Mittelplatine einrastet, und dann den Nockengriff in die verriegelte Position schliel3en.

@ Setzen Sie den Controller-Aktivkohlebehalter nicht zu stark in das Geh&use ein, um eine
Beschadigung der Anschlisse zu vermeiden.

Der Controller beginnt zu booten, sobald er im Gehause sitzt.

a. Wenn Sie dies noch nicht getan haben, installieren Sie das Kabelverwaltungsgerat neu.

b. Verbinden Sie die Kabel mit dem Haken- und Schlaufenband mit dem Kabelmanagement-Gerat.

Schritt 5: Kompletter Batteriewechsel

Schalten Sie den Controller ein.

Schritte
1. Schalten Sie die beiden Netzschalter an der Riickseite des Controller-Shelf ein.

o Schalten Sie die Netzschalter wahrend des Einschaltvorgangs nicht aus, was in der Regel 90
Sekunden oder weniger dauert.

o Die Lufter in jedem Regal sind beim ersten Start sehr laut. Das laute Gerausch beim Anfahren ist
normal.

2. Wenn der Controller wieder online ist, Gberprifen Sie die Warn-LEDs des Controller-Shelfs.
Wenn der Status nicht optimal ist oder eine der Warn-LEDs leuchtet, vergewissern Sie sich, dass alle

Kabel richtig eingesetzt sind, und Uberprifen Sie, ob die Batterie und der Controller-Behalter richtig
installiert sind. Gegebenenfalls den Controller-Behalter und die Batterie ausbauen und wieder einbauen.

Wenden Sie sich an den technischen Support, wenn das Problem nicht gel6st werden kann.
Falls notig, erfassen Sie mit SANTtricity System Manager Support-Daten fiir Ihr Storage
Array.

3. Support-Daten fir Ihr Storage Array mit SANtricity System Manager erfassen
a. Wahlen Sie Support > Support Center > Diagnose.
b. Wahlen Sie Support-Daten Erfassen.

c. Klicken Sie Auf Erfassen.
Die Datei wird im Ordner Downloads fiir Inren Browser mit dem Namen Support-Data.7z gespeichert.

4. Bestatigen Sie, dass der Neustart abgeschlossen ist und der Knoten wieder dem Grid beigetreten ist:
a. Wahlen Sie im Grid Manager NODES aus.

" Uberpriifen Sie, ob der Appliance-Knoten einen normalen Status hat (griines Hékchen-Symbole
links neben dem Knotennamen), was darauf hinweist, dass keine Warnungen aktiv sind und der
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Knoten mit dem Grid verbunden ist.

Vom Einschalten der Netzschalter bis zur Wiederherstellung der Verbindung des
@ Knotens mit dem Netz und der Anzeige eines normalen Status im Grid Manager kénnen
20 Minuten vergehen.

Was kommt als Nachstes?
Der Austausch des Akkus ist abgeschlossen. Sie kdnnen den normalen Betrieb fortsetzen.

Ersetzen Sie die DIMMs in E4000 (SG5800).
Sie konnen ein DIMM im E4000 austauschen, wenn es ausgefallen ist.

Uber diese Aufgabe

Zum Austauschen eines DIMM missen Sie die Cache-Grof3e des Controllers tberprifen, den Controller offline
schalten, den Controller entfernen, die DIMMs entfernen und die neuen DIMMs in den Controller installieren.
Anschlie3end kdnnen Sie lhren Controller wieder online schalten und Uberprifen, ob das Speicher-Array
ordnungsgemal funktioniert.

Der Geratespeicherknoten ist moglicherweise nicht verfligbar, wenn Sie den Controller austauschen. Wenn der
Controller der Serie E4000 ausreichend funktioniert, kbnnen Sie dies tun "Setzen Sie den SG5800 Controller in
den Wartungsmodus".

Bevor Sie beginnen
« Stellen Sie sicher, dass Sie Folgendes haben:

o Ein Ersatz-DIMM.

o Ein ESD-Armband, oder Sie haben andere antistatische Vorsichtsmaflinahmen getroffen.

o Ein flacher, statischer freier Arbeitsbereich.

o Etiketten, um jedes Kabel zu identifizieren, das mit dem Controller-Behalter verbunden ist.
 Zugriff auf den SANTtricity System Manager:

o Wahlen Sie im Grid-Manager NODES > Appliance Node > SANtricity System Manager aus.
Informationen zum Controller finden Sie auf der "Registerkarte ,SANTtricity System Manager™".

Wahrend bestimmter Schritte dieses Verfahrens ist der Zugriff auf den SANtricity System

@ Manager unter Umstanden nicht Uber den Grid-Manager mdglich. Wenn der SG5800
Controller heruntergefahren wird, missen Sie tber Ihren Browser auf den SANTtricity
System Manager zugreifen.

o Zeigen Sie einen Browser in der Management Station auf den Domanennamen oder die IP-Adresse
des Controllers.

Schritt 1: Bestimmen Sie, ob Sie ein DIMM ersetzen miissen
Uberpriifen Sie die Cache-GréRe lhres Controllers, bevor Sie das DIMMS ersetzen.

Schritte

1. Rufen Sie das Speicher-Array-Profil fir den Controller auf. Gehen Sie im SANtricity-Systemmanager zu
Support > Supportcenter. Wahlen Sie auf der Seite Support Resources die Option Storage Array Profile.

2. Scrollen Sie nach unten oder verwenden Sie das Suchfeld, um die Daten-Cache-Modul-Informationen zu
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finden.

3. Wenn ein fehlerhaftes DIMM oder ein DIMM vorhanden ist, das Data Cache Module als nicht optimal
meldet, notieren Sie sich die Position des DIMM und ersetzen Sie weiterhin die DIMMs auf lhrem
Controller.

Schritt 2: Schalten Sie das Controller-Shelf aus

Fahren Sie den Controller herunter, damit Sie die DIMMs sicher entfernen und austauschen konnen.

Schritte

1. Sehen Sie sich im SANTtricity System Manager die Details im Recovery Guru an, um zu Uberprifen, ob ein
Problem mit falsch abgestimmter Speicher vorliegt, und um sicherzustellen, dass keine weiteren Punkte
zuerst behoben werden mussen.

2. Bestimmen Sie im Bereich Details des Recovery Guru, welches DIMM ersetzt werden soll.

3. Sichern Sie die Konfigurationsdatenbank des Storage-Arrays mit dem SANTtricity System Manager.

Wenn beim Entfernen eines Controllers ein Problem auftritt, kdnnen Sie die gespeicherte Datei verwenden,
um lhre Konfiguration wiederherzustellen. Das System speichert den aktuellen Status der RAID-
Konfigurationsdatenbank, die alle Daten fiir Volume-Gruppen und Festplatten-Pools auf dem Controller
enthalt.

o Uber System Manager:
i. Wahlen Sie Support > Support Center » Diagnose.
i. Wahlen Sie Konfigurationsdaten Erfassen.
ii. Klicken Sie Auf Collect.

Die Datei wird im Download-Ordner lhres Browsers mit dem Namen, KonfigurationDaten-
<arrayName>-<dateTime>.7z.

4. Fahren Sie den SG5800-Controller herunter.
a. Melden Sie sich beim Grid-Node an:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgefihrte Passwort ein Passwords. txt Datei:
il. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

iv. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.
b. Fahren Sie den SG5800-Controller herunter:
shutdown -h now
c. Warten Sie, bis alle Daten im Cache-Speicher auf die Laufwerke geschrieben werden.
Die grine Cache-Aktivitats-LED auf der Riickseite des E4000-Controllers leuchtet, wenn
zwischengespeicherte Daten auf die Laufwerke geschrieben werden missen. Sie missen warten, bis

diese LED ausgeschaltet ist.

5. Wahlen Sie auf der Startseite des SANtricity System Managers die Option Vorgédnge in Bearbeitung
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anzeigen.
6. Bestatigen Sie, dass alle Vorgange abgeschlossen wurden, bevor Sie mit dem nachsten Schritt fortfahren.
7. Schalten Sie beide Netzschalter am Controller Shelf aus.

8. Warten Sie, bis alle LEDs am Controller-Shelf ausgeschaltet sind.

Schritt 3: Controller-Behalter entfernen

Entfernen Sie den Controller-Aktivkohlebehalter aus dem System, und entfernen Sie dann die Abdeckung des
Controller-Aktivkohlebehalters.

Schritte
1. Wenn Sie nicht bereits geerdet sind, sollten Sie sich richtig Erden.

2. Losen Sie den Klettverschluss, mit dem die Kabel an das Kabelverwaltungsgerat gebunden sind, und
ziehen Sie anschliel®end die Systemkabel und SFPs (falls erforderlich) vom Controller-Aktivkohlebehalter
ab, um zu verfolgen, wo die Kabel angeschlossen wurden.

Lassen Sie die Kabel im Kabelverwaltungs-Gerat so, dass bei der Neuinstallation des
Kabelverwaltungsgerats die Kabel organisiert sind.

3. Entfernen Sie die Kabelfihrungs-Gerate von der linken und rechten Seite des Controller-Kanisters, und
legen Sie sie beiseite.

4. Dricken Sie die Verriegelung am Nockengriff, bis er sich 16st, 6ffnen Sie den Nockengriff vollstandig, um
den Controller-Aktivkohlebehalter aus der Mittelplatine zu 16sen, und ziehen Sie dann den Controller-
Aktivkohlebehalter mit zwei Handen aus dem Gehause.

5. Drehen Sie den Controller-Behalter um und legen Sie ihn auf eine Ebene, stabile Oberflache.

6. Offnen Sie die Abdeckung, indem Sie die blauen Tasten an den Seiten des Controller-Kanisters driicken,
um die Abdeckung zu Iésen, und drehen Sie dann die Abdeckung nach oben und von dem Controller-
Kanister.
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Schritt 4: Ersetzen Sie die DIMMs

Suchen Sie das DIMM im Controller, entfernen Sie es, und ersetzen Sie es.

Schritte
1. Wenn Sie nicht bereits geerdet sind, sollten Sie sich richtig Erden.

2. Sie mussen ein sauberes System herunterfahren, bevor Sie Systemkomponenten ersetzen, um nicht
geschriebene Daten im nichtfliichtigen Speicher (NVMEM) zu verlieren. Die LED befindet sich auf der
Ruckseite des Controller-Kanisters.

3. Wenn die NVMEM-LED nicht blinkt, befindet sich kein Inhalt in der NVMEM. Sie kénnen die folgenden
Schritte Uberspringen und mit der nachsten Aufgabe bei diesem Verfahren fortfahren.

4. Wenn die NVMEM-LED blinkt, befinden sich Daten in der NVMEM und Sie miUssen die Batterie trennen,
um den Speicher zu I6schen:

a.

Entfernen Sie die Batterie aus dem Controller-Behalter, indem Sie die blaue Taste an der Seite des
Controller-Behalters driicken.

Schieben Sie den Akku nach oben, bis er die Halteklammern freigibt, und heben Sie den Akku aus
dem Controller-Behalter.

Suchen Sie das Batteriekabel, driicken Sie auf die Klammer am Akkustecker, um den Sicherungsclip
aus der Steckdose zu losen, und ziehen Sie dann das Akkukabel aus der Steckdose.

Vergewissern Sie sich, dass die NVMEM-LED nicht mehr leuchtet.

Schliel3en Sie den Batterieanschluss wieder an, und Uberpriifen Sie die LED auf der Riickseite des
Controllers erneut.
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f. Ziehen Sie das Batteriekabel ab.

. Suchen Sie die DIMMs auf dem Controller-Aktivkohlebehalter.
. Achten Sie auf die Ausrichtung und Position des DIMM im Sockel, damit Sie das Ersatz-DIMM in die

richtige Ausrichtung einsetzen koénnen.

. Werfen Sie das DIMM aus dem Steckplatz, indem Sie die beiden DIMM-Auswerferlaschen auf beiden

Seiten des DIMM langsam auseinander dricken und dann das DIMM aus dem Steckplatz schieben.

Das DIMM dreht sich ein wenig nach oben.

. Drehen Sie das DIMM-Modul so weit wie mdglich, und schieben Sie es dann aus dem Sockel.

(D Halten Sie das DIMM vorsichtig an den Randern, um Druck auf die Komponenten auf der
DIMM-Leiterplatte zu vermeiden.

DIMM-Auswerferlaschen



10.

1.

12.

13.

DIMMS

Entfernen Sie das Ersatz-DIMM aus dem antistatischen Versandbeutel, halten Sie das DIMM an den
Ecken und richten Sie es am Steckplatz aus.

Die Kerbe zwischen den Stiften am DIMM sollte mit der Lasche im Sockel aufliegen.
Setzen Sie das DIMM-Modul in den Steckplatz ein.

Das DIMM passt eng in den Steckplatz, sollte aber leicht einpassen. Falls nicht, richten Sie das DIMM-
Modul mit dem Steckplatz aus und setzen Sie es wieder ein.

@ Prifen Sie das DIMM visuell, um sicherzustellen, dass es gleichmaRig ausgerichtet und
vollstandig in den Steckplatz eingesetzt ist.

Dricken Sie vorsichtig, aber fest auf die Oberseite des DIMM, bis die Auswurfklammern Uber den Kerben
an den Enden des DIMM einrasten.

Batterie wieder anschlief3en:
a. Schliel3en Sie die Batterie an.
b. Vergewissern Sie sich, dass der Stecker in der Akkusteckdose auf der Hauptplatine einrastet.
c. Richten Sie die Batterie an den Haltehalterungen an der Blechseitenwand aus.

d. Schieben Sie den Akku nach unten, bis die Akkuverriegelung einrastet und in die Offnung an der
Seitenwand einrastet.

Setzen Sie die Abdeckung des Controller-Aktivkohlebehalters wieder ein.

Schritt 5: Setzen Sie den Controller-Behalter wieder ein

Setzen Sie den Controller-Aktivkohlebehalter wieder in das Gehause ein.

Schritte

1.
2.
3.

. Schieben Sie den Controller-Aktivkohlebehalter vorsichtig zur Halfte in das System. Richten Sie das Ende

Wenn Sie nicht bereits geerdet sind, sollten Sie sich richtig Erden.
Wenn Sie dies noch nicht getan haben, bringen Sie die Abdeckung des Controller-Kanisters wieder an.

Drehen Sie den Controller-Behélter um und richten Sie das Ende an der Offnung im Gehause aus.

des Controller-Aktivkohlebehélters an der Offnung im Gehause aus, und driicken Sie den Controller-
Aktivkohlebehalter vorsichtig halb in das System.

@ Setzen Sie den Controller-Aktivkohlebehalter erst dann vollstandig in das Gehause ein,
wenn Sie dazu aufgefordert werden.

Das System nach Bedarf neu einsetzen.

SchlieRen Sie den Wiedereinbau des Reglerbehalters ab:

a. Den Nockengriff in gedffneter Position halten, den Controller-Behalter fest einschieben, bis er
vollstandig in die Mittelplatine einrastet, und dann den Nockengriff in die verriegelte Position schlielen.
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@ Setzen Sie den Controller-Aktivkohlebehalter nicht zu stark in das Gehéause ein, um eine
Beschadigung der Anschllisse zu vermeiden.

Der Controller beginnt zu booten, sobald er im Gehause sitzt.

a. Wenn Sie dies noch nicht getan haben, installieren Sie das Kabelverwaltungsgerat neu.
b. Verbinden Sie die Kabel mit dem Haken- und Schlaufenband mit dem Kabelmanagement-Gerat.

7. Schalten Sie beide Netzschalter am Controller Shelf ein.

Schritt 6: Kompletter Austausch der DIMMs
Platzieren Sie den Controller online, sammeln Sie Support-Daten und setzen Sie den Betrieb fort.

Schritte
1. Uberpriifen Sie beim Booten des Controllers die Controller-LEDs.

Wenn die Kommunikation mit der anderen Steuerung wiederhergestellt wird:

> Die gelbe Warn-LED leuchtet weiterhin.
> Je nach Host-Schnittstelle leuchtet, blinkt oder leuchtet die LED fur Host-Link moglicherweise nicht.
2. Wenn der Controller wieder online ist, vergewissern Sie sich, dass sein Status optimal ist, und Gberprifen
Sie die Warn-LEDs des Controller-Shelfs.

Wenn der Status nicht optimal ist oder eine der Warn-LEDs leuchtet, vergewissern Sie sich, dass alle
Kabel richtig eingesetzt sind und der Controller-Behalter richtig installiert ist. Gegebenenfalls den
Controller-Behalter ausbauen und wieder einbauen.
HINWEIS: Wenn Sie das Problem nicht Idsen kdnnen, wenden Sie sich an den technischen Support.
3. Support-Daten fir Ihr Storage Array mit SANtricity System Manager erfassen
a. Wahlen Sie Support > Support Center > Diagnose.
b. Wahlen Sie Support-Daten Erfassen Aus.

c. Klicken Sie Auf Collect.
Die Datei wird im Ordner Downloads fur Ihren Browser mit dem Namen Support-Data.7z gespeichert.

4. Bestatigen Sie, dass der Neustart abgeschlossen ist und der Knoten wieder dem Grid beigetreten ist:
a. Wahlen Sie im Grid Manager NODES aus.

b. .
Uberpriifen Sie, ob der Appliance-Knoten einen normalen Status hat (griines Hékchen-SymboI@
links neben dem Knotennamen), was darauf hinweist, dass keine Warnungen aktiv sind und der
Knoten mit dem Grid verbunden ist.

Vom Einschalten der Netzschalter bis zur Wiederaufnahme der Verbindung des Knotens
@ mit dem Netz und der Anzeige eines normalen Status im Grid Manager kénnen 20
Minuten vergehen.

Ersetzen Sie Laufwerke
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Ersetzen Sie die Ubersicht iiber das SG5800-Laufwerk

Lesen Sie vor dem Austausch eines Laufwerks in einem SG5812 oder SG5860 die
Anforderungen und Uberlegungen durch.

Handhabung von Laufwerken

Die Laufwerke in Inrem Gerat sind zerbrechlich. Eine unsachgemalfte Handhabung von Laufwerken stellt eine
der Hauptursachen fur Laufwerkausfalle dar.

Befolgen Sie die folgenden Regeln, um Beschadigungen an den Laufwerken in lhrem Speicher-Array zu
vermeiden:
 Verhindern elektrostatischer Entladung (ESD):
o Halten Sie das Laufwerk in der ESD-Tasche, bis Sie bereit sind, es zu installieren.
o Setzen Sie kein Metallwerkzeug oder Messer in den ESD-Beutel.
Offnen Sie die ESD-Tasche von Hand oder schneiden Sie die Oberseite mit einer Schere ab.
> Bewahren Sie den ESD-Beutel und alle Verpackungsmaterialien auf, falls Sie spater ein Laufwerk
zuruckschicken mussen.
o Tragen Sie stets ein ESD-Handgelenkband, das an einer nicht lackierten Oberflache am Gehause

geerdet ist.

Wenn ein Handgelenkband nicht verfiigbar ist, bertihren Sie eine unlackierte Oberflache des
Speichergehauses, bevor Sie das Laufwerk handhaben.
* Vorsichtig mit Laufwerken umgehen:
o Beim Entfernen, Einbau oder Tragen eines Laufwerks immer zwei Hande verwenden.

> Niemals einen Antrieb in ein Regal zwingen, und mit sanftem, festem Druck den Riegel vollstandig
einrticken.

o Platzieren Sie Laufwerke auf gepolsterten Flachen und stapeln Sie niemals Laufwerke auf einander.
o Laufwerke nicht gegen andere Oberflachen abstoflRen.

o Losen Sie vor dem Entfernen eines Laufwerks aus einem Shelf den Griff und warten Sie 30 Sekunden,
bis sich das Laufwerk heruntergefahren hat.

> Verwenden Sie beim Transport von Laufwerken stets die genehmigte Verpackung.
* Magnetfelder vermeiden:

> Halten Sie Laufwerke von magnetischen Geraten fern.

Magnetfelder kdnnen alle Daten auf dem Laufwerk zerstéren und irreparable Schaden an der
Antriebsschaltung verursachen.

Das Laufwerk in SG5812 austauschen
Sie konnen ein Laufwerk in einem SG5812 ersetzen.

Uber diese Aufgabe

StorageGRID Grid Manager tGiberwacht den Appliance-Status und gibt bei Laufwerksausfallen Warnmeldungen
aus. Wenn der Grid Manager eine Warnmeldung ausgibt, oder Sie kdnnen den Recovery Guru im SANTtricity
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System Manager verwenden, um weitere Informationen Uber das jeweilige Laufwerk zu erhalten, das
ausgefallen ist. Wenn ein Laufwerk ausfallt, leuchtet die gelbe Warn-LED. Sie kdnnen ein ausgefallenes
Laufwerk im laufenden Betrieb austauschen, wahrend das Speicher-Array 1/0-Vorgange empfangt
Bevor Sie beginnen
« Uberpriifen Sie die Anforderungen fiir die Laufwerksverwaltung
« Stellen Sie sicher, dass Sie Folgendes haben:
o Ein von NetApp unterstltztes Ersatzlaufwerk fr lhr Controller Shelf oder Festplatten-Shelf.
o Ein ESD-Armband, oder Sie haben andere antistatische Vorsichtsmalinahmen getroffen.
o Zugriff auf den SANTtricity System Manager:

= Wahlen Sie im Grid-Manager NODES > Appliance Node > SANtricity System Manager aus.
Informationen zum Controller finden Sie auf der "Registerkarte ,SANftricity System Manager™".

= Zeigen Sie einen Browser in der Management Station auf den Domanennamen oder die IP-
Adresse des Controllers.

Schritt 1: Vorbereitung auf den Austausch des Laufwerks

Bereiten Sie sich auf den Austausch eines Laufwerks vor, indem Sie den Recovery Guru in SANtricity System
Manager prufen und alle erforderlichen Schritte ausfihren. Dann kénnen Sie die ausgefallene Komponente
finden.

Schritte

1. Wenn der Recovery Guru im SANtricity System Manager Sie Uber einen bevorstehenden Laufwerksausfall
informiert hat, aber es ist noch nicht ausgefallen, befolgen Sie die Anweisungen im Recovery Guru zum
Fehlschlagen des Laufwerks.

2. Uberpriifen Sie bei Bedarf mit SANTtricity System Manager, ob Sie ein geeignetes Ersatzlaufwerk besitzen.
a. Wahlen Sie Hardware.
b. Wahlen Sie in der Shelf-Grafik das ausgefallene Laufwerk aus.

c. Klicken Sie auf das Laufwerk, um das Kontextmenu anzuzeigen, und wahlen Sie dann Einstellungen
anzeigen.

d. Vergewissern Sie sich, dass die Kapazitat des Ersatzlaufwerks dem des Ersatzlaufwerks entspricht
oder hoher ist als das ersetzte Laufwerk und dass es die Funktionen besitzt, die Sie erwarten.

Versuchen Sie beispielsweise nicht, ein Festplattenlaufwerk (HDD) durch eine Solid-State-Festplatte
(SSD) zu ersetzen. Ebenso sollte das Ersatzlaufwerk auch sicher sein, wenn Sie ein sicheres Laufwerk
ersetzen.

3. Verwenden Sie bei Bedarf SANtricity System Manager, um das Laufwerk innerhalb des Storage-Arrays zu
finden. Wahlen Sie im Kontextmeni des Laufwerks auf der Seite Hardware die Option Locator
einschalten.

Die Warn-LED des Laufwerks (gelb) blinkt, damit Sie feststellen kdnnen, welches Laufwerk ersetzt werden
soll.

@ Wenn Sie ein Laufwerk in einem Shelf ersetzen, das Uber eine Blende verfligt, miissen Sie
die Blende entfernen, um die Laufwerk-LEDs zu sehen.
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Schritt 2: Entfernen Sie ausgefallenes Laufwerk
Entfernen Sie ein ausgefallenes Laufwerk, um es durch ein neues zu ersetzen.

Schritte

1. Packen Sie das Ersatzlaufwerk aus, und stellen Sie es auf eine flache, statische Oberflache in der Nahe
des Regals ein.

Alle Verpackungsmaterialien speichern.

Driicken Sie die Entriegelungstaste am ausgefallenen Laufwerk.

Offnen Sie den Nockengriff, und schieben Sie den Antrieb leicht heraus.
Warten Sie 30 Sekunden.

Entfernen Sie das Laufwerk mithilfe beider Hande aus dem Regal.

Setzen Sie das Laufwerk auf eine antistatische, gepolsterte Oberflache, die von Magnetfeldern entfernt ist.

N o g k&~ 0 DN

Warten Sie 30 Sekunden, bis die Software erkennt, dass das Laufwerk entfernt wurde.

Wenn Sie versehentlich ein aktives Laufwerk entfernen, warten Sie mindestens 30
Sekunden, und installieren Sie es erneut. Informationen zum Recovery-Verfahren finden Sie
in der Storage Management Software.

Schritt 3: Neues Laufwerk installieren

Installieren Sie ein neues Laufwerk, um das ausgefallene zu ersetzen.

@ Installieren Sie das Ersatzlaufwerk so schnell wie mdglich nach dem Entfernen des
ausgefallenen Laufwerks. Andernfalls besteht die Gefahr, dass die Ausristung Uberhitzt.

Schritte
1. Offnen Sie den Nockengriff.

2. Setzen Sie das Ersatzlaufwerk mit zwei Handen in den offenen Schacht ein, und driicken Sie es fest, bis
das Laufwerk anhalt.

3. SchlieRen Sie den Nockengriff langsam, bis der Antrieb vollstandig in der Mittelplatine sitzt und der Griff
einrastet.

Die griine LED am Laufwerk leuchtet, wenn das Laufwerk ordnungsgemal eingesetzt wird.

Je nach Konfiguration rekonstruiert der Controller moglicherweise automatisch Daten auf
dem neuen Laufwerk. Wenn im Shelf Hot-Spare-Laufwerke verwendet werden, muss der

@ Controller moglicherweise eine vollstandige Rekonstruktion des Hot Spare durchfiihren,
bevor er die Daten auf das ausgetauschte Laufwerk kopieren kann. Durch diesen
Rekonstruktionsprozess wird die Zeit erhdht, die zum Abschluss dieses Vorgangs
erforderlich ist.

Schritt 4: Vollstandige Laufwerksaustausch

Flihren Sie den Austausch des Laufwerks durch, um sicherzustellen, dass das neue Laufwerk ordnungsgemafn
funktioniert.
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Schritte

1. Uberpriifen Sie die ein/aus-LED und die Warn-LED am ausgetauschten Laufwerk. (Wenn Sie das erste
Laufwerk einsetzen, leuchtet die Warn-LED maoglicherweise auf. Die LED sollte jedoch innerhalb einer
Minute ausgeschaltet werden.)

> Die ein/aus-LED leuchtet oder blinkt, und die Warn-LED leuchtet nicht: Zeigt an, dass das neue
Laufwerk ordnungsgemaR funktioniert.

> Die ein/aus-LED leuchtet auf: Zeigt an, dass das Laufwerk mdglicherweise nicht ordnungsgemaf
installiert ist. Entfernen Sie das Laufwerk, warten Sie 30 Sekunden, und installieren Sie es dann
wieder.

o Die Warnungs-LED leuchtet: Zeigt an, dass das neue Laufwerk moglicherweise defekt ist. Tauschen
Sie es durch ein anderes neues Laufwerk aus.

2. Wenn der Recovery Guru im SANTtricity System Manager immer noch ein Problem zeigt, wahlen Sie
recheck aus, um sicherzustellen, dass das Problem behoben wurde.

3. Wenn der Recovery Guru angibt, dass die Laufwerksrekonstruktion nicht automatisch gestartet wurde,
muss die Rekonstruktion manuell gestartet werden wie folgt:

@ Fihren Sie diesen Vorgang nur aus, wenn Sie vom technischen Support oder dem
Recovery Guru dazu aufgefordert werden.

Wahlen Sie Hardware.

T o

Klicken Sie auf das Laufwerk, das Sie ersetzt haben.

3

Wahlen Sie im Kontextmenu des Laufwerks die Option rekonstruieren.

d. Bestatigen Sie, dass Sie diesen Vorgang ausflihren mochten.

Nach Abschluss der Laufwerkswiederherstellung befindet sich die Volume-Gruppe in einem optimalen
Zustand.

4. Bringen Sie die Blende bei Bedarf wieder an.

5. Senden Sie das fehlerhafte Teil wie in den dem Kit beiliegenden RMA-Anweisungen beschrieben an
NetApp zurtck.

Was kommt als Nachstes?
Der Austausch des Laufwerks ist abgeschlossen. Sie kdnnen den normalen Betrieb fortsetzen.

Das Laufwerk in SG5860 austauschen

Sie konnen ein Laufwerk in einem SG5860 austauschen.

Uber diese Aufgabe

StorageGRID Grid Manager Uberwacht den Appliance-Status und gibt bei Laufwerksausfallen Warnmeldungen
aus. Wenn der Grid Manager eine Warnmeldung ausgibt, oder Sie konnen den Recovery Guru im SANtricity
System Manager verwenden, um weitere Informationen tber das jeweilige Laufwerk zu erhalten, das
ausgefallen ist. Wenn ein Laufwerk ausfallt, leuchtet die gelbe Warn-LED. Sie kdnnen ein ausgefallenes
Laufwerk im laufenden Betrieb austauschen, wahrend das Speicher-Array 1/0-Vorgange empfangt

Dieses Verfahren gilt fir DCM- und DCM2-Laufwerkseinschibe.

Bevor Sie beginnen
« Uberpriifen Sie die Anforderungen fiir die Laufwerksverwaltung.
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« Stellen Sie sicher, dass Sie Folgendes haben:
> Ein von NetApp unterstitztes Ersatzlaufwerk fiir hr Controller Shelf oder Festplatten-Shelf.
o Ein ESD-Armband, oder Sie haben andere antistatische Vorsichtsmaflinahmen getroffen.
o Zugriff auf den SANTtricity System Manager:

= Wahlen Sie im Grid-Manager NODES > Appliance Node > SANtricity System Manager aus.
Informationen zum Controller finden Sie auf der "Registerkarte ,SANtricity System Manager".

= Zeigen Sie einen Browser in der Management Station auf den Domanennamen oder die IP-
Adresse des Controllers.

Schritt 1: Vorbereitung auf den Austausch des Laufwerks

Bereiten Sie sich auf den Austausch eines Laufwerks vor, indem Sie den Recovery Guru in SANtricity System
Manager prufen und alle erforderlichen Schritte ausfihren. Dann kdnnen Sie die ausgefallene Komponente
finden.

Schritte

1. Wenn der Recovery Guru im SANTtricity System Manager Sie Uber einen bevorstehenden Laufwerksausfall
informiert hat, aber es ist noch nicht ausgefallen, befolgen Sie die Anweisungen im Recovery Guru zum
Fehlschlagen des Laufwerks.

2. Uberpriifen Sie bei Bedarf mit SANtricity System Manager, ob Sie ein geeignetes Ersatzlaufwerk besitzen.
a. Wahlen Sie Hardware.
b. Wahlen Sie in der Shelf-Grafik das ausgefallene Laufwerk aus.

c. Klicken Sie auf das Laufwerk, um das Kontextmenu anzuzeigen, und wahlen Sie dann Einstellungen
anzeigen.

d. Vergewissern Sie sich, dass die Kapazitat des Ersatzlaufwerks dem des Ersatzlaufwerks entspricht
oder hoher ist als das ersetzte Laufwerk und dass es die Funktionen besitzt, die Sie erwarten.

Versuchen Sie beispielsweise nicht, ein Festplattenlaufwerk (HDD) durch eine Solid-State-Festplatte
(SSD) zu ersetzen. Ebenso sollte das Ersatzlaufwerk auch sicher sein, wenn Sie ein sicheres Laufwerk
ersetzen.

3. Verwenden Sie bei Bedarf SANtricity System Manager, um das Laufwerk innerhalb des Storage-Arrays zu
finden.
a. Entfernen Sie das Shelf mit einer Blende, damit Sie die LEDs sehen.

b. Wahlen Sie im Kontextmenl des Laufwerks die Option Positionsanzeige einschalten.

Die Warn-LED (gelb) der Laufwerksschublade blinkt, damit Sie das richtige Laufwerk 6ffnen kénnen,
um zu ermitteln, welches Laufwerk ersetzt werden soll.

4. Entriegeln Sie die Antriebsschublade, indem Sie an beiden Hebeln ziehen.
a. Ziehen Sie die Antriebsschublade vorsichtig mit den ausgestreckte Hebeln heraus, bis sie einrastet.

b. Suchen Sie oben in der Laufwerksschublade, um die Warn-LED vor jedem Laufwerk zu finden.

Die Warn-LEDs der Laufwerksschublade befinden sich auf der linken Seite vor jedem Laufwerk, wobei
ein Warnsymbol auf dem Laufwerkgriff direkt hinter der LED leuchtet.
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Schritt 2: Entfernen Sie ausgefallenes Laufwerk

Entfernen Sie ein ausgefallenes Laufwerk, um es durch ein neues zu ersetzen.

Schritte

1.

© © N o o

Packen Sie das Ersatzlaufwerk aus, und stellen Sie es auf eine flache, statische Oberflache in der Nahe
des Regals ein.

Speichern Sie alle Verpackungsmaterialien flir das nachste Mal, wenn Sie eine Fahrt zurtickschicken
mussen.

Losen Sie die Hebel der Antriebsschublade von der Mitte der entsprechenden Antriebsschublade, indem
Sie beide zur Seite der Schublade ziehen.

Ziehen Sie die Hebel der erweiterten Laufwerkschublade vorsichtig heraus, um die Laufwerkschublade bis
zur vollstandigen Erweiterung zu ziehen, ohne sie aus dem Gehause zu entfernen.

Ziehen Sie vorsichtig die orangefarbene Entriegelungsriegel vor dem zu entfernenden Laufwerk nach
hinten.

Der Nockengriff an den Antriebsfedern 6ffnet sich teilweise und der Antrieb wird aus der Schublade geldst.

Den Nockengriff 6ffnen und den Antrieb leicht herausheben.

Warten Sie 30 Sekunden.

Heben Sie den Antrieb mithilfe des Nockengriffs aus dem Regal.

Setzen Sie das Laufwerk auf eine antistatische, gepolsterte Oberflache, die von Magnetfeldern entfernt ist.

Warten Sie 30 Sekunden, bis die Software erkennt, dass das Laufwerk entfernt wurde.

Wenn Sie versehentlich ein aktives Laufwerk entfernen, warten Sie mindestens 30
Sekunden, und installieren Sie es erneut. Informationen zum Recovery-Verfahren finden Sie
in der Storage Management Software.

Schritt 3: Neues Laufwerk installieren

Installieren Sie ein neues Laufwerk, um das ausgefallene zu ersetzen.

@ Installieren Sie das Ersatzlaufwerk so schnell wie mdglich nach dem Entfernen des

ausgefallenen Laufwerks. Andernfalls besteht die Gefahr, dass die Ausrustung tberhitzt.

Méoglicher Datenverlust — Wenn Sie die Laufwerksschublade wieder in das Gehause

@ schieben, schlagen Sie die Schublade niemals zu. Schieben Sie die Schublade langsam hinein,

um zu vermeiden, dass die Schublade einrastet und das Speicher-Array beschadigt wird.

Schritte

1.
2.
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Den Nockengriff am neuen Antrieb senkrecht anheben.

Richten Sie die beiden angehobenen Tasten auf beiden Seiten des Laufwerktragers an der
entsprechenden Liicke im Laufwerkskanal auf der Laufwerksschublade aus.

. Senken Sie den Antrieb gerade nach unten, und drehen Sie dann den Nockengriff nach unten, bis das

Laufwerk unter dem orangefarbenen Freigaberiegel einrastet.

. Schieben Sie die Laufwerkschublade vorsichtig wieder in das Gehause. Schieben Sie die Schublade



langsam hinein, um zu vermeiden, dass die Schublade einrastet und das Speicher-Array beschadigt wird.

5. Schliel3en Sie die Antriebsschublade, indem Sie beide Hebel in die Mitte schieben.

Die grune Aktivitats-LED fir das ausgetauschte Laufwerk an der Vorderseite der Laufwerksschublade
leuchtet auf, wenn das Laufwerk ordnungsgemaR eingesetzt wird.

Je nach Konfiguration rekonstruiert der Controller moglicherweise automatisch Daten auf dem neuen
Laufwerk. Wenn im Shelf Hot-Spare-Laufwerke verwendet werden, muss der Controller moglicherweise
eine vollstandige Rekonstruktion des Hot Spare durchfiihren, bevor er die Daten auf das ausgetauschte
Laufwerk kopieren kann. Durch diesen Rekonstruktionsprozess wird die Zeit erhéht, die zum Abschluss
dieses Vorgangs erforderlich ist.

Schritt 4: Vollstandige Laufwerksaustausch
Uberpriifen Sie, ob das neue Laufwerk ordnungsgemaf funktioniert.

Schritte

1. Uberprifen Sie die ein/aus-LED und die Warn-LED am ausgetauschten Laufwerk. (Wenn Sie das erste
Laufwerk einsetzen, leuchtet die Warn-LED mdglicherweise auf. Die LED sollte jedoch innerhalb einer
Minute ausgeschaltet werden.)

> Die ein/aus-LED leuchtet oder blinkt, und die Warn-LED leuchtet nicht: Zeigt an, dass das neue
Laufwerk ordnungsgemarn funktioniert.

> Die einfaus-LED leuchtet auf: Zeigt an, dass das Laufwerk moglicherweise nicht ordnungsgeman
installiert ist. Entfernen Sie das Laufwerk, warten Sie 30 Sekunden, und installieren Sie es dann
wieder.

o Die Warnungs-LED leuchtet: Zeigt an, dass das neue Laufwerk moglicherweise defekt ist. Tauschen
Sie es durch ein anderes neues Laufwerk aus.

2. Wenn der Recovery Guru im SANTtricity System Manager immer noch ein Problem zeigt, wahlen Sie
recheck aus, um sicherzustellen, dass das Problem behoben wurde.

3. Wenn der Recovery Guru angibt, dass die Laufwerksrekonstruktion nicht automatisch gestartet wurde,
muss die Rekonstruktion manuell gestartet werden wie folgt:

@ Fihren Sie diesen Vorgang nur aus, wenn Sie vom technischen Support oder dem
Recovery Guru dazu aufgefordert werden.

Wahlen Sie Hardware.

T 9

Klicken Sie auf das Laufwerk, das Sie ersetzt haben.

o

Wahlen Sie im Kontextmenu des Laufwerks die Option rekonstruieren.

d. Bestatigen Sie, dass Sie diesen Vorgang ausflihren moéchten.

Nach Abschluss der Laufwerkswiederherstellung befindet sich die Volume-Gruppe in einem optimalen
Zustand.

4. Bringen Sie die Blende bei Bedarf wieder an.

5. Senden Sie das fehlerhafte Teil wie in den dem Kit beiliegenden RMA-Anweisungen beschrieben an
NetApp zurtick.

Was kommt als Nachstes?

Der Austausch des Laufwerks ist abgeschlossen. Sie kdnnen den normalen Betrieb fortsetzen.
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Wartung der SG6000 Storage Appliance Hardware

Warten Sie die SG6000-Appliance
Mdglicherweise mussen Sie auf der SG6000-Appliance Wartungsarbeiten durchflhren.

In diesem Abschnitt wird davon ausgegangen, dass die Appliance bereits als Speicher-Node in einem
StorageGRID-System bereitgestellt wurde.

Siehe "Allgemeine Verfahren" Fur Wartungsverfahren, die von allen Geraten verwendet werden.

Siehe "Richten Sie die Hardware ein" Fir Wartungsverfahren, die auch wahrend der Erstinstallation und
-Konfiguration der Appliance durchgefiihrt werden.

Um Serviceunterbrechungen zu vermeiden, vergewissern Sie sich, dass alle anderen Speicherknoten mit dem
Raster verbunden sind, bevor Sie das Gerat herunterfahren oder das Gerat wahrend eines geplanten
Wartungsfensters herunterfahren, wenn die Serviceunterbrechungen akzeptabel sind. Siehe die Informationen
tiber "Monitoring der Verbindungsstatus der Nodes".

Wenn Sie jemals eine ILM-Regel verwendet haben, die nur eine Kopie eines Objekts erstellt,
mussen Sie die Appliance wahrend eines geplanten Wartungsfensters herunterfahren.

@ Andernfalls verlieren Sie wahrend des Wartungsvorgangs, die einen Storage-Node aul3er
Betrieb nimmt, mdglicherweise vortibergehend den Zugriff auf diese Objekte. Siehe die
Informationen ber "Verwalten von Objekten mit Information Lifecycle Management".

Verfahren zur Wartungskonfiguration

Upgrade von SANtricity OS auf Storage Controller

Allgemeines zum Upgrade von SANtricity OS auf SG6000 Storage-Controllern

Um die optimale Funktion des Storage Controllers sicherzustellen, mussen Sie auf die
neueste Wartungsversion des SANtricity-Betriebssystems aktualisieren, das fur Ihre
StorageGRID Appliance geeignet ist.

Konsultieren Sie die "NetApp Interoperabilitats-Matrix-Tool (IMT)" Um zu bestimmen, welche Version Sie
verwenden sollen.

Laden Sie die neue Datei fur die SANtricity OS Software von herunter "NetApp Downloads mit StorageGRID
Appliance".

Verwenden Sie eines der folgenden Verfahren, das auf der derzeit installierten Version von SANtricity OS
basiert:

» Wenn der Storage-Controller SANtricity OS 08.42.20.00 (11.42) oder eine neuere Version verwendet,
fihren Sie das Upgrade mit dem Grid Manager durch.

"Aktualisieren Sie SANtricity OS auf Storage-Controllern mit Grid Manager"

* Wenn der Storage-Controller eine SANtricity OS-Version verwendet, die alter als 08.42.20.00 ist (11.42),
fuhren Sie das Upgrade im Wartungsmodus durch.

"Aktualisieren Sie das SANtricity OS auf Storage Controllern mit dem Wartungsmodus"
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Wenn Sie ein Upgrade des SANTtricity-Betriebssystems flir Ihre Storage Appliance durchfiihren,
@ mussen Sie die Anweisungen in der StorageGRID-Dokumentation befolgen. Wenn Sie andere
Anweisungen verwenden, kann das Gerat nicht mehr funktionieren.

Aktualisieren Sie das SANtricity OS auf SG6000 Storage-Controllern iiber den Grid Manager

Bei Storage-Controllern, die derzeit SANtricity OS 08.42.20.00 (11.42) oder eine neuere
Version verwenden, mussen Sie zum Anwenden eines Upgrades den Grid-Manager
verwenden.

Bevor Sie beginnen

* Wenn Sie die SANTtricity OS Version nicht von erhalten haben, auf die Sie ein Upgrade durchfihren
mdchten "NetApp Downloads mit StorageGRID Appliance", Sie haben konsultiert "NetApp Downloads mit
StorageGRID Appliance" Oder im "NetApp Interoperabilitats-Matrix-Tool (IMT)" Um sicherzustellen, dass
die flr das Upgrade verwendete SANTtricity OS-Version mit lhrer Appliance kompatibel ist.

+ Sie haben die "Berechtigung fur Wartung oder Root-Zugriff".
« Sie sind im Grid Manager mit einem angemeldet "Unterstitzter Webbrowser".

« Sie haben die Provisionierungs-Passphrase.

Uber diese Aufgabe

Andere Software-Updates (StorageGRID Software-Upgrade oder Hotfix) kdnnen nicht ausgefiihrt werden,
wahrend ein SANTtricity-Betriebssystem-Upgrade durchgefiihrt wird. Wenn Sie versuchen, vor Abschluss des
SANTtricity OS-Upgrades einen Hotfix oder ein StorageGRID-Software-Upgrade zu starten, werden Sie zur
Upgrade-Seite von SANtricity OS umgeleitet.

Der Vorgang ist erst abgeschlossen, wenn das SANtricity OS-Upgrade erfolgreich auf alle fiir das Upgrade
ausgewahlten Knoten angewendet wurde. Das Laden des SANItricity -Betriebssystems auf jedem Knoten
(nacheinander) kann mehr als 30 Minuten dauern und der Neustart jedes StorageGRID Speichergerats kann
bis zu 90 Minuten dauern. Knoten in lhrem Grid, die SANTtricity OS nicht verwenden, sind von diesem
Verfahren nicht betroffen.

Die folgenden Schritte sind nur anwendbar, wenn Sie den Grid Manager zur Durchfiihrung des

@ Upgrades verwenden. Die Storage Controller in der Appliance kdnnen nicht mit dem Grid-
Manager aktualisiert werden, wenn die Controller SANTtricity OS verwenden, die alter als
08.42.20.00 (11.42) sind.

Mit diesem Verfahren wird der NVSRAM automatisch auf die neueste Version aktualisiert, die
@ mit dem Upgrade des SANTtricity-Betriebssystems verknlpft ist. Sie missen keine separate
NVSRAM-Aktualisierungsdatei anwenden.

@ Wenden Sie den neuesten StorageGRID -Hotfix an, bevor Sie mit diesem Verfahren beginnen.
Sehen "StorageGRID Hotfix Verfahren" fir Details.

Schritte

1. Laden Sie die neue SANTtricity OS Softwaredatei von herunter "NetApp Downloads mit StorageGRID
Appliance".

Wahlen Sie die SANTtricity OS-Version flr Ihre Speichercontroller.
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2. Wahlen Sie WARTUNG > System > Software-Update.

Software update

You can upgrade StorageGRID software, apply a hotfix, or upgrade the SANtricity OS software on StorageGRID storage
appliances. NetApp recommends you apply the latest hotfix before and after each software upgrade. Some hotfixes are

required to prevent data loss.

StorageGRID upgrade StorageGRID hotfix SANtricity OS update
Upgrade to the next StorageGRID Apply a hotfix to your current Update the SANtricity OS5 software
version and apply the latest hotfix StorageGRID software version. on your StorageGRID storage
for that version. appliances.

Upgrade — Apply hotfix — Update —

3. Wahlen Sie im Abschnitt SANtricity OS Update die Option Update aus.

Die Seite SANTtricity OS Upgrade wird angezeigt und enthalt die Details zu den einzelnen Appliance-
Nodes, einschlieflich:

o Node-Name

o Standort

o Appliance-Modell

> Version des SANItricity Betriebssystems

o Status

o Status des letzten Upgrades

4. Lesen Sie die Informationen in der Tabelle fiir alle Upgrade-fahigen Gerate. Vergewissern Sie sich, dass
alle Speicher-Controller den Status nominal haben. Wenn der Status eines Controllers Unbekannt lautet,
gehen Sie zu Nodes > Appliance Node > Hardware, um das Problem zu untersuchen und zu beheben.

5. Wahlen Sie die Upgrade-Datei fiir das SANTtricity Betriebssystem aus, die Sie von der NetApp Support-

Website heruntergeladen haben.

a. Wahlen Sie Durchsuchen.
b. Suchen und wahlen Sie die Datei aus.
c. Wahlen Sie Offen.

Die Datei wird hochgeladen und validiert. Wenn der Validierungsprozess abgeschlossen ist, wird der
Dateiname mit einem griinen Hakchen neben der Schaltfliche Browse angezeigt. Andern Sie den
Dateinamen nicht, da er Teil des Uberpriifungsprozesses ist.

6. Geben Sie die Provisionierungs-Passphrase ein und wahlen Sie Weiter.

Ein Warnfeld zeigt an, dass die Verbindung lhres Browsers vortibergehend unterbrochen wird, da Dienste

auf Knoten, die aktualisiert werden, neu gestartet werden.
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7. Wahlen Sie Ja, um die SANtricity OS-Upgrade-Datei auf den primaren Admin-Knoten zu Ubertragen.
Wenn das SANTtricity OS Upgrade startet:

a. Die Integritatsprifung wird ausgefiihrt. Dieser Prozess Uberpriift, dass fir keine Nodes der Status
~<Aufmerksamkeit erforderlich“ angezeigt wird.

CD Wenn Fehler gemeldet werden, beheben Sie sie, und wahlen Sie erneut Start.

b. Die Fortschrittstabelle flir das SANTtricity OS-Upgrade wird angezeigt. In dieser Tabelle werden alle
Storage-Nodes in Ihrem Raster und die aktuelle Phase des Upgrades fir jeden Node angezeigt.

In der Tabelle sind alle Appliance Storage-Nodes aufgefiihrt. Softwarebasierte Storage-
Nodes werden nicht angezeigt. Wahlen Sie flr alle Nodes, die das Upgrade erfordern *

genehmigen.
SANtricity OS
Upload files —— o Upgrade

Approved nodes are added to a queue and upgraded sequentially. Each node can take up to 30 minutes, which includes updating NVSRAM. When

the upgrade is complete, the node is rebooted.

Select Approve all or approve nodes one at a time. To remove nodes from the queue, select Remove all or remove nodes one at a time. If the

uploaded file doesn’t apply to an approved node, the upgrade process skips that node and moves to the next node in the queue.
Optionally, select Skip nodes and finish to end the upgrade and skip any unapproved nodes.
SANtricity OS upgrade file: RCB_11.70.3_280x_6283a64d.dlp

0 out of 3 completed

Approve all O\

- Current a

Node name < , + Progress Stage * Details Status @ =  Actions
version

Waiting for you to

10-224-2-24-S1 @ 08.40.60.01 Nominal ADDProve
approve
lab-37-sgws Waiting for you to
08.73.00.00 Nominal App
quanta-10 @ approve

N N Waiting for you to
storage-T [2] 98.72.09.00 Nominal Approve

approve
Skip nodes and finish

8. Sortieren Sie die Liste der Knoten wahlweise in aufsteigender oder absteigender Reihenfolge nach:

> Node-Name

o Aktuelle Version
o Fortschritt

o Stufe
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o Status

Sie kénnen auch einen Begriff in das Suchfeld eingeben, um nach bestimmten Knoten zu suchen.

9. Genehmigen Sie die Grid-Knoten, die Sie zur Upgrade-Warteschlange hinzufligen mdchten. Genehmigte
Nodes werden nacheinander aktualisiert.

Genehmigen Sie das SANtricity OS Upgrade flr einen Appliance-Speicher-Node nur, wenn
Sie sicher sind, dass der Node bereit ist, angehalten und neu gestartet zu werden. Wenn
@ das Upgrade von SANTtricity OS auf einem Node genehmigt wird, werden die Services auf
diesem Node angehalten und der Upgrade-Prozess beginnt. Wenn die Aktualisierung des
Node abgeschlossen ist, wird der Appliance-Node spater neu gebootet. Diese Vorgange
kénnen zu Serviceunterbrechungen fur Clients fihren, die mit dem Node kommunizieren.

o Klicken Sie auf die Schaltflache Alle genehmigen, um alle Speicher-Nodes der SANTtricity OS
Upgrade-Warteschlange hinzuzuftigen.

Wenn die Reihenfolge, in der die Knoten aktualisiert werden, wichtig ist, genehmigen
Sie nacheinander Knoten oder Gruppen von Knoten, und warten Sie, bis das Upgrade
fur jeden Knoten abgeschlossen ist, bevor Sie den nachsten Knoten genehmigen.

o Wahlen Sie eine oder mehrere Genehmigen-Schaltflachen, um einen oder mehrere Knoten zur
SANTtricity OS-Upgrade-Warteschlange hinzuzufiigen. Die Schaltflache approve ist deaktiviert, wenn
der Status nicht nominal ist.

Nachdem Sie Genehmigen ausgewahlt haben, bestimmt der Upgrade-Prozess, ob der Knoten
aktualisiert werden kann. Wenn ein Knoten aktualisiert werden kann, wird er der Upgrade-
Warteschlange hinzugefugt.

Bei einigen Nodes wird die ausgewahlte Upgrade-Datei absichtlich nicht angewendet. Sie kdnnen das
Upgrade abschlie3en, ohne dass Sie ein Upgrade dieser spezifischen Nodes durchfliihren missen. Nodes,
die absichtlich kein Upgrade durchgefiihrt wurden, zeigen eine Phase komplett (Upgrade versucht) und
geben den Grund an, warum der Node nicht in der Spalte Details aktualisiert wurde.

10. Wenn Sie einen Knoten oder alle Knoten aus der SANtricity OS Upgrade-Warteschlange entfernen
mochten, wahlen Sie Entfernen oder Alle entfernen.

Wenn die Phase tber Queued hinaus fortschreitet, wird die Schaltflache Entfernen ausgeblendet und Sie
kénnen den Knoten nicht mehr aus dem SANtricity OS-Upgrade-Prozess entfernen.

11. Warten Sie, wahrend das SANtricity OS Upgrade auf jeden genehmigten Grid-Node angewendet wird.

> Wenn bei einem Node wahrend der Anwendung des SANItricity OS Upgrades eine Fehlerstufe
angezeigt wird, ist das Upgrade flur den Node fehlgeschlagen. Mithilfe des technischen Supports
mussen Sie das Gerat moglicherweise in den Wartungsmodus versetzen, um es wiederherzustellen.

o Wenn die Firmware auf dem Node zu alt ist, um mit dem Grid-Manager aktualisiert zu werden, wird auf
dem Node die Fehlerstufe angezeigt. Darin enthalten sind die Details, die Sie zum Upgrade von
SANTtricity OS auf dem Node mit dem Wartungsmodus verwenden miissen. Gehen Sie wie folgt vor,
um den Fehler zu beheben:

i. Verwenden Sie den Wartungsmodus, um ein Upgrade von SANtricity OS auf dem Node
durchzufihren, auf dem eine Fehlerstufe angezeigt wird.

i. Verwenden Sie den Grid-Manager, um das SANtricity OS-Upgrade neu zu starten und
abzuschliel3en.
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Wenn das SANTtricity OS Upgrade auf allen genehmigten Nodes abgeschlossen ist, wird die
Fortschrittstabelle fir SANtricity OS Upgrades geschlossen, und ein griines Banner zeigt die Anzahl der
aktualisierten Nodes sowie Datum und Uhrzeit des Upgrades an.

12. Wenn ein Knoten nicht aktualisiert werden kann, notieren Sie sich den Grund, der in der Spalte Details
angezeigt wird, und fihren Sie die entsprechende Aktion durch.

@ Das SANTtricity OS-Upgrade ist erst abgeschlossen, wenn Sie das SANtricity OS-Upgrade
auf allen aufgefuhrten Storage-Nodes genehmigen.

Grund Empfohlene MaBnahmen
Storage-Node wurde bereits Keine weiteren MaRnahmen erforderlich.
aktualisiert.

Das SANtricity OS Upgrade ist fur Der Node verfugt nicht Gber einen Storage Controller, der vom
diesen Node nicht verfligbar. StorageGRID System gemanagt werden kann. SchlielRen Sie das
Upgrade ab, ohne den Node mit dieser Meldung zu aktualisieren.

Die SANtricity OS-Datei ist mit Der Node erfordert eine andere SANtricity OS-Datei als die

diesem Node nicht kompatibel. ausgewahlte.
Laden Sie nach Abschluss des aktuellen Upgrades die korrekte
SANItricity OS-Datei fur den Node herunter, und wiederholen Sie den
Upgrade-Vorgang.

13. Wenn Sie die Genehmigung von Nodes beenden und zur Seite SANTtricity OS zuriickkehren mdchten, um
einen Upload einer neuen SANtricity OS-Datei zu ermdglichen, gehen Sie wie folgt vor:

a. Wahlen Sie Knoten tiberspringen und beenden.

Es wird eine Warnung angezeigt, in der Sie gefragt werden, ob Sie den Aktualisierungsvorgang wirklich
beenden méchten, ohne alle zutreffenden Knoten zu aktualisieren.

b. Wahlen Sie * OK* aus, um zur Seite SANtricity OS zurlickzukehren.

c. Wenn Sie bereit sind, mit der Genehmigung von Knoten fortzufahren, Laden Sie das SANTtricity OS
herunter Um den Upgrade-Vorgang neu zu starten.

@ Nodes, die bereits genehmigt und ohne Fehler aktualisiert wurden, werden weiterhin
aktualisiert.

14. Wiederholen Sie diesen Upgrade-Vorgang fiur Knoten im Status ,Abgeschlossen®, die eine andere
SANtricity OS-Upgrade-Datei erfordern.

@ Verwenden Sie flr Knoten mit dem Status ,Bendtigt Aufmerksamkeit® den Wartungsmodus,
um das Upgrade durchzufihren.

Verwandte Informationen

* "NetApp Interoperabilitats-Matrix-Tool"

« "Aktualisieren Sie das SANItricity OS auf Storage Controllern mit dem Wartungsmodus"
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Fuihren Sie ein Upgrade des SANtricity OS auf SG6000 Storage-Controllern mithilfe des Wartungsmodus durch

Fur Storage-Controller, die derzeit SANtricity OS verwenden, die alter als 08.42.20.00
(11.42) sind, mussen Sie das Verfahren des Wartungsmodus verwenden, um ein
Upgrade durchzufuhren.

Bevor Sie beginnen

« Sie haben den konsultiert "NetApp Interoperabilitats-Matrix-Tool (IMT)" Um sicherzustellen, dass die fiir
das Upgrade verwendete SANTtricity OS-Version mit lhrer Appliance kompatibel ist.

* Wenn die StorageGRID-Appliance in einem StorageGRID-System ausgefuhrt wird, haben Sie den
SG6000-CN-Controller in eingesetzt "Wartungsmodus".

@ Im Wartungsmodus wird die Verbindung zum Storage Controller unterbrochen.

Uber diese Aufgabe

Fihren Sie keine Upgrades des SANTtricity OS bzw. NVSRAM im E-Series Controller auf mehr als einer
StorageGRID Appliance gleichzeitig durch.

Wenn Sie mehrere StorageGRID Appliances gleichzeitig aktualisieren, kann dies in
@ Abhangigkeit von lhrem Implementierungsmodell und den ILM-Richtlinien zu
Datenunverflgbarkeit fihren.

Schritte
1. Vergewissern Sie sich, dass das Gerat in ist "Wartungsmodus".

2. Greifen Sie Uber ein Service-Laptop auf den SANtricity System Manager zu und melden Sie sich an.

3. Laden Sie die neue SANtricity OS Software-Datei und die NVSRAM-Datei auf den Management-Client
herunter.

@ Das NVSRAM bezieht sich auf die StorageGRID Appliance. Verwenden Sie den Standard-
NVSRAM-Download nicht.

4. Befolgen Sie die Anweisungen in der "Upgrade von SANftricity OS Guide" oder der Online-Hilfe des
SANftricity System Managers, um die Firmware und den NVSRAM zu aktualisieren.

@ Aktivieren Sie die Upgrade-Dateien sofort. Die Aktivierung darf nicht verzogert werden.

5. Wenn diese Prozedur erfolgreich abgeschlossen ist und Sie weitere durchzufliihrenden Verfahren haben,
wahrend sich der Node im Wartungsmodus befindet, fliihren Sie sie jetzt aus. Wenn Sie fertig sind oder
Fehler auftreten und von vorne beginnen méchten, wahlen Sie Erweitert > Controller neu starten aus,
und wahlen Sie dann eine der folgenden Optionen aus:

o Wahlen Sie Neustart in StorageGRID aus

o Wahlen Sie Neustart im Wartungsmodus aus, um den Controller neu zu starten, wobei der Knoten
noch im Wartungsmodus bleibt. Wahlen Sie diese Option aus, wenn wahrend des Verfahrens Fehler
auftreten und neu starten méchten. Nachdem der Node das Neubooten in den Wartungsmodus
abgeschlossen hat, starten Sie den entsprechenden Schritt wahrend des ausgefallenen Verfahrens
neu.

Es kann bis zu 20 Minuten dauern, bis das Gerat neu gestartet wird und sich wieder mit dem Netz
verbindet. So bestatigen Sie, dass der Neustart abgeschlossen ist und der Knoten wieder dem Grid
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beigetreten ist:

i. Wahlen Sie im Grid Manager NODES aus.

i .
Uberprifen Sie, ob der Appliance-Knoten einen normalen Status hat (griines Hékchen-Symbola
links neben dem Knotennamen), was darauf hinweist, dass keine Warnungen aktiv sind und der
Knoten mit dem Grid verbunden ist.

Verwandte Informationen

* "NetApp Interoperabilitats-Matrix-Tool"
» "Aktualisieren Sie SANtricity OS auf Storage-Controllern mit Grid Manager"

Aktualisieren Sie die Laufwerksfirmware

Automatisches Upgrade der SG6000-Laufwerksfirmware wahrend des Neustarts der Appliance

Der StorageGRID Appliance Installer installiert beim Neustart der Appliance automatisch
die neuesten Firmware-Dateien fur E-Series-Laufwerke.

Firmware-Dateien fir Laufwerke der E-Serie sind in der StorageGRID -Software enthalten. Diese Updates
werden automatisch installiert, wenn ein StorageGRID -Gerat neu gestartet wird:

* Hinein"Wartungsmodus"
* Im Rahmen einer "Rollierender Neustart"
» Wahrend einer "StorageGRID -Versionsupgrade" oder "Hotfix-Installation"

» Wahrend einer"SANfricity OS-Upgrade" Verwenden des Wartungsmodus

@ Fir Knoten mit dem Status ,Bendtigt Aufmerksamkeit® wird kein Versuch unternommen, die
Laufwerksfirmware zu aktualisieren.

@ Wahrend ein Gerat neu gestartet wird, wird die E/A-Aktivitat (Eingabe/Ausgabe) zum
Speichercontroller gestoppt.

Sie kénnen Laufwerk-Firmware-Upgrades auch manuell mit dem SANtricity System Manager
installieren"online" oder"offline" Verfahren:

* So wenden Sie ein neues Laufwerk-Firmware-Upgrade an, bevor es in die StorageGRID -Software
integriert wird

* Wenn ein automatisches Firmware-Upgrade des Laufwerks fehlschlagt

* So verwenden Sie den SANTtricity System Manager"Online-Upgrade der Laufwerksfirmware" vom Grid
Manager, anstatt den Knoten neu zu starten

Aktualisieren Sie die Firmware des SG6000 Laufwerks mithilfe von SANtricity System Manager tiber die Online-Methode

Aktualisieren Sie mit der Online-Methode des SANTtricity System Managers die Firmware
auf den Laufwerken in |hrer Appliance, um sicherzustellen, dass Sie Uber die neuesten
Funktionen und Fehlerbehebungen verfugen.

Bevor Sie beginnen
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» Die Storage Appliance hat einen optimalen Status.

+ Alle Laufwerke haben einen optimalen Status.

Aktualisieren Sie nicht gleichzeitig die Laufwerk-Firmware auf mehr als einer StorageGRID
Appliance. Dies kann je nach Bereitstellungsmodell und ILM-Richtlinie zu einer
Nichtverfligbarkeit von Daten fuhren.

Uber diese Aufgabe

Die Laufwerke werden nacheinander aktualisiert, wahrend die Appliance 1/0-Vorgange durchfihrt Bei dieser
Methode mussen Sie das Gerat nicht in den Wartungsmodus versetzen. Allerdings kann die System-
Performance beeintrachtigt sein und das Upgrade kann mehrere Stunden langer dauern als die Offline-
Methode.

Laufwerke, die zu Volumes ohne Redundanz gehdren, missen mithilfe des aktualisiert werden
"Offline-Methode". Die Offline-Methode sollte fir alle Laufwerke verwendet werden, die mit dem
Flash Read-Cache verbunden sind (z. B. SSD-Laufwerke im SG6060), sowie fiir alle Pools oder
Volume-Gruppen, deren Betrieb derzeit beeintrachtigt ist.

®

Es gibt zwei Laufwerkstypen: SSD und HDD. Sie missen den verwenden "Offline-Methode" Um
die Firmware auf den SSDs zu aktualisieren (z. B. SSD-Laufwerke im SG6060). Sie kdnnen
entweder die Online- oder die Offline-Methode verwenden, um die Firmware auf HDDs zu
aktualisieren.

Schritte
1. Greifen Sie mit einer der folgenden Methoden auf SANtricity System Manager zu:

> Verwenden Sie das StorageGRID-Appliance-Installationsprogramm, und wahlen Sie Erweitert >
SANtricity-Systemmanager

> Verwenden Sie den Grid-Manager, und wahlen Sie NODES > Storage Node > SANtricity System
Manager aus

> Verwenden Sie SANtricity System Manager, indem Sie zur Storage Controller-IP navigieren:
https://Storage Controller IP

2. Geben Sie bei Bedarf den Benutzernamen und das Kennwort des SANtricity System Manager-
Administrators ein.
3. Uberpriifen Sie die Version der Laufwerk-Firmware, die derzeit in der Speicher-Appliance installiert ist:
a. Wahlen Sie im SANtricity System Manager SUPPORT > Upgrade-Center aus.

b. Wahlen Sie unter Laufwerk-Firmware-Upgrade die Option Upgrade starten aus.

Auf der Seite Laufwerksfirmware aktualisieren werden die aktuell installierten Laufwerksfirmware-
Dateien angezeigt.

c. Beachten Sie die aktuellen Versionen der Laufwerk-Firmware und die Laufwerkskennungen in der
Spalte Aktueller Laufwerk-Firmware.

178



Upgrade Drive Firmware

1 Select Upgrade Files

Review your current drnive firmware and select upgrade files below..

What do | need to know before upgrading drive firmware?

Current Drive Firmware

| MS02, KPM51VUGB00G |

Total rows: 1 D

In diesem Beispiel:

= Die Version der Laufwerk-Firmware lautet MS02.
= Die Laufwerk-ID lautet KPM51VUG800G.

d. Wahlen Sie in der Spalte ,verbundene Laufwerke* die Option Laufwerke anzeigen aus, um
anzuzeigen, wo diese Laufwerke in lhrem Speichergerat installiert sind.

e. Schliel3en Sie das Fenster Upgrade Drive Firmware.
4. Laden Sie das verflugbare Laufwerk-Firmware-Upgrade herunter, und bereiten Sie es vor:

a. Wahlen Sie unter Laufwerk-Firmware-Upgrade NetApp Support aus.

b. Wahlen Sie auf der NetApp Support-Website die Registerkarte Downloads aus und wahlen Sie dann
E-Series Festplatten-Firmware aus.
Die Seite E-Series Festplatten-Firmware wird angezeigt.

c. Suchen Sie nach jedem in lhrer Speicheranwendung installierten Drive Identifier, und stellen Sie
sicher, dass jeder Laufwerkkennung die neueste Firmware-Version hat.

= Wenn die Firmware-Version kein Link ist, hat diese Laufwerkkennung die neueste Firmware-
Version.

= Wenn eine oder mehrere Laufwerk-Teilenummern fir eine Laufwerksidentifikation aufgefihrt sind,
ist fur diese Laufwerke ein Firmware-Upgrade verflugbar. Sie kbnnen einen beliebigen Link
auswahlen, um die Firmware-Datei herunterzuladen.
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PRODUCTS v SYSTEMS v DOCS & KNOWLEDGEBASE v COMMUNITY v~ DOWNLOADS v TOOLS v CASES v PARTS v

Downloads = Firmware = E-Series Disk Firmware

E-Series Disk Firmware

Download all current E-Series Disk Firmware

Drive Part Number Descriptions Drive Identifier 5 Firmware Rev. (Download) Notes and Config Info Release Date

Drive Part Number Descriptions KPM51VUG800G Firmware Rev. (Download

MS02 Fixes Bug 1194908

E-X4041C 55D, 800GB, SAS, P KPM51VUGB00G M503 -~ 04-5ep-2020
MS03 Fixes Bug 1334862

d. Wenn eine spatere Firmware-Version aufgefuhrt wird, wahlen Sie den Link im Firmware-Rev. Aus

(Download) Spalte zum Herunterladen einer . zip Archiv mit der Firmware-Datei.

e. Extrahieren Sie die von der Support-Website heruntergeladenen Archivdateien der Laufwerk-Firmware

(entpacken).

5. Installieren Sie das Laufwerk-Firmware-Upgrade:
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a. Wahlen Sie im SANItricity System Manager unter Upgrade der Laufwerk-Firmware die Option Upgrade

starten aus.

. Wahlen Sie Durchsuchen aus, und wahlen Sie die neuen Laufwerk-Firmware-Dateien aus, die Sie

von der Support-Website heruntergeladen haben.

Die Firmware-Dateien des Laufwerks haben einen ahnlichen Dateinamen wie
D HUC101212CSS600 30602291 MSO01 2800 0002.dlp.

Sie kdnnen bis zu vier Laufwerk-Firmware-Dateien auswahlen, jeweils eine. Wenn mehrere Firmware-
Dateien eines Laufwerks mit demselben Laufwerk kompatibel sind, wird ein Dateikonflikt angezeigt.
Legen Sie fest, welche Laufwerk-Firmware-Datei Sie fur das Upgrade verwenden méchten, und
entfernen Sie die andere.

. Wahlen Sie Weiter.

Select Drives listet die Laufwerke auf, die Sie mit den ausgewahlten Firmware-Dateien aktualisieren
konnen.

Es werden nur kompatible Laufwerke angezeigt.

Die ausgewahlte Firmware fiir das Laufwerk wird in der Spalte vorgeschlagene Firmware angezeigt.
Wenn Sie diese Firmware andern missen, wahlen Sie Zuriick.

. Wahlen Sie Alle Laufwerke online aktualisieren — Aktualisieren Sie die Laufwerke, die einen

Firmware-Download unterstitzen kdnnen, wahrend das Speicherarray |/O-Vorgange verarbeitet Sie
mussen die I/O-Vorgange fur die zugehdrigen Volumes, die diese Laufwerke verwenden, nicht stoppen,
wenn Sie diese Aktualisierungsmethode auswahlen.

Ein Online-Upgrade kann mehrere Stunden langer dauern als ein Offline-Upgrade.

@ Sie mussen den verwenden "Offline-Methode" Um die Firmware auf SSDs zu
aktualisieren.

e. Wahlen Sie in der ersten Spalte der Tabelle das Laufwerk oder die Laufwerke aus, die aktualisiert



werden sollen.

Als Best Practice wird empfohlen, alle Laufwerke desselben Modells auf dieselbe Firmware-Version zu
aktualisieren.

f. Wahlen Sie Start und bestatigen Sie, dass Sie das Upgrade durchfliihren méchten.

Wenn Sie das Upgrade beenden moéchten, wahlen Sie Stopp. Alle derzeit ausgefiihrten Firmware-
Downloads abgeschlossen. Alle nicht gestarteten Firmware-Downloads werden abgebrochen.

@ Das Anhalten der Laufwerk-Firmware-Aktualisierung kann zu Datenverlust oder nicht
verfugbaren Laufwerken fiihren.

g. (Optional) um eine Liste der aktualisierten Versionen anzuzeigen, wahlen Sie Protokoll speichern.

Die Protokolldatei wird im Download-Ordner fir Ihren Browser mit dem Namen gespeichert latest-
upgrade-log-timestamp.txt.

"Beheben Sie bei Bedarf Fehler bei der Aktualisierung der Treiber-Firmware".

Aktualisieren Sie die Firmware des SG6000-Laufwerks mithilfe von SANtricity System Manager liber die Offline-Methode

Verwenden Sie die Offline-Methode von SANTtricity System Manager, um die Firmware
auf den Laufwerken in |hrer Appliance zu aktualisieren, um sicherzustellen, dass Sie Uber
die neuesten Funktionen und Fehlerbehebungen verfugen.

Bevor Sie beginnen

» Die Storage Appliance hat einen optimalen Status.
» Alle Laufwerke haben einen optimalen Status.

» Das ist schon "Versetzen Sie die StorageGRID Appliance in den Wartungsmodus".

Wahrend sich die Appliance im Wartungsmodus befindet, wird die I1/0O-Aktivitat
(Eingabe/Ausgabe) fir den Storage Controller angehalten, um stérende Storage-Vorgange
zu sichern.

Aktualisieren Sie nicht gleichzeitig die Laufwerk-Firmware auf mehr als einer StorageGRID
@ Appliance. Dies kann je nach Bereitstellungsmodell und ILM-Richtlinie zu einer
Nichtverfligbarkeit von Daten fihren.

Uber diese Aufgabe

Die Laufwerke werden parallel aktualisiert, wahrend sich die Appliance im Wartungsmodus befindet. Wenn der
Pool oder die Volume-Gruppe keine Redundanz unterstltzt oder herabgesetzt ist, miissen Sie die Offline-
Methode verwenden, um die Laufwerk-Firmware zu aktualisieren. Sie sollten auch die Offline-Methode fur alle
Laufwerke verwenden, die mit dem Flash-Lese-Cache oder einem Pool oder einer Volume-Gruppe verbunden
sind, die derzeit heruntergestuft ist. Die Offline-Methode aktualisiert die Firmware nur, wenn alle 1/0O-Aktivitaten
auf den zu aktualisierenden Laufwerken angehalten werden. Um die I/O-Aktivitat zu beenden, versetzen Sie
den Node in den Wartungsmodus.

Die Offline-Methode ist schneller als die Online-Methode und wird deutlich schneller sein, wenn viele
Laufwerke in einer einzigen Appliance Upgrades erfordern. Allerdings miissen Nodes auller Betrieb
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genommen werden. Dies erfordert unter Umstanden ein Wartungsfenster und ein Monitoring des Fortschritts.
Wabhlen Sie die Methode aus, die am besten zu |hren betrieblichen Verfahren passt und die Anzahl der
Laufwerke, die aktualisiert werden mussen.

Es gibt zwei Laufwerkstypen: SSD und HDD. Sie missen die Offline-Methode verwenden, um

@ die Firmware auf den SSDs zu aktualisieren (z. B. SSD-Laufwerke im SG6060). Sie kdnnen
entweder die Online- oder die Offline-Methode verwenden, um die Firmware auf HDDs zu
aktualisieren.

Schritte
1. Vergewissern Sie sich, dass das Gerat in ist "Wartungsmodus".

Wenn Sie die Firmware in SSD-Laufwerken aktualisieren, die Teil einer Cache-Gruppe sind,
mussen Sie sicherstellen, dass keine I/O-Vorgange an zwischengespeicherte Volumes

@ gesendet werden, wahrend das Upgrade ausgefihrt wird. Wenn sich die Appliance im
Wartungsmodus befindet, werden keine 1/0-Vorgange an Volumes gesendet, wahrend das
Upgrade durchgefihrt wird.

2. Greifen Sie mit einer der folgenden Methoden auf SANTtricity System Manager zu:

> Verwenden Sie das StorageGRID-Appliance-Installationsprogramm, und wahlen Sie Erweitert >
SANTtricity-Systemmanager

> VVerwenden Sie den Grid-Manager, und wahlen Sie NODES > Storage Node > SANtricity System
Manager aus

> VVerwenden Sie SANtricity System Manager, indem Sie zur Storage Controller-IP navigieren:
https://Storage Controller IP

3. Geben Sie bei Bedarf den Benutzernamen und das Kennwort des SANtricity System Manager-
Administrators ein.
4. Uberprifen Sie die Version der Laufwerk-Firmware, die derzeit in der Speicher-Appliance installiert ist:
a. Wahlen Sie im SANTtricity System Manager SUPPORT > Upgrade-Center aus.

b. Wahlen Sie unter Laufwerk-Firmware-Upgrade die Option Upgrade starten aus.

Auf der Seite Laufwerksfirmware aktualisieren werden die aktuell installierten Laufwerksfirmware-
Dateien angezeigt.

c. Beachten Sie die aktuellen Versionen der Laufwerk-Firmware und die Laufwerkskennungen in der
Spalte Aktueller Laufwerk-Firmware.
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Upgrade Drive Firmware

1 Select Upgrade Files

Review your current drnive firmware and select upgrade files below..

What do | need to know before upgrading drive firmware?

Current Drive Firmware

| MS02, KPM51VUGB00G |

Total rows: 1 D

In diesem Beispiel:

= Die Version der Laufwerk-Firmware lautet MS02.
= Die Laufwerk-ID lautet KPM51VUG800G.

d. Wahlen Sie in der Spalte ,verbundene Laufwerke* die Option Laufwerke anzeigen aus, um
anzuzeigen, wo diese Laufwerke in lhrem Speichergerat installiert sind.

e. Schliel3en Sie das Fenster Upgrade Drive Firmware.
5. Laden Sie das verfiigbare Laufwerk-Firmware-Upgrade herunter, und bereiten Sie es vor:

a. Wahlen Sie unter Laufwerk-Firmware-Upgrade NetApp Support aus.

b. Wahlen Sie auf der NetApp Support-Website die Registerkarte Downloads aus und wahlen Sie dann
E-Series Festplatten-Firmware aus.
Die Seite E-Series Festplatten-Firmware wird angezeigt.

c. Suchen Sie nach jedem in lhrer Speicheranwendung installierten Drive Identifier, und stellen Sie
sicher, dass jeder Laufwerkkennung die neueste Firmware-Version hat.

= Wenn die Firmware-Version kein Link ist, hat diese Laufwerkkennung die neueste Firmware-
Version.

= Wenn eine oder mehrere Laufwerk-Teilenummern fir eine Laufwerksidentifikation aufgefihrt sind,
ist fur diese Laufwerke ein Firmware-Upgrade verflugbar. Sie kbnnen einen beliebigen Link
auswahlen, um die Firmware-Datei herunterzuladen.
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PRODUCTS v SYSTEMS v DOCS & KNOWLEDGEBASE v COMMUNITY v~ DOWNLOADS v TOOLS v CASES v PARTS v

Downloads = Firmware = E-Series Disk Firmware

E-Series Disk Firmware

Download all current E-Series Disk Firmware

Drive Part Number Descriptions Drive Identifier 5 Firmware Rev. (Download) Notes and Config Info Release Date

Drive Part Number Descriptions KPM51VUG800G Firmware Rev. (Download

MS02 Fixes Bug 1194908

E-X4041C 55D, 800GB, SAS, P KPM51VUGB00G M503 -~ 04-5ep-2020
MS03 Fixes Bug 1334862

d. Wenn eine spatere Firmware-Version aufgefuhrt wird, wahlen Sie den Link im Firmware-Rev. Aus

(Download) Spalte zum Herunterladen einer . zip Archiv mit der Firmware-Datei.

e. Extrahieren Sie die von der Support-Website heruntergeladenen Archivdateien der Laufwerk-Firmware

(entpacken).

6. Installieren Sie das Laufwerk-Firmware-Upgrade:
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a. Wahlen Sie im SANItricity System Manager unter Upgrade der Laufwerk-Firmware die Option Upgrade

starten aus.

. Wahlen Sie Durchsuchen aus, und wahlen Sie die neuen Laufwerk-Firmware-Dateien aus, die Sie

von der Support-Website heruntergeladen haben.

Die Firmware-Dateien des Laufwerks haben einen ahnlichen Dateinamen wie
D HUC101212CSS600 30602291 MSO01 2800 0002.dlp.

Sie kdnnen bis zu vier Laufwerk-Firmware-Dateien auswahlen, jeweils eine. Wenn mehrere Firmware-
Dateien eines Laufwerks mit demselben Laufwerk kompatibel sind, wird ein Dateikonflikt angezeigt.
Legen Sie fest, welche Laufwerk-Firmware-Datei Sie fur das Upgrade verwenden méchten, und
entfernen Sie die andere.

. Wahlen Sie Weiter.

Select Drives listet die Laufwerke auf, die Sie mit den ausgewahlten Firmware-Dateien aktualisieren
konnen.

Es werden nur kompatible Laufwerke angezeigt.

Die ausgewahlte Firmware fiir das Laufwerk wird in der Spalte vorgeschlagene Firmware angezeigt.
Wenn Sie diese Firmware andern missen, wahlen Sie Zuriick.

. Wahlen Sie Alle Laufwerke offline aktualisieren (parallel) — aktualisiert die Laufwerke, die einen

Firmware-Download unterstiitzen kdnnen, nur wahrend alle 1/O-Aktivitaten auf allen Volumes
angehalten werden, die die Laufwerke verwenden.

Sie mussen das Gerat in den Wartungsmodus versetzen, bevor Sie diese Methode
@ verwenden. Sie sollten die Methode Offline verwenden, um die Laufwerksfirmware zu
aktualisieren.



Wenn Sie die Offline-Aktualisierung (parallel) verwenden mdéchten, fahren Sie nur dann
@ fort, wenn Sie sicher sind, dass sich das Gerat im Wartungsmodus befindet. Wenn die

Appliance nicht in den Wartungsmodus versetzt wird, bevor ein Offline-Update der

Laufwerk-Firmware initiiert wird, kann dies zu einem Datenverlust fihren.

e. Wabhlen Sie in der ersten Spalte der Tabelle das Laufwerk oder die Laufwerke aus, die aktualisiert
werden sollen.

Als Best Practice wird empfohlen, alle Laufwerke desselben Modells auf dieselbe Firmware-Version zu
aktualisieren.

f. Wahlen Sie Start und bestatigen Sie, dass Sie das Upgrade durchfliihren méchten.

Wenn Sie das Upgrade beenden mochten, wahlen Sie Stopp. Alle derzeit ausgefiihrten Firmware-
Downloads abgeschlossen. Alle nicht gestarteten Firmware-Downloads werden abgebrochen.

@ Das Anhalten der Laufwerk-Firmware-Aktualisierung kann zu Datenverlust oder nicht
verfugbaren Laufwerken fiihren.

g. (Optional) um eine Liste der aktualisierten Versionen anzuzeigen, wahlen Sie Protokoll speichern.

Die Protokolldatei wird im Download-Ordner fir Ihren Browser mit dem Namen gespeichert latest-
upgrade-log-timestamp.txt.

"Beheben Sie bei Bedarf Fehler bei der Aktualisierung der Treiber-Firmware".

7. Fuhren Sie nach erfolgreichem Abschluss des Verfahrens alle weiteren Wartungsmaflnahmen durch,
wahrend sich der Node im Wartungsmodus befindet. Wenn Sie fertig sind oder Fehler aufgetreten sind und
neu gestartet werden mochten, gehen Sie zum StorageGRID-Installationsprogramm und wahlen Sie
Erweitert > Neustart-Controller aus. Wahlen Sie dann eine der folgenden Optionen aus:

> Neustart in StorageGRID.

> Neustart im Wartungsmodus. Booten Sie den Controller neu, und belassen Sie den Node im
Wartungsmodus. Wahlen Sie diese Option aus, wenn wahrend des Verfahrens Fehler auftreten und
Sie von vorne beginnen mdchten. Nachdem der Node das Neubooten in den Wartungsmodus
abgeschlossen hat, starten Sie den entsprechenden Schritt wahrend des ausgefallenen Verfahrens
neu.

Es kann bis zu 20 Minuten dauern, bis das Gerat neu gestartet wird und sich wieder mit dem Netz
verbindet. So bestatigen Sie, dass der Neustart abgeschlossen ist und der Knoten wieder dem Grid
beigetreten ist:

i. Wahlen Sie im Grid Manager NODES aus.
ii. .

Uberprifen Sie, ob der Appliance-Knoten einen normalen Status hat (griines Hékchen-Symbolo
links neben dem Knotennamen), was darauf hinweist, dass keine Warnungen aktiv sind und der
Knoten mit dem Grid verbunden ist.

Fehler beim Upgrade der Laufwerk-Firmware beheben

Beheben Sie Fehler, die auftreten konnen, wenn Sie SANtricity System Manager zum
Aktualisieren der Firmware auf den Laufwerken in lhrer Appliance verwenden.
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* Fehlgeschlagene zugewiesene Laufwerke

o Ein Grund fur den Fehler kdnnte sein, dass das Laufwerk nicht Uber die entsprechende Signatur
verfiigt. Stellen Sie sicher, dass es sich bei dem betroffenen Laufwerk um ein autorisiertes Laufwerk
handelt. Weitere Informationen erhalten Sie vom technischen Support.

o Stellen Sie beim Austausch eines Laufwerks sicher, dass das Ersatzlaufwerk eine Kapazitat hat, die
der des ausgefallenen Laufwerks entspricht oder gréfler ist als das ausgefallene Laufwerk, das Sie
ersetzen.

> Sie kbnnen das ausgefallene Laufwerk ersetzen, wahrend das Speicher-Array 1/O-Vorgange erhalt
» Speicher-Array priifen

o Stellen Sie sicher, dass jedem Controller eine IP-Adresse zugewiesen wurde.

o Stellen Sie sicher, dass alle Kabel, die an den Controller angeschlossen sind, nicht beschadigt sind.

o Stellen Sie sicher, dass alle Kabel fest angeschlossen sind.

 * Integrierte Hot-Spare-Laufwerke*
Diese Fehlerbedingung muss korrigiert werden, bevor Sie die Firmware aktualisieren kdnnen.
* Unvollstandige Volume-Gruppen

Wenn eine oder mehrere Volume-Gruppen oder Disk Pools unvollstandig sind, missen Sie diese
Fehlerbedingung korrigieren, bevor Sie die Firmware aktualisieren kénnen.

* Exklusive Operationen (auBer Hintergrund-Medien/Paritidts-Scan), die derzeit auf beliebigen
Volume-Gruppen ausgefiihrt werden

Wenn ein oder mehrere exklusive Vorgange ausgefiihrt werden, missen die Vorgange abgeschlossen
sein, bevor die Firmware aktualisiert werden kann. Uberwachen Sie den Fortschritt des Betriebs mit
System Manager.

* Fehlende Volumen
Sie mussen den fehlenden Datentragerzustand korrigieren, bevor die Firmware aktualisiert werden kann.

* Entweder Controller in einem anderen Zustand als optimal

Einer der Controller des Storage Arrays muss Aufmerksamkeit schenken. Diese Bedingung muss korrigiert
werden, bevor die Firmware aktualisiert werden kann.

» Unpassende Speicherpartitionsdaten zwischen Controller-Objektgrafiken

Beim Validieren der Daten auf den Controllern ist ein Fehler aufgetreten. Wenden Sie sich an den
technischen Support, um dieses Problem zu I6sen.

« SPM Uberpriifung des Datenbankcontrollers schlégt fehl

Auf einem Controller ist ein Fehler bei der Zuordnung von Speicherpartitionen zur Datenbank aufgetreten.
Wenden Sie sich an den technischen Support, um dieses Problem zu l6sen.

+ Uberpriifung der Konfigurationsdatenbank (sofern von der Controller-Version des Speicherarrays
unterstiitzt)

Auf einem Controller ist ein Fehler in der Konfigurationsdatenbank aufgetreten. Wenden Sie sich an den
technischen Support, um dieses Problem zu l6sen.
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* MEL-bezogene Prifungen
Wenden Sie sich an den technischen Support, um dieses Problem zu I6sen.

* In den letzten 7 Tagen wurden mehr als 10 DDE Informations- oder kritische MEL-Ereignisse
gemeldet

Wenden Sie sich an den technischen Support, um dieses Problem zu |6sen.
* Mehr als 2 Seiten 2C kritische MEL-Ereignisse wurden in den letzten 7 Tagen gemeldet
Wenden Sie sich an den technischen Support, um dieses Problem zu l6sen.

* In den letzten 7 Tagen wurden mehr als 2 heruntergestuften Drive Channel-kritische MEL-
Ereignisse gemeldet

Wenden Sie sich an den technischen Support, um dieses Problem zu |6sen.
* Mehr als 4 kritische MEL-Eintrage in den letzten 7 Tagen

Wenden Sie sich an den technischen Support, um dieses Problem zu l6sen.

Aktivieren und deaktivieren Sie die LED fiir die Identifizierung des SG6000-CN-Controllers

Die blaue Identify-LED auf der Vorder- und Rickseite des Controllers kann eingeschaltet

werden, um das Gerat in einem Datacenter zu lokalisieren.

Bevor Sie beginnen

Sie haben die BMC-IP-Adresse des Controllers, den Sie identifizieren mochten.

Schritte
1. Greifen Sie auf die BMC-Schnittstelle des Controllers zu.

2. Wahlen Sie Server Identify Aus.
Der aktuelle Status der Identifizieren-LED ist ausgewahlt.

3. Wahlen Sie EIN oder AUS, und wahlen Sie dann Aktion ausfiihren.

Wenn Sie EIN auswahlen, leuchten die blauen Identifizieren-LEDs auf der Vorderseite (abgebildet) und der
Ruckseite des Gerats.
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@ Wenn eine Blende auf dem Controller installiert ist, kann es schwierig sein, die vordere
Identify-LED zu erkennen.

4. Schalten Sie die LED nach Bedarf ein und aus.

Verwandte Informationen
« "Uberpriifen Sie, ob der Fibre-Channel-HBA ersetzt werden soll"
» "Controller im Datacenter finden"

» "Greifen Sie auf die BMC-Schnittstelle zu"

Suchen Sie den SG6000-CN-Controller im Rechenzentrum

Suchen Sie den Controller, um Hardware-Wartungsarbeiten oder Upgrades
durchzufihren.

Bevor Sie beginnen
+ Sie haben festgestellt, welcher Controller gewartet werden muss.

(Optional) um den Controller in Ihrem Datacenter zu finden, "Schalten Sie die blaue Identify-LED ein".

Schritte
1. Ermitteln Sie den fir die Wartung im Datacenter erforderlichen Controller.

o Suchen Sie nach einer blau leuchtenden LED an der Vorder- oder Rickseite des Controllers.

Die vordere Identify-LED befindet sich hinter der Frontblende des Controllers und kann schwierig
feststellen, ob die Blende montiert ist.

- Uberpriifen Sie, ob die an der Vorderseite des jeden Controllers angebrachten Tags eine
Ubereinstimmende Teilenummer erhalten.

2. Entfernen Sie die Frontverkleidung des Controllers, wenn eine installiert ist, um auf die Bedienelemente
und Anzeigen auf der Vorderseite zuzugreifen.

3. Optional: "Schalten Sie die blaue Identifizieren-LED aus" Wenn Sie den Controller gefunden haben.
o Driicken Sie den Schalter Identifikation LED an der Vorderseite des Controllers.

o Verwenden Sie die BMC-Schnittstelle des Controllers.

Verwandte Informationen
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» "Entfernen Sie den Fibre Channel HBA"
« "Entfernen Sie den SG6000-CN Controller aus dem Schrank oder Rack"
» "Fahren Sie den SG6000-CN-Controller herunter"

Schalten Sie den SG6000-CN-Controller aus und ein

Sie konnen den SG6000-CN-Controller herunterfahren und wieder einschalten, um
Wartungsarbeiten durchzuflhren.

Fahren Sie den SG6000-CN-Controller herunter

Fahren Sie den SG6000-CN-Controller herunter, um die Hardware zu warten.

Bevor Sie beginnen

Der SG6000-CN Controller ist physisch zu finden, der im Datacenter gewartet werden muss. Siehe "Controller
im Datacenter finden".

Uber diese Aufgabe

Um Serviceunterbrechungen zu vermeiden, vergewissern Sie sich, dass alle anderen Storage-Nodes mit dem
Grid verbunden sind, bevor Sie den Controller herunterfahren oder den Controller wahrend eines geplanten
Wartungsfensters herunterfahren, wenn die Serviceunterbrechungen akzeptabel sind. Siehe die Informationen
Uber "Monitoring der Verbindungsstatus der Nodes".

Wenn Sie jemals eine ILM-Regel verwendet haben, die nur eine Kopie eines Objekts erstellt,
mussen Sie den Controller wahrend eines geplanten Wartungsfensters herunterfahren.

@ Andernfalls verlieren Sie wahrend dieses Verfahrens vortibergehend den Zugriff auf diese
Objekte.
Weitere Informationen zum Verwalten von Objekten mit Information Lifecycle Management
finden Sie unter.

Schritte
1. Fahren Sie den SG6000-CN-Controller herunter.

Sie mussen ein kontrolliertes Herunterfahren des Gerats durchfiihren, indem Sie die unten
angegebenen Befehle eingeben. Es ist eine Best Practice, nach Moglichkeit eine

@ kontrollierte Abschaltung durchzufiihren, um unnétige Warnmeldungen zu vermeiden,
sicherzustellen, dass vollstandige Protokolle verfligbar sind und Serviceunterbrechungen zu
vermeiden.

a. Wenn Sie sich noch nicht beim Grid-Knoten angemeldet haben, melden Sie sich mit PuTTY oder
einem anderen ssh-Client an:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:

ii. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

iv. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

b. Fahren Sie den SG6000-CN-Controller herunter:
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shutdown -h now

Dieser Befehl kann bis zu 10 Minuten in Anspruch nehmen.

2. Uberpriifen Sie anhand einer der folgenden Methoden, ob der SG6000-CN-Controller ausgeschaltet ist:
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o Schauen Sie sich die blaue ein/aus-LED an der Vorderseite des Controllers an und bestatigen Sie,
dass sie ausgeschaltet ist.

o Schauen Sie sich die griinen LEDs an den beiden Netzteilen auf der Riickseite des Controllers an und
bestatigen Sie, dass sie mit einer normalen Geschwindigkeit (etwa ein Blinken pro Sekunde) blinken.

o Verwenden Sie die BMC-Schnittstelle des Controllers:

Greifen Sie auf die BMC-Schnittstelle des Controllers zu.

"Greifen Sie auf die BMC-Schnittstelle zu"

. Wahlen Sie Power Control.

Stellen Sie sicher, dass die Strommalnahmen darauf hindeuten, dass der Host derzeit
ausgeschaltet ist.


https://docs.netapp.com/de-de/storagegrid-appliances/installconfig/accessing-bmc-interface.html
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Schalten Sie den SG6000-CN-Controller ein und iiberpriifen Sie den Betrieb

Schalten Sie den Controller nach dem Abschluss der Wartung ein.

Bevor Sie beginnen
* Der Controller wurde in einem Rack oder Rack installiert und die Daten- und Stromkabel angeschlossen.

"Installieren Sie den SG6000-CN Controller wieder in den Schrank oder Rack"
» Der Controller befindet sich physisch im Datacenter.

"Controller im Datacenter finden"

Schritte

1. Schalten Sie den SG6000-CN-Controller ein, und Uberwachen Sie die Controller-LEDs und den Startcode
mithilfe einer der folgenden Methoden:

o Driicken Sie den Netzschalter an der Vorderseite des Controllers.
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o Verwenden Sie die BMC-Schnittstelle des Controllers:

i. Greifen Sie auf die BMC-Schnittstelle des Controllers zu.
"Greifen Sie auf die BMC-Schnittstelle zu"

i. Wahlen Sie Power Control.

ii. Wahlen Sie Power on Server und dann Perform Action.

& C' @ B https 10.224.6.1 1900w
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'3:_-!1‘|':'|E:;': ,
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'-'J Remote Contrpl . L

& Power Control

Verwenden Sie die BMC-Schnittstelle, um den Startstatus zu Gberwachen.

2. Vergewissern Sie sich, dass der Appliance-Controller im Grid Manager und ohne Warnungen angezeigt
wird.
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Es kann bis zu 20 Minuten dauern, bis der Controller im Grid Manager angezeigt wird.
3. Vergewissern Sie sich, dass der neue SG6000-CN-Controller voll funktionsfahig ist:

a. Melden Sie sich mit PuTTY oder einem anderen SSH-Client am Grid-Knoten an:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
i. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
Iv. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.
b. Geben Sie den folgenden Befehl ein, und Gberprifen Sie, ob die erwartete Ausgabe zurlickgegeben
wird:

cat /sys/class/fc_host/*/port state

Erwartete Ausgabe:

Online
Online
Online

Online

Wenn die erwartete Ausgabe nicht zurlickgegeben wird, wenden Sie sich an den technischen Support.
c. Geben Sie den folgenden Befehl ein, und Uberprifen Sie, ob die erwartete Ausgabe zurlickgegeben
wird:

cat /sys/class/fc _host/*/speed

Erwartete Ausgabe:
16 Gbit
16 Gbit

16 Gbit
16 Gbit

+
Wenn die erwartete Ausgabe nicht zurlickgegeben wird, wenden Sie sich an den technischen Support.

a. Stellen Sie auf der Seite Knoten im Grid Manager sicher, dass der Appliance-Node mit dem Raster
verbunden ist und keine Warnmeldungen enthalt.

(D Nehmen Sie einen anderen Appliance-Node nur offline, wenn diese Appliance Uber ein
grines Symbol verflgt.

4. Optional: Befestigen Sie die Frontverkleidung, falls eine entfernt wurde.
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Verwandte Informationen
» "Entfernen Sie den SG6000-CN Controller aus dem Schrank oder Rack"

+ "Statusanzeigen anzeigen anzeigen anzeigen"

Andern der Link-Konfiguration des SG6000-CN Controllers

Sie konnen die Ethernet-Link-Konfiguration des SG6000-CN Controllers andern. Sie
konnen den Port Bond-Modus, den Netzwerk-Bond-Modus und die
Verbindungsgeschwindigkeit andern.

Bevor Sie beginnen
Das Gerat war "In den Wartungsmodus versetzt".

Uber diese Aufgabe
Zum Andern der Ethernet-Link-Konfiguration des SG6000-CN Controllers gehoren folgende Optionen:

+ Andern des Port Bond Modus von Fixed zu Aggregate oder von Aggregat zu Fixed

+ Andern des Netzwerk-Bond-Modus von Active-Backup zu LACP oder von LACP zu Active-Backup
+ Andern der Werte fiir LACP-Ubertragungs-Hash-Richtlinie und LACP-PDU-Rate

« Aktivieren oder Deaktivieren von VLAN-Tagging oder Andern des Werts einer VLAN-Tag-Nummer

+ Andern der Verbindungsgeschwindigkeit.

Schritte

1. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Netzwerke konfigurieren >
Link-Konfiguration aus.

2. Geben Sie die gewiinschten Anderungen an der Linkkonfiguration an.
Weitere Informationen zu den Optionen finden Sie unter "Netzwerkverbindungen konfigurieren".

3. Wenn Sie mit lhrer Auswahl zufrieden sind, klicken Sie auf Speichern.

Wenn Sie Anderungen am Netzwerk oder an der Verbindung vorgenommen haben, tiber die

Sie verbunden sind, kdnnen Sie die Verbindung verlieren. Wenn die Verbindung nicht

innerhalb von 1 Minute wiederhergestellt wird, geben Sie die URL fir den StorageGRID-
@ Appliance-Installer erneut ein. Verwenden Sie dazu eine der anderen IP-Adressen, die der

Appliance zugewiesen sind:

https://Appliance Controller IP:8443

Wenn Sie Anderungen an den VLAN-Einstellungen vorgenommen haben, hat sich das Subnetz fir die
Appliance moglicherweise geandert. Wenn Sie die IP-Adressen fir das Gerat andern missen, befolgen
Sie die "Konfigurieren Sie |IP-Adressen" Anweisungen.

"Konfigurieren Sie StorageGRID-IP-Adressen"

4. Wahlen Sie im Menu die Option Netzwerk konfigurieren > Ping-Test aus.

5. Verwenden Sie das Ping-Test-Tool, um die Verbindung zu IP-Adressen in allen Netzwerken zu Uberprufen,
die méglicherweise von den in vorgenommenen Anderungen der Verbindungskonfiguration betroffen sind
Anderungen der Linkkonfiguration Schritt:

Zusatzlich zu allen anderen Tests, die Sie durchfihren mochten, bestatigen Sie, dass Sie die Grid-
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Netzwerk-IP-Adresse des primaren Admin-Knotens und die Grid-Netzwerk-IP-Adresse von mindestens
einem anderen Speicherknoten pingen kénnen. Falls erforderlich, kehren Sie zum zuriick Anderungen der
Linkkonfiguration FUhren Sie Schritte aus, und beheben Sie alle Probleme mit der Link-Konfiguration.

6. Wenn Sie zufrieden sind, dass die Anderungen an der Link-Konfiguration funktionieren und zusatzliche
Verfahren erforderlich sind, wahrend der Node sich im Wartungsmodus befindet, fihren Sie diese jetzt aus.
Wenn Sie fertig sind oder Fehler auftreten und von vorne beginnen méchten, wahlen Sie Erweitert >
Controller neu starten aus, und wahlen Sie dann eine der folgenden Optionen aus:

o Wahlen Sie Neustart in StorageGRID aus

o Wahlen Sie Neustart im Wartungsmodus aus, um den Controller neu zu starten, wobei der Knoten
noch im Wartungsmodus bleibt. Wahlen Sie diese Option aus, wenn wahrend des Verfahrens Fehler
auftreten und neu starten méchten. Nachdem der Node das Neubooten in den Wartungsmodus
abgeschlossen hat, starten Sie den entsprechenden Schritt wahrend des ausgefallenen Verfahrens
neu.

Es kann bis zu 20 Minuten dauern, bis das Gerat neu gestartet wird und sich wieder mit dem Netz
verbindet. So bestatigen Sie, dass der Neustart abgeschlossen ist und der Knoten wieder dem Grid
beigetreten ist:

i. Wahlen Sie im Grid Manager NODES aus.
Uberprifen Sie, ob der Appliance-Knoten einen normalen Status hat (griines Hakchen-SymboIG

links neben dem Knotennamen), was darauf hinweist, dass keine Warnungen aktiv sind und der
Knoten mit dem Grid verbunden ist.

Hardware-Verfahren

Priifen Sie, ob die Komponente im SG6000-CN ausgetauscht werden soll

Wenn Sie sich nicht sicher sind, welche Hardwarekomponente in Ihrem Gerat
ausgetauscht werden soll, gehen Sie wie folgt vor, um die Komponente und den Standort
des Gerats im Rechenzentrum zu identifizieren.

Bevor Sie beginnen

« Sie haben die Seriennummer der Speicher-Appliance, bei der die Komponente ausgetauscht werden
muss.

« Sie sind im Grid Manager mit einem angemeldet "Unterstitzter Webbrowser".

Uber diese Aufgabe
Gehen Sie wie folgt vor, um das Gerat mit fehlerhafter Hardware zu identifizieren und zu ermitteln, welche der
austauschbaren Hardwarekomponenten nicht ordnungsgemaf funktionieren. Folgende Komponenten kdnnen
ausgetauscht werden:

* Netzteile

« Lufter

* Solid State-Laufwerke (SSDs)

* Netzwerkschnittstellenkarten (NICs)

+ CMOS-Batterie

Schritte
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1. Identifizieren Sie die fehlerhafte Komponente und den Namen der Appliance, in der sie installiert ist.
a. Wahlen Sie im Grid-Manager ALERTS > Current aus.

Die Seite ,Meldungen® wird angezeigt.
b. Wahlen Sie die Warnmeldung aus, um die Warnungsdetails anzuzeigen.

@ Wahlen Sie die Meldung und nicht die Uberschrift einer Gruppe von Warnungen aus.

c. Notieren Sie den Node-Namen und die eindeutige Identifizierungsbezeichnung der ausgefallenen
Komponente.

Appliance NIC fault detected

A problem with a network interface card (NIC) in the appliance was 5
detected Active (silence this alert (F)

Recommended actions Data Center 1 |56anz-usz‘xrseuan |

1. Reseat the NIC. Refer to the instructions for your appliance,

€ Critical

2. If necessary, replace the NIC. See the maintenance instructions for your
appliance.
ConnectX-6 Lx EN adapter card,
Time triggered 25GbE, Dual-port SFP28, PCle 4.0 x8,
2 . i s No Crypto
2023-02-17 13:36:31 EST {2023-02-17 18:36:31 UTC) el L

26.33.1048 (MT_0000000531)

| hic3

X1153A

2. Identifizieren Sie das Gehause mit der zu ersetzenden Komponente.
a. Wahlen Sie im Grid Manager die Option NODES aus.

b. Wahlen Sie in der Tabelle auf der Seite Nodes den Namen des Appliance-Storage-Node mit der
fehlerhaften Komponente aus.

c. Wahlen Sie die Registerkarte Hardware aus.
Uberpriifen Sie die Seriennummer * des Compute-Controllers im Abschnitt StorageGRID-Gerét.
Uberpriifen Sie, ob die Seriennummer mit der Seriennummer des Speichergerats libereinstimmt, in

dem Sie die Komponente austauschen. Wenn die Seriennummer Ubereinstimmt, haben Sie das
richtige Gerat gefunden.

= Wenn der Abschnitt StorageGRID-Appliance in Grid-Manager nicht angezeigt wird, ist der
ausgewahlte Knoten keine StorageGRID-Appliance. Wahlen Sie einen anderen Knoten in der
Strukturansicht aus.

= Wenn die Seriennummern nicht Ubereinstimmen, wahlen Sie einen anderen Knoten aus der
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Strukturansicht aus.
3. Nachdem Sie den Knoten gefunden haben, an dem die Komponente ersetzt werden muss, notieren Sie
sich die BMC-IP-Adresse der Appliance, die im Abschnitt StorageGRID-Appliance aufgeflhrt ist.

Um die Appliance im Rechenzentrum zu lokalisieren, kdnnen Sie die BMC-IP-Adresse verwenden, um die
LED fiir die Gerateidentifierung einzuschalten.

Verwandte Informationen
"Schalten Sie die Appliance Identify-LED ein"

Erweiterungs-Shelf fiir das implementierte SG6060 hinzufiigen

Zur Erhéhung der Storage-Kapazitat kdnnen Sie ein oder zwei Erweiterungs-Shelfs zu
einem SG6060 hinzufigen, das bereits in einem StorageGRID System implementiert ist.

Bevor Sie beginnen
» Sie mussen Uber eine Passphrase fir die Bereitstellung verfligen.
» Sie missen StorageGRID 11.4 oder hoher ausfuhren.
« Sie erhalten das Erweiterungsfach und vier SAS-Kabel fir jedes Erweiterungsfach.
 Dort befinden sich die Storage Appliance physisch, wo das Erweiterungs-Shelf im Datacenter hinzugeflgt

wird.

"Controller im Datacenter finden"

Uber diese Aufgabe
Um ein Erweiterungs-Shelf hinzuzufligen, fihren Sie die folgenden grundlegenden Schritte aus:

« Installieren Sie die Hardware in den Schrank oder Rack.
* Platzieren Sie das SG6060 in den Wartungsmodus.

» Verbinden Sie das Erweiterungs-Shelf mit dem E2860 Controller-Shelf oder mit einem anderen
Erweiterungs-Shelf.

« Starten Sie die Erweiterung mithilfe des StorageGRID-Appliance-Installationsprogramms

* Warten Sie, bis die neuen Volumes konfiguriert sind.
Das Abschlie3en des Vorgangs fur ein oder zwei Erweiterungs-Shelfs sollte eine Stunde oder weniger pro
Appliance-Node dauern. Zur Minimierung von Ausfallzeiten werden Sie in den folgenden Schritten
aufgefordert, die neuen Erweiterungs-Shelfs und Laufwerke zu installieren, bevor Sie das SG6060 in den

Wartungsmodus versetzen. Die verbleibenden Schritte sollten etwa 20 bis 30 Minuten pro Appliance-Node in
Anspruch nehmen.

Schritte
1. Befolgen Sie die Anweisungen fir "Installieren von Shelfs mit 60 Laufwerken in einem Schrank oder Rack".

2. Befolgen Sie die Anweisungen fir "Installieren der Laufwerke".
3. Vom Grid Manager "Versetzen Sie den SG6000-CN Controller in den Wartungsmodus".
4. Verbinden Sie jedes Erweiterungs-Shelf mit dem E2860 Controller-Shelf, wie in der Abbildung dargestellt.

Diese Zeichnung zeigt zwei Erweiterungs-Shelfs. Wenn nur einer vorhanden ist, verbinden Sie IOM A mit
Controller A und verbinden Sie IOM B mit Controller B
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Legende Beschreibung

3 Controller A

4 Controller B

5 Erweiterungs-Shelf 1

6 IOM A fir Erweiterungs-Shelf 1
7 IOM B fur Erweiterungs-Shelf 1
8 Erweiterungs-Shelf 2

9 IOM A fur Erweiterungs-Shelf 2
10 IOM B fur Erweiterungs-Shelf 2

5. SchlieRen Sie die Stromkabel an, und setzen Sie Strom auf die Erweiterungs-Shelves.
a. Schliel3en Sie ein Netzkabel an jede der beiden Netzteile in jedem Erweiterungs-Shelf an.

b. Verbinden Sie die beiden Netzkabel jedes Erweiterungs-Shelf mit zwei verschiedenen PDUs im
Schrank oder Rack.

c. Schalten Sie die beiden Netzschalter fir jedes Erweiterungs-Shelf ein.
= Schalten Sie die Netzschalter wahrend des Einschalters nicht aus.

= Die Lufter in den Erweiterungsregalen sind beim ersten Start mdglicherweise sehr laut. Das laute
Gerausch beim Anfahren ist normal.

6. Uberwachen Sie die Startseite des Installationsprogramms fiir StorageGRID-Geréte.
Die Erweiterungs-Shelfs wurden in etwa finf Minuten eingeschaltet und vom System erkannt. Auf der

Startseite wird die Anzahl der neu erkannten Erweiterungs-Shelves angezeigt, und die Schaltflache
Expansion starten ist aktiviert.

Beispiele fir Meldungen, die je nach Anzahl vorhandener oder neuer Erweiterungsregale auf der Startseite
erscheinen kénnen:

o Ein Banner, das oben auf der Seite angezeigt wird, gibt die Gesamtzahl der erkannten
Erweiterungsregale an.

= Das Banner zeigt die Gesamtzahl der Erweiterungs-Shelfs an, unabhangig davon, ob die Shelfs
konfiguriert und implementiert oder neu und nicht konfiguriert sind.

= Wenn keine Erweiterungs-Shelfs erkannt werden, wird das Banner nicht angezeigt.
> Eine Meldung unten auf der Seite zeigt an, dass eine Erweiterung zum Starten bereit ist.

* Die Meldung gibt die Anzahl der neu erkannten Erweiterungs-Shelfs StorageGRID an. ,Attached®
gibt an, dass das Shelf erkannt wird. ,Unconfigured® gibt an, dass das Shelf neu und noch nicht
mit dem Installationsprogramm flr StorageGRID Appliance konfiguriert ist.
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10.

1.

@ Bereits bereitgestellte Erweiterungs-Shelfs sind in dieser Meldung nicht enthalten.
Sie werden in die Zahlung in das Banner oben auf der Seite aufgenommen.

= Die Meldung wird nicht angezeigt, wenn keine neuen Erweiterungseinschube erkannt werden.

. Lésen Sie bei Bedarf alle in den Meldungen auf der Startseite beschriebenen Probleme.

Verwenden Sie beispielsweise den SANTtricity System Manager, um alle Probleme mit der Storage-
Hardware zu beheben.

Uberpriifen Sie, ob die Anzahl der auf der Startseite angezeigten Erweiterungs-Shelfs mit der Anzahl der
hinzuzufiigenden Erweiterungs-Shelfs Ubereinstimmt.

@ Wenn die neuen Erweiterungs-Shelfs nicht erkannt wurden, Uberprifen Sie, ob sie
ordnungsgemalf verkabelt und eingeschaltet sind.

Klicken Sie auf Erweiterung starten, um die Erweiterungs-Shelfs zu konfigurieren und fir den Objekt-

Storage verfligbar zu machen.

Uberwachen Sie den Fortschritt der Erweiterungs-Shelf-Konfiguration.
Fortschrittsbalken werden auf der Webseite angezeigt, genau wie bei der Erstinstallation.

Nach Abschluss der Konfiguration wird das Gerat automatisch neu gestartet, um den Wartungsmodus zu
beenden und wieder in das Raster einzusteigen. Dieser Vorgang kann bis zu 20 Minuten dauern.

Um die Konfiguration des Erweiterungs-Shelfs erneut zu versuchen, falls dies fehlschlagt,
wechseln Sie zum Installationsprogramm der StorageGRID-Appliance, wahlen Sie Erweitert

@ > Controller neu starten und wahlen Sie dann Neustart im Wartungsmodus aus.
Nachdem der Node neu gebootet wurde, versuchen Sie den erneut Konfiguration des
Erweiterungs-Shelfs.

Wenn der Neustart abgeschlossen ist, wird die Registerkarte Aufgaben mit Auswahlimdglichkeiten zum
Neustarten des Knotens oder zum Versetzen der Appliance in den Wartungsmodus angezeigt.

Uberpriifen Sie den Status des Appliance Storage Node und der neuen Erweiterungs-Shelfs.

a. Wahlen Sie im Grid Manager NODES aus, und Uberprifen Sie, ob der Storage Node der Appliance
Uber ein grines Hakchen verfugt.

Das griine Hakchen bedeutet, dass keine Meldungen aktiv sind und der Node mit dem Raster
verbunden ist. Eine Beschreibung der Knotensymbole finden Sie unter "Uberwachen Sie die Status der
Node-Verbindung".

b. Wahlen Sie die Registerkarte Storage aus, und bestatigen Sie, dass in der Objektspeichertabelle fiir
jedes hinzugefligte Erweiterungs-Shelf 16 neue Objektspeichern angezeigt werden.

c. Vergewissern Sie sich, dass jedes neue Erweiterungs-Shelf den Shelf-Status ,Nominal“ sowie den
Konfigurationsstatus von ,konfiguriert® aufweist.

Tauschen Sie den Speicher-Controller in der SG6000 aus

Madglicherweise mussen Sie einen E2800 Series Controller oder einen EF570 Controller
austauschen, wenn er nicht optimal funktioniert oder wenn er ausgefallen ist.
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Bevor Sie beginnen
« Sie verfligen Uber einen Ersatzcontroller mit derselben Teilenummer wie der zu ersetzenden Controller.
« Sie verflgen Uber Etiketten, um jedes Kabel, das mit dem Controller verbunden ist, zu identifizieren.
 Sie haben ein ESD-Armband oder andere antistatische Vorsichtsmalinahmen getroffen.
» Sie haben einen #1 Kreuzschlitzschraubendreher.
 Sie haben die Storage Appliance physisch gefunden, an der der Controller im Datacenter ausgetauscht

wird.

"Controller im Datacenter finden"

@ Verlassen Sie sich beim Austausch eines Controllers in der StorageGRID Appliance nicht auf
die Anweisungen zur E-Series, da die Vorgehensweisen nicht identisch sind.

Uber diese Aufgabe
Sie haben zwei Moglichkeiten zur Feststellung, ob ein ausgefallener Controller aufgetreten ist:

» Der Recovery Guru im SANTtricity System Manager fuhrt Sie dazu, den Controller zu ersetzen.

* Die gelbe Warn-LED am Controller leuchtet und gibt an, dass der Controller einen Fehler aufweist.

@ Wenn die Warn-LEDs fur beide Controller im Shelf leuchten, wenden Sie sich an den
technischen Support, um Hilfe zu erhalten.

Wenn lhre Appliance zwei Storage-Controller enthalt, konnen Sie einen der Controller austauschen, wahrend
das Gerat eingeschaltet ist und Lese-/Schreibvorgange ausfihrt, sofern die folgenden Bedingungen erfiillt
sind:

* Der zweite Controller im Shelf hat optimalen Status.

* Im Feld OK to remove im Bereich Details des Recovery Guru im SANTtricity System Manager wird Ja
angezeigt, was darauf hinweist, dass es sicher ist, diese Komponente zu entfernen.

@ Wenn moglich, schalten Sie das Gerat fur dieses Ersatzverfahren in den Wartungsmodus, um
die potenziellen Auswirkungen unvorhergesehener Fehler oder Ausfalle zu minimieren.

Wenn der zweite Controller im Shelf nicht tGber den optimalen Status verfligt oder wenn der
@ Recovery Guru angibt, dass er nicht in Ordnung ist, den Controller zu entfernen, wenden Sie
sich an den technischen Support.

Wenn Sie einen Controller austauschen, miissen Sie den Akku aus dem urspriinglichen Controller entfernen
und in den Ersatzcontroller einsetzen. In einigen Fallen missen Sie moglicherweise auch die Host-
Schnittstellenkarte vom urspriinglichen Controller entfernen und im Ersatzcontroller installieren.

@ Die Storage Controller in den meisten Appliance-Modellen umfassen keine Host Interface Cards
(HIC).

Schritt 1: Bereiten Sie die Ersatzsteuerung vor

Bereiten Sie den neuen E2800A- oder E2800B-Controller vor.
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Schritte
1. Packen Sie die neue Steuerung aus und stellen Sie sie auf eine flache, statische Oberflache.

Bewahren Sie das Verpackungsmaterial auf, das beim Versand der fehlerhaften Steuerung verwendet
werden soll.

2. Suchen Sie die Etiketten fir MAC-Adresse und FRU-Teilenummer auf der Rickseite des Ersatzcontrollers.

Diese Abbildungen zeigen den E2800A-Controller und den E2800B-Controller. Das Verfahren zum Austausch
der E2800 Controller der Serie und des EF570 Controllers ist identisch.

E2800A Storage-Controller:

E2800B Storage-Controller:

anﬂu [ ] u!:l'l L LB m@m ] LRE -."u

- | -

Etikett Komponente Beschreibung

1 MAC-Adresse Die MAC-Adresse fur Management-Port 1 (,"P1 auf E2800A
und Oa auf E2800B™"). Wenn Sie die IP-Adresse des Original-
Controllers iber DHCP erhalten haben, bendétigen Sie diese
Adresse, um eine Verbindung zum neuen Controller
herzustellen.

2 FRU-Teilenummer Die FRU-Teilenummer. Diese Nummer muss der Teilenummer
des derzeit installierten Controllers entsprechen.
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Etikett Komponente Beschreibung

3 4-Port-HIC Die Host Interface Card (HIC) mit 4 Ports. Diese Karte muss
auf den neuen Controller verschoben werden, wenn Sie den
Austausch durchfiihren.

Hinweis: Der E2800A Controller besitzt keine HIC.

Schritt 2: Den Controller offline schalten
Bereiten Sie vor, den ausgefallenen Controller zu entfernen und in den Offline-Modus zu versetzen.

Schritte

1. Bereiten Sie das Entfernen des Controllers vor. Sie flhren die folgenden Schritte mit SANtricity System
Manager aus.

a. Vergewissern Sie sich, dass die Ersatzteilnummer des ausgefallenen Controllers mit der FRU-
Teilenummer fir den Ersatz-Controller identisch ist.

Wenn ein Controller einen Fehler aufweist und ausgetauscht werden muss, wird im Bereich Details des
Recovery Guru die Ersatzteilnummer angezeigt. Wenn Sie diese Nummer manuell finden missen,
konnen Sie auf der Registerkarte Base des Controllers nachsehen.

@ Moglicher Verlust des Datenzugriffs — \Wenn die beiden Teilenummern nicht identisch
sind, versuchen Sie nicht, dieses Verfahren durchzufiihren.

a. Sichern Sie die Konfigurationsdatenbank.

Wenn beim Entfernen eines Controllers ein Problem auftritt, kdnnen Sie die gespeicherte Datei
verwenden, um |Ihre Konfiguration wiederherzustellen.

b. Sammeln von Support-Daten fir die Appliance

Durch das Erfassen von Support-Daten vor und nach dem Ersetzen einer Komponente
wird sichergestellt, dass Sie einen vollstandigen Satz von Protokollen an den
technischen Support senden kénnen, wenn der Austausch das Problem nicht behebt.

c. Nehmen Sie den Controller, den Sie ersetzen mochten, in den Offline-Modus.
2. Schaltet das Controller-Shelf aus.
Schritt 3: Entfernen Sie die Steuerung

Entfernen Sie den fehlerhaften Controller aus dem Gerét.

Schritte

1. Setzen Sie ein ESD-Armband an oder ergreifen Sie andere antistatische VorsichtsmaRnahmen.

2. Beschriften Sie die Kabel, und trennen Sie dann die Kabel und SFPs.

@ Um LeistungseinbulRen zu vermeiden, sollten Sie die Kabel nicht verdrehen, falten,
zusammendricken oder treten.
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3. Losen Sie die Steuerung vom Gerat, indem Sie die Verriegelung am Nockengriff so lange drlcken, bis sie
sich 16st, und 6ffnen Sie dann den Nockengriff nach rechts.

4. Schieben Sie den Regler mit zwei Handen und dem Nockengriff aus dem Gerat.
@ Verwenden Sie immer zwei Hande, um das Gewicht der Steuerung zu unterstitzen.

5. Stellen Sie den Controller auf eine flache, statische Oberflache, wobei die abnehmbare Abdeckung nach
oben zeigt.

6. Entfernen Sie die Abdeckung, indem Sie die Taste nach unten driicken und die Abdeckung abnehmen.
Schritt 4: Batterie auf den neuen Controller bringen
Entfernen Sie den Akku aus dem fehlerhaften Controller, und setzen Sie ihn in den Ersatz-Controller ein.

Schritte
1. Vergewissern Sie sich, dass die griine LED im Controller (zwischen Akku und DIMMSs) aus ist.

Wenn diese griine LED leuchtet, wird der Controller weiterhin mit Strom versorgt. Sie missen warten, bis
diese LED erlischt, bevor Sie Komponenten entfernen.
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Element Beschreibung
1 Interne LED fUr aktiven Cache
2 Batterie
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2. Suchen Sie den blauen Freigabehebel fir die Batterie.

3. Entriegeln Sie den Akku, indem Sie den Entriegelungshebel nach unten und aus dem Controller entfernen.

Element Beschreibung
1 Akkufreigaberiegel
2 Batterie

Heben Sie den Akku an, und schieben Sie ihn aus dem Controller.
Entfernen Sie die Abdeckung vom Ersatzcontroller.

Richten Sie den Ersatz-Controller so aus, dass der Steckplatz fiir die Batterie zu Ihnen zeigt.

N o g &

Setzen Sie den Akku in einem leichten Abwartswinkel in den Controller ein.

Sie mussen den Metallflansch an der Vorderseite der Batterie in den Schlitz an der Unterseite des
Controllers einsetzen und die Oberseite der Batterie unter den kleinen Ausrichtstift auf der linken Seite des
Controllers schieben.

8. Schieben Sie die Akkuverriegelung nach oben, um die Batterie zu sichern.

Wenn die Verriegelung einrastet, Haken unten an der Verriegelung in einen Metallschlitz am Gehause.
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9. Drehen Sie den Controller um, um zu bestatigen, dass der Akku korrekt installiert ist.

Mdogliche Hardware-Schaden — der Metallflansch an der Vorderseite der Batterie muss
@ vollstandig in den Schlitz am Controller eingesetzt werden (wie in der ersten Abbildung

dargestellt). Wenn die Batterie nicht richtig eingesetzt ist (wie in der zweiten Abbildung

dargestellt), kann der Metallflansch die Controllerplatine kontaktieren, was zu Schaden fihrt.

o Korrekt — der Metallflansch der Batterie ist vollstiandig in den Schlitz am Controller eingesetzt:

o Falsch — der Metallflansch der Batterie ist nicht in den Steckplatz an der Steuerung eingefiigt:

10. Bringen Sie die Controllerabdeckung wieder an.

Schritt 5: Verschieben Sie HIC auf neuen Controller, falls erforderlich

Wenn der ausgefallene Controller eine Host Interface Card (HIC) enthalt, verschieben Sie die HIC vom
ausgefallenen Controller auf den Ersatz-Controller.

Eine separate HIC wird nur flir den E2800B-Controller verwendet. Die HIC wird auf der Haupt-Controller-
Platine montiert und enthalt zwei SPF-Anschlisse.

@ Die Abbildungen in diesem Verfahren zeigen eine HIC mit 2 Ports. Die HIC in Ihrem Controller
hat méglicherweise eine andere Anzahl von Ports.
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E2800A
Ein E2800A-Controller verfiigt nicht Gber eine HIC.

Die Abdeckung des E2800A-Controllers wieder anbringen und mit fortfahren Schritt 6: Controller
austauschen

E2800B
Setzen Sie die HIC vom ausgefallenen E2800B-Controller auf den Ersatz-Controller.

Schritte
1. Entfernen Sie alle SFPs von der HIC.

2. Entfernen Sie mit einem #1 Kreuzschlitzschraubendreher die Schrauben, mit denen die HIC-
Frontplatte am Controller befestigt ist.

Es gibt vier Schrauben: Eine auf der Oberseite, eine auf der Seite und zwei auf der Vorderseite.

i

3. Entfernen Sie die HIC-Frontplatte.

4. Losen Sie mit den Fingern oder einem Kreuzschlitzschraubendreher die drei Randelschrauben, mit
denen die HIC an der Controllerkarte befestigt ist.

5. Losen Sie die HIC vorsichtig von der Controllerkarte, indem Sie die Karte nach oben heben und
wieder zurlickschieben.
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@ Achten Sie darauf, dass die Komponenten auf der Unterseite der HIC oder auf der
Oberseite der Controller-Karte nicht verkratzen oder stol3en.

e, —,
e

g

Etikett Beschreibung
1 Host-Schnittstellenkarte
2 Randelschrauben

. Platzieren Sie die HIC auf einer statischen Oberflache.

. Entfernen Sie mit einem #1 Kreuzschlitzschraubendreher die vier Schrauben, mit denen die leere

Frontplatte an der Ersatzsteuerung befestigt ist, und entfernen Sie die Frontplatte.

. Richten Sie die drei Randelschrauben der HIC an den entsprechenden Léchern am Ersatz-Controller

aus, und richten Sie den Anschluss an der Unterseite der HIC an dem HIC-Schnittstellenanschluss
auf der Controllerkarte aus.

Achten Sie darauf, dass die Komponenten auf der Unterseite der HIC oder auf der Oberseite der
Controller-Karte nicht verkratzen oder stoRen.

. Senken Sie die HIC vorsichtig ab, und setzen Sie den HIC-Anschluss ein, indem Sie vorsichtig auf die

HIC driicken.

@ Mogliche Gerateschaden — Vorsicht, den goldenen Bandanschluss fur die Controller-
LEDs nicht zwischen der HIC und den Randelschrauben zu quetschen.



Etikett Beschreibung
1 Host-Schnittstellenkarte

2 Randelschrauben

10. Ziehen Sie die HIC-Randelschrauben manuell fest.

1.

Verwenden Sie keinen Schraubendreher, da Sie die Schrauben sonst mdglicherweise zu fest
anziehen.

Befestigen Sie mit einem #1 Kreuzschlitzschraubendreher die HIC-Frontplatte, die Sie vom
urspringlichen Controller entfernt haben, mit vier Schrauben an der neuen Steuerung.
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12. Installieren Sie alle entfernten SFPs wieder auf der HIC.

Schritt 6: Controller austauschen

Installieren Sie den Ersatz-Controller und tberprifen Sie, ob er wieder an das Raster angeschlossen ist.

Schritte
1. Setzen Sie den Ersatzcontroller in das Gerét ein.

a. Drehen Sie den Controller um, so dass die abnehmbare Abdeckung nach unten zeigt.

b. Schieben Sie den Steuerknebel in die gedffnete Stellung, und schieben Sie ihn bis zum Gerat.
c. Bewegen Sie den Nockengriff nach links, um die Steuerung zu verriegeln.

d. Ersetzen Sie die Kabel und SFPs.

Schalten Sie das Controller-Shelf ein.

o

f. Wenn der urspriingliche Controller DHCP fir die IP-Adresse verwendet hat, suchen Sie die MAC-
Adresse auf dem Etikett auf der Rickseite des Ersatzcontrollers. Bitten Sie den Netzwerkadministrator,
die DNS/Netzwerk- und IP-Adresse des entfernten Controllers mit der MAC-Adresse des
Ersatzcontrollers zu verkntpfen.

@ Wenn der urspringliche Controller DHCP fir die IP-Adresse nicht verwendet hat,
Ubernimmt der neue Controller die IP-Adresse des entfernten Controllers.

2. Stellen Sie den Controller mit SANTtricity System Manager online:
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. Wahlen Sie Hardware.

o Qo

. Wenn die Grafik die Laufwerke anzeigt, wahlen Sie Zuriick von Regal anzeigen.

. Wahlen Sie den Controller aus, den Sie online platzieren méchten.

(9]

d. Wahlen Sie im Kontextmenu * Online platzieren* aus, und bestatigen Sie, dass Sie den Vorgang
ausfuhren méchten.

€. Vergewissern Sie sich, dass auf der 7-Segment-Anzeige ein Status von angezeigt wird 99.
3. Vergewissern Sie sich, dass der neue Controller optimal ist, und sammeln Sie Support-Daten.

Nach dem Austausch des Teils senden Sie das fehlerhafte Teil an NetApp zurick, wie in den mit dem Kit
gelieferten RMA-Anweisungen beschrieben. Siehe "Teilerickgabe Austausch" Seite flr weitere Informationen.

Ersetzen Sie Hardwarekomponenten im SG6000 Storage-Controller-Shelf

Wenn ein Hardwareproblem auftritt, missen Sie mdglicherweise eine Komponente im
Storage-Controller-Shelf ersetzen.

Bevor Sie beginnen
» Sie haben das Verfahren zum Austausch der E-Series Hardware.

 Sie haben die Storage Appliance physisch gefunden, bei der die Storage Shelf-Hardwarekomponenten im
Datacenter ausgetauscht werden.

"Controller im Datacenter finden"

Uber diese Aufgabe

Informationen zum Austauschen der Batterie im Speicher-Controller finden Sie in den Schritten in der
Anleitung fur "Austauschen eines Speicher-Controllers". Diese Anweisungen beschreiben, wie Sie einen
Controller aus dem Gerat entfernen, den Akku aus dem Controller entfernen, den Akku einbauen und den
Controller austauschen.

Anweisungen zu den anderen Field Replaceable Units (FRUs) in den Controller-Shelfs finden Sie auf der "E-
Series Verfahren fir die Systemwartung".

FRU Siehe Anweisungen
Batterie StorageGRID (diese Anleitung): Ersetzen eines Storage-Controllers
Laufwerk E-Series:

 Laufwerk austauschen (60 Laufwerke)
» Auswechseln des Laufwerks (12 Laufwerke oder 24 Laufwerke)

Leistungsbehalter E-Series

» Ersetzen Sie den Netzbehalter (60 Laufwerke).
 Ersetzen Sie das Netzteil (12 oder 24 Laufwerke).
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FRU Siehe Anweisungen

Lufterbehalter (nur Shelfs E-Series: Lifterbehalter ersetzen (60 Laufwerke)
mit 60 Laufwerken)

Laufwerkseinschub (nur  E-Series: Auswechseln der Laufwerkschublade (60 Laufwerke)
Shelfs mit 60 Laufwerken)

Nach dem Austausch des Teils senden Sie das fehlerhafte Teil an NetApp zurtick, wie in den mit dem Kit
gelieferten RMA-Anweisungen beschrieben. Siehe "Teilerlickgabe Austausch" Seite flr weitere Informationen.

Ersetzen Sie Hardwarekomponenten im optionalen SG6000 Erweiterungs-Shelf fiir 60 Laufwerke

Maoglicherweise mussen Sie ein ein ein-/Ausgabemodul, ein Netzteil oder einen Lufter im
Erweiterungs-Shelf ersetzen.

Bevor Sie beginnen
+ Sie haben das Verfahren zum Austausch der E-Series Hardware.
+ Sie haben die Storage Appliance physisch gefunden, wo Sie im Datacenter Erweiterungs-Shelf-Hardware-
Komponenten ersetzen.

"Controller im Datacenter finden"

Uber diese Aufgabe

Informationen zum Austauschen eines E/A-Moduls (IOM) in einem Erweiterungs-Shelf fur 60 Laufwerke finden
Sie in den Schritten in der Anleitung fir "Austauschen eines Speicher-Controllers".

Um ein Netzteil oder einen Lifter in einem Erweiterungs-Shelf mit 60 Laufwerken zu ersetzen, rufen Sie die E-
Series Verfahren zur Wartung von Hardware mit 60 Laufwerken auf.

FRU Weitere Informationen finden Sie in den
Anweisungen zur E-Series

Eingangs-/Ausgangsmodul (IOM) Ersetzen eines EAM
Leistungsbehalter Ersetzen Sie den Netzbehalter (60 Laufwerke).
Geblasebehalter Lifterbehalter austauschen (60 Laufwerke)

Tauschen Sie den SG6000-CN Controller aus

Mdoglicherweise mussen Sie den SG6000-CN-Controller austauschen, wenn er nicht
optimal funktioniert oder ausgefallen ist.

Bevor Sie beginnen

« Sie verfugen Uber einen Ersatzcontroller mit derselben Teilenummer wie der zu ersetzenden Controller.
Uberprifen Sie die an der Vorderseite der Controller angebrachten Tags, um sicherzustellen, dass die
Teilenummern Ubereinstimmen.
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« Sie verfugen Uber Etiketten, um jedes Kabel, das mit dem Controller verbunden ist, zu identifizieren.

» Der Controller ist physisch zu finden, der im Datacenter ersetzt werden soll.

"Controller im Datacenter finden"

Uber diese Aufgabe

Der Geratespeicherknoten kann nicht aufgerufen werden, wenn Sie den SG6000-CN-Controller austauschen.
Wenn der SG6000-CN-Controller ausreichend funktioniert, kbnnen Sie zu Beginn dieses Verfahrens ein
kontrolliertes Herunterfahren durchfiihren.

Wenn Sie den Controller vor dem Installieren der StorageGRID-Software ersetzen, kdnnen Sie
nach Abschluss dieses Verfahrens méglicherweise nicht sofort auf den StorageGRID Appliance
Installer zugreifen. Sie kdnnen zwar von anderen Hosts im selben Subnetz wie die Appliance

@ auf das Installationsprogramm der StorageGRID-Appliance zugreifen, kdnnen jedoch nicht von
Hosts in anderen Subnetzen darauf zugreifen. Diese Bedingung sollte sich innerhalb von 15
Minuten I6sen (wenn Eintrage im ARP-Cache fiir die urspriingliche Controller-Zeit erforderlich
sind), oder Sie kdnnen den Zustand sofort I6schen, indem Sie alle alten ARP-Cacheeintrage
manuell vom lokalen Router oder Gateway l6schen.

Schritte
1. Zeigt die aktuellen Konfigurationen des Gerats an und zeichnet sie auf.

a. Melden Sie sich bei der zu ersetzenden Appliance an:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
il. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

iv. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

b. Geben Sie Ein: run-host-command ipmitool lan print Zeigt die aktuellen BMC-
Konfigurationen fir die Appliance an.

2. Wenn der SG6000-CN-Controller ausreichend funktioniert, um ein kontrolliertes Herunterfahren zu
ermoglichen, "Fahren Sie den SG6000-CN-Controller herunter".

3. Wenn eine der Netzwerkschnittstellen auf dieser StorageGRID-Appliance fur DHCP konfiguriert ist,
mussen Sie mdglicherweise die permanenten DHCP-Lease-Zuordnungen auf den DHCP-Servern
aktualisieren, um auf die MAC-Adressen der Ersatz-Appliance zu verweisen. Das Update stellt sicher, dass
der Appliance die erwarteten IP-Adressen zugewiesen werden. Siehe "Aktualisieren Sie die MAC-
Adressenverweise".

4. Entfernen und ersetzen Sie den SG6000-CN-Controller:

a. Beschriften Sie die Kabel und trennen Sie dann die Kabel und alle SFP+ oder SFP28 Transceiver.

@ Um LeistungseinbulRen zu vermeiden, sollten Sie die Kabel nicht verdrehen, falten,
zusammendrucken oder treten.

b. Entfernen Sie den fehlerhaften Controller aus dem Schrank oder Rack.

c. Setzen Sie den Ersatzcontroller in den Schrank oder Rack ein.
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d. Ersetzen Sie die Kabel und alle SFP+ oder SFP28 Transceiver.

e. Schalten Sie den Controller und ein "Uberwachen Sie die Controller-LEDs" Und "Startcodes".

Wenn der Controller startet, installiert er automatisch ausstehende Updates fiir die Controller- und
Appliance-Komponenten. Die Installation dieser Updates kann eine Stunde oder langer dauern, und
der Controller wird méglicherweise mehrmals neu gestartet.

@ Starten Sie das Gerat nur dann manuell neu, wenn Sie sicher sind, dass es sich
wahrend einer Firmware-Aktualisierung um Not handelt.

Sie kénnen einen anschlieBen "Uberwachen" Oder "Service-Laptop" An den SG6000-CN-Controller,
um den Installationsfortschritt der Aktualisierung zu tberwachen.

@ In einigen Phasen des Installationsprozesses ist moglicherweise keine Verbindung zum
Service-Laptop verflgbar.

5. Wenn die Appliance, bei der Sie den Controller ausgetauscht haben, zur Verschliisselung von Daten einen
Schlisselverwaltungsserver (KMS) verwendet hat, ist moglicherweise eine zusatzliche Konfiguration
erforderlich, bevor der Node dem Grid beitreten kann. Wenn der Node nicht automatisch dem Grid
hinzugeflgt wird, stellen Sie sicher, dass die folgenden Konfigurationseinstellungen auf den neuen
Controller Ubertragen wurden, und konfigurieren Sie manuell alle Einstellungen, fir die nicht die erwartete
Konfiguration vorhanden ist:

o "Netzwerkverbindungen konfigurieren"
o "Konfigurieren Sie StorageGRID-IP-Adressen"
o "Konfigurieren Sie die Node-Verschlisselung fur die Appliance”
6. Melden Sie sich bei der Appliance mit dem ausgetauschten Controller an:
a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

7. Stellen Sie die BMC-Netzwerkverbindung fiir die Appliance wieder her. Es gibt zwei Moglichkeiten:

> VVerwenden Sie statische IP, Netzmaske und Gateway

> VVerwenden Sie DHCP, um eine IP, eine Netzmaske und ein Gateway zu erhalten

i. Geben Sie zum Wiederherstellen der BMC-Konfiguration fiir die Verwendung einer statischen IP,
Netzmaske und eines Gateways die folgenden Befehle ein:

run-host-command ipmitool lan set 1 ipsrc static
run-host-command ipmitool lan set 1 ipaddr Appliance IP
run-host-command ipmitool lan set 1 netmask Netmask IP
run-host-command ipmitool lan set 1 defgw ipaddr Default gateway

i. Geben Sie den folgenden Befehl ein, um die BMC-Konfiguration so wiederherzustellen, dass DHCP
zum Abrufen einer IP, einer Netmask und eines Gateways verwendet wird:
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run-host-command ipmitool lan set 1 ipsrc dhcp

8. Stellen Sie nach dem Wiederherstellen der BMC-Netzwerkverbindung eine Verbindung zur BMC-
Schnittstelle her, um die zusatzlich angewendete benutzerdefinierte BMC-Konfiguration zu prifen und
wiederherzustellen. Sie sollten beispielsweise die Einstellungen fir SNMP-Trap-Ziele und E-Mail-
Benachrichtigungen bestatigen. Siehe "Konfigurieren Sie die BMC-Schnittstelle”.

9. Vergewissern Sie sich, dass der Appliance-Node im Grid Manager angezeigt wird und keine Meldungen
angezeigt werden.

Nach dem Austausch des Teils senden Sie das fehlerhafte Teil an NetApp zurick, wie in den mit dem Kit
gelieferten RMA-Anweisungen beschrieben. Siehe "Teilerickgabe Austausch" Seite flr weitere Informationen.

Verwandte Informationen
» "Installieren Sie SG6000-CN im Schrank oder Rack"

+ "Statusanzeigen anzeigen anzeigen anzeigen"

* "Anzeigen von Boot-Codes fur SG6000-CN-Controller"

Tauschen Sie ein oder beide Netzteile im SG6000-CN Controller aus

Der SG6000-CN Controller verflgt Uber zwei Netzteile fur Redundanz. Wenn eines der
Netzteile ausfallt, missen Sie es so schnell wie moglich ersetzen, um sicherzustellen,
dass der Compute-Controller Uber redundante Stromversorgung verfugt. Beide im
Controller ausgefuhrten Netzteile missen das gleiche Modell und die gleiche
Stromleistung aufweisen.

Bevor Sie beginnen

« Sie haben den physischen Standort im Datacenter des Controllers ermittelt und das zu ersetzende Netzteil
verwendet.

"Lokalisierung des Controllers in einem Rechenzentrum"

* Wenn Sie nur ein Netzteil ersetzen:

o Sie haben das Ersatznetzteil entpackt und sichergestellt, dass es das gleiche Modell und die gleiche
Stromleistung wie das Netzteil ist, das Sie ersetzen.

> Sie haben bestatigt, dass das andere Netzteil installiert ist und in Betrieb ist.
* Wenn Sie beide Netzteile gleichzeitig ersetzen:
> Sie haben die Ersatz-Netzteile entpackt und sichergestellt, dass sie das gleiche Modell und die gleiche
Wattzahl haben.

Uber diese Aufgabe

Die Abbildung zeigt die beiden Netzteile des SG6000-CN Controllers, auf die Gber die Riickseite des
Controllers zugegriffen werden kann. Gehen Sie folgendermalden vor, um ein oder beide Netzteile zu ersetzen.
Wenn Sie beide Netzteile austauschen, missen Sie zunachst ein kontrolliertes Herunterfahren des Gerats
durchfuhren.
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Schritte

1. Wenn Sie nur ein Netzteil ersetzen, miissen Sie das Gerat nicht herunterfahren. Wechseln Sie zum Ziehen
Sie das Netzkabel ab Schritt: Wenn Sie beide Netzteile gleichzeitig ersetzen, gehen Sie folgendermalen
vor, bevor Sie die Netzkabel abziehen:

a. "Schalten Sie das Gerat aus".

2. [[Trenne den Netzstecker_Power_cordel, Start=2]]] Trennen Sie das Netzkabel von jedem zu ersetzenden
Netzteil.

3. Den Nockengriff an der ersten zu ersetzenden Versorgung anheben.

4. Dricken Sie auf den blauen Riegel, und ziehen Sie das Netzteil heraus.

5. Schieben Sie das Ersatznetzteil mit der blauen Verriegelung nach rechts in das Gehause.
(D Beide Netzteile missen das gleiche Modell und die gleiche Wattzahl haben.

Stellen Sie sicher, dass sich die blaue Verriegelung auf der rechten Seite befindet, wenn Sie die
Ersatzeinheit einschieben.
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6. Dricken Sie den Nockengriff nach unten, um die Ersatzstromversorgung zu sichern.

7. Wenn Sie beide Netzteile austauschen, wiederholen Sie die Schritte 2 bis 6, um das zweite Netzteil
auszutauschen.

8. "SchlieflRen Sie die Stromkabel an die ersetzten Gerate an, und wenden Sie Strom an".

Nach dem Austausch des Teils senden Sie das fehlerhafte Teil an NetApp zurick, wie in den mit dem Kit
gelieferten RMA-Anweisungen beschrieben. Siehe "Teilerickgabe Austausch" Seite flr weitere Informationen.

Lifter im SG6000-CN-Rechnercontroller ersetzen

Der Computercontroller SG6000-CN verfligt Gber acht Kuhlltfter. Wenn einer der Lifter
ausfallt, mUssen Sie ihn so schnell wie moglich austauschen, um eine ausreichende
Kuhlung des Controllers zu gewahrleisten.

Bevor Sie beginnen
« Sie haben den Ersatzllfter ausgepackt.

* Das ist schon "Das Gerat befindet sich physisch".

 Sie haben bestatigt, dass die anderen Lufter installiert sind und ausgefihrt werden.

Uber diese Aufgabe
Wahrend Sie den Lufter austauschen, ist der Speicherknoten nicht zuganglich.

Das Foto zeigt einen Lufter fir den Compute Controller SG6000-CN. Die Kahlltfter sind zuganglich, nachdem
Sie die obere Abdeckung vom Controller abgenommen haben.

@ Jede der beiden Netzteile enthalt zudem einen Lufter. Diese Lifter sind in diesem Verfahren
nicht enthalten.

Schritte
1. "Fahren Sie den SG6000-CN-Controller herunter" .

2. Heben Sie die Verriegelung an der oberen Abdeckung an, und entfernen Sie die Abdeckung vom Gerat.

3. Suchen Sie den Lufter, der ausgefallen ist.
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5. Schieben Sie den Ersatzllfter in den offenen Steckplatz des Gehauses.

Fihren Sie die Kante des Lifters mit dem Fihrungsstift nach oben. Der Stift ist im Foto eingekreist.

6. Dricken Sie den Lifteranschluss fest in die Leiterplatte.
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7. Setzen Sie die obere Abdeckung wieder auf das Gerat, und driicken Sie die Verriegelung nach unten, um
die Abdeckung zu sichern.

8. "Schalten Sie den SG6000-CN-Controller ein" .

9. Vergewissern Sie sich, dass der Appliance-Node im Grid Manager angezeigt wird und keine Meldungen
angezeigt werden.

Nach dem Austausch des Teils senden Sie das fehlerhafte Teil an NetApp zurtick, wie in den mit dem Kit
gelieferten RMA-Anweisungen beschrieben. Siehe "Teilerlickgabe Austausch" Seite fir weitere Informationen.

Ersetzen Sie die SG6000-CN CMOS-Batterie

Gehen Sie wie folgt vor, um die CMOS-Knopfzellenbatterie auf der Systemplatine
auszutauschen.

Mit diesen Verfahren konnen Sie:

» Entfernen Sie die CMOS-Batterie

» Setzen Sie die CMOS-Batterie wieder ein

Entfernen Sie die CMOS-Batterie

Bevor Sie beginnen

« Sie haben "Uberpriifen Sie das Gerét, in dem die CMOS-Batterie ausgetauscht werden muss".

 Sie haben "Physikalischer Standort des SG6000-CN-Controllers" die Stelle, an der Sie die CMOS-Batterie
im Rechenzentrum austauschen.

 Sie haben die aktuelle BMC-Konfiguration der Appliance aufgezeichnet, sofern sie weiterhin verfiigbar ist.
a. Melden Sie sich bei der zu ersetzenden Appliance an:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
il. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

iv. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

b. Geben Sie ein: run-host-command ipmitool lan print Um die aktuelle BMC-Konfiguration flr
die Appliance anzuzeigen.
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@ Vor dem Entfernen des Gerats aus dem Rack ist ein "Kontrolliertes Herunterfahren des
Gerats" erforderlich.

+ Sie haben alle Kabel und getrennt "Die Gerateabdeckung entfernt".

Uber diese Aufgabe

Um Serviceunterbrechungen zu vermeiden, vergewissern Sie sich, dass alle anderen Speicher-Nodes mit dem
Stromnetz verbunden sind, bevor Sie den Austausch der CMOS-Batterie starten, oder tauschen Sie die
Batterie wahrend eines geplanten Wartungsfensters aus, wenn Serviceunterbrechungen akzeptabel sind.
Siehe die Informationen tber "Monitoring der Verbindungsstatus der Nodes".

Wenn Sie jemals eine ILM-Regel verwendet haben, die nur eine Kopie eines Objekts erstellt,
@ mussen Sie die Batterie wahrend eines geplanten Wartungsfenster austauschen, da Sie

wahrend dieses Vorgangs vortbergehend den Zugriff auf diese Objekte verlieren kdnnen. Siehe

Informationen Gber "Warum sollten Sie die Single-Copy-Replizierung nicht verwenden".

Schritte

1. Wickeln Sie das Gurt-Ende des ESD-Armbands um |Ihr Handgelenk, und befestigen Sie das Clip-Ende auf
einer Metallmasse, um eine statische Entladung zu verhindern.

2. Suchen Sie die Steckerbaugruppe mit zwei Steckplatzen an der Rickseite des Gerats.
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3. Fassen Sie die Riserbaugruppe durch die blau markierten Locher und heben Sie sie vorsichtig nach oben.
Bewegen Sie die Riser-Baugruppe zur Vorderseite des Gehauses, wahrend Sie sie anheben, damit die
externen Anschlusse der installierten Adapter das Gehause I6schen kdnnen.

4. Platzieren Sie die Riserkarte auf einer flachen antistatischen Oberflache mit der Metallrahmen-Seite nach
unten.

5. Suchen Sie den CMOS-Akku auf der Systemplatine in der Position unter der entfernten Riserbaugruppe.

6. Dricken Sie den Halteclip mit dem Finger oder einem Kunststoffhebelwerkzeug von der Batterie weg, um
ihn aus der Steckdose zu fecken.
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7. Entfernen Sie die Batterie, und entsorgen Sie sie ordnungsgemali.

Setzen Sie die CMOS-Batterie wieder ein

Setzen Sie den Ersatz-CMOS-Akku in den Sockel auf der Systemplatine ein.

Bevor Sie beginnen

+ Sie haben die richtige Ersatz-CMOS-Batterie (CR2032).
« Sie haben die fehlerhafte CMOS-Batterie entfernt.

Schritte

1.

Wickeln Sie das Gurt-Ende des ESD-Armbands um |hr Handgelenk, und befestigen Sie das Clip-Ende auf
einer Metallmasse, um eine statische Entladung zu verhindern.

. Entfernen Sie den CMOS-Akku aus der Verpackung.

. Drucken Sie den Ersatzakku mit der positiven (+) Seite nach oben in den leeren Sockel auf der

Systemplatine, bis der Akku einrastet.

. Suchen Sie die Ausrichtbohrung an der Riserbaugruppe (eingekreist), die mit einem Fihrungsstift auf der

Systemplatine ausgerichtet ist, um die korrekte Positionierung der Riserbaugruppe zu gewahrleisten.

Positionieren Sie die Riserbaugruppe im Gehause, und stellen Sie sicher, dass sie am Anschluss und
FUhrungsstift auf der Systemplatine ausgerichtet ist. Setzen Sie dann die Riserbaugruppe ein.

Dricken Sie die Riserbaugruppe vorsichtig entlang der Mittellinie neben den blau markierten Léchern, bis
sie vollstandig sitzt.

Wenn Sie keine weiteren Wartungsmalfinahmen im Gerat durchfihren missen, setzen Sie die
Gerateabdeckung wieder ein, bringen Sie das Gerat wieder in das Rack ein, schliel3en Sie die Kabel an
und schalten Sie das Gerat mit Strom aus.

Wenn die Laufwerkverschliisselung fiir die SED-Laufwerke auf der ersetzten Appliance aktiviert war,
mussen Sie dies tun "Geben Sie die Passphrase fur die Laufwerkverschlisselung ein” So greifen Sie auf
die verschlisselten Laufwerke zu, wenn die Ersatz-Appliance zum ersten Mal gestartet wird.

. Wenn die von Ihnen ersetzte Appliance einen Verschlisselungsmanagement-Server (KMS) zum

Management der Schlussel fur die Node-Verschlisselung verwendet hat, ist mdglicherweise eine
zusatzliche Konfiguration erforderlich, bevor der Node dem Grid beitreten kann. Wenn der Node nicht
automatisch in das Raster integriert wird, stellen Sie sicher, dass diese Konfigurationseinstellungen auf die
neue Appliance Ubertragen wurden, und konfigurieren Sie manuell alle Einstellungen, die nicht Uber die
erwartete Konfiguration verfiigen:

o "Konfigurieren Sie StorageGRID-Verbindungen"
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o "Konfigurieren Sie die Node-Verschlisselung fur die Appliance"
10. Melden Sie sich bei der Appliance an:
a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
11. Stellen Sie die BMC-Netzwerkverbindung fur die Appliance wieder her. Es gibt zwei Moglichkeiten:

> VVerwenden Sie statische IP, Netzmaske und Gateway

o VVerwenden Sie DHCP, um eine IP, eine Netzmaske und ein Gateway zu erhalten

i. Geben Sie zum Wiederherstellen der BMC-Konfiguration fiir die Verwendung einer statischen IP,
Netzmaske und eines Gateways die folgenden Befehle ein:

run-host-command ipmitool lan set 1 ipsrc static
run-host-command ipmitool lan set 1 ipaddr Appliance IP
run-host-command ipmitool lan set 1 netmask Netmask IP
run-host-command ipmitool lan set 1 defgw ipaddr Default gateway

i. Geben Sie den folgenden Befehl ein, um die BMC-Konfiguration so wiederherzustellen, dass DHCP
zum Abrufen einer IP, einer Netmask und eines Gateways verwendet wird:

run-host-command ipmitool lan set 1 ipsrc dhcp

12. Stellen Sie nach dem Wiederherstellen der BMC-Netzwerkverbindung eine Verbindung zur BMC-
Schnittstelle her, um die zusatzlich angewendete benutzerdefinierte BMC-Konfiguration zu prifen und
wiederherzustellen. Sie sollten beispielsweise die Einstellungen fur SNMP-Trap-Ziele und E-Mail-
Benachrichtigungen bestatigen. Siehe "Konfigurieren Sie die BMC-Schnittstelle".

13. Vergewissern Sie sich, dass der Appliance-Node im Grid Manager angezeigt wird und keine Meldungen
angezeigt werden.

Verlegung des SG6000-CN Controllers in Schrank oder Rack

Entfernen Sie den SG6000-CN-Controller aus einem Schrank oder Rack, um auf die
obere Abdeckung zuzugreifen oder das Gerat an einen anderen Ort zu bringen. Setzen
Sie dann den Controller nach Abschluss der Hardwarewartung in einen Schrank oder ein
Rack ein.

Entfernen Sie den SG6000-CN Controller aus dem Schrank oder Rack

Entfernen Sie den SG6000-CN-Controller aus einem Schrank oder Rack, um auf die obere Abdeckung
zuzugreifen oder um den Controller an einen anderen Ort zu bewegen.

Bevor Sie beginnen

« Sie verfugen Uber Etiketten, um jedes Kabel zu identifizieren, das mit dem SG6000-CN-Controller
verbunden ist.
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* Der SG6000-CN-Controller ist in einem physischen Standort untergebracht, an dem Wartungsarbeiten im

Datacenter durchgeflihrt werden.

"Controller im Datacenter finden"

» Das ist schon "Fahren Sie den SG6000-CN-Controller herunter".

@ Fahren Sie den Controller nicht mit dem Netzschalter herunter.

Schritte

1.
2.

Kennzeichnen und trennen Sie die Controller-Stromkabel.

Wickeln Sie das Gurt-Ende des ESD-Armbands um lhr Handgelenk, und befestigen Sie das Clip-Ende auf
einer Metallmasse, um eine statische Entladung zu verhindern.

Beschriften und trennen Sie dann die Controller-Datenkabel und alle SFP+ oder SFP28-Transceiver.

@ Um LeistungseinbulRen zu vermeiden, sollten Sie die Kabel nicht verdrehen, falten,
zusammendrucken oder treten.

Losen Sie die beiden unverlierbaren Schrauben an der Vorderseite des Controllers.

. Schieben Sie den SG6000-CN-Controller nach vorn aus dem Rack, bis die Befestigungsschienen

vollstandig ausgefahren sind, und héren Sie, dass die Verriegelungen auf beiden Seiten einrasten.

Die obere Abdeckung des Controllers ist zuganglich.

. Optional: Wenn Sie den Controller vollstdndig aus dem Schrank oder Rack entfernen, befolgen Sie die

Anweisungen fur den Schienensatz, um den Controller aus den Schienen zu entfernen.

Nach dem Austausch des Teils senden Sie das fehlerhafte Teil an NetApp zurtick, wie in den mit dem Kit
gelieferten RMA-Anweisungen beschrieben. Siehe "Teilerlickgabe Austausch" Seite flr weitere Informationen.

Installieren Sie den SG6000-CN Controller wieder in den Schrank oder Rack

Setzen Sie den Controller nach Abschluss der Hardwarewartung in ein Rack oder Rack ein.

Bevor Sie beginnen

Sie haben die Controller-Abdeckung wieder installiert.

"Bringen Sie die SG6000-CN Controller-Abdeckung wieder an"

Schritte

1.

Durch Driucken der blauen Schiene werden beide Rack-Schienen gleichzeitig freigegeben, und der
SG6000-CN Controller in das Rack schieben, bis er vollstandig eingesetzt ist.

Wenn Sie den Controller nicht weiter bewegen kdnnen, ziehen Sie die blauen Laschen auf beiden Seiten
des Chassis, um den Controller vollsténdig einzuschieben.

223


https://mysupport.netapp.com/site/info/rma

2.

3.

4.

5.

@ Bringen Sie die Frontverkleidung erst an, nachdem Sie den Controller eingeschaltet haben.

Ziehen Sie die unverlierbaren Schrauben an der Vorderseite des Controllers fest, um den Controller im
Rack zu befestigen.

Wickeln Sie das Gurt-Ende des ESD-Armbands um |hr Handgelenk, und befestigen Sie das Clip-Ende auf
einer Metallmasse, um eine statische Entladung zu verhindern.

SchlieRen Sie die Controller-Datenkabel und alle SFP+- oder SFP28-Transceiver wieder an.

@ Um LeistungseinbuRen zu vermeiden, sollten Sie die Kabel nicht verdrehen, falten,
zusammendriicken oder treten.

"Kabelgerat"
Schlie3en Sie die Controller-Stromkabel wieder an.

"Anschlieen des Netzes und Anwenden der Stromversorgung (SG6000)"

Nachdem Sie fertig sind

Der Controller kann neu gestartet werden "Neu gestartet".
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Bringen Sie die SG6000-Controllerabdeckung wieder an

Entfernen Sie die Gerateabdeckung, um zu Wartungszwecken Zugang zu den internen
Komponenten zu erhalten, und bringen Sie die Abdeckung wieder an, wenn Sie fertig
sind.

Entfernen Sie die SG6000-CN Controller-Abdeckung

Entfernen Sie die Controllerabdeckung, um zu Wartungszwecken auf interne Komponenten zuzugreifen.

Bevor Sie beginnen
Entfernen Sie den Controller aus dem Schrank oder Rack, um auf die obere Abdeckung zuzugreifen.

"Entfernen Sie den SG6000-CN Controller aus dem Schrank oder Rack"

Schritte

1. Stellen Sie sicher, dass die Verriegelung der SG6000-CN-Controllerabdeckung nicht verriegelt ist. Falls
erforderlich, drehen Sie die blaue Kunststoffverriegelung um eine Vierteldrehung in die
Entsperrungsrichtung, wie auf der Verriegelung gezeigt.

2. Drehen Sie den Riegel nach oben und zurtick zur Rickseite des SG6000-CN Controller-Chassis, bis er
anhalt. Heben Sie dann die Abdeckung vorsichtig vom Chassis an, und legen Sie sie beiseite.

Wickeln Sie das Riemen eines ESD-Armbands um lhr Handgelenk, und befestigen Sie das
@ Clip-Ende auf einer Metallmasse, um eine statische Entladung zu verhindern, wenn Sie im
SG6000-CN-Controller arbeiten.

Nach dem Austausch des Teils senden Sie das fehlerhafte Teil an NetApp zurick, wie in den mit dem Kit
gelieferten RMA-Anweisungen beschrieben. Siehe "Teilerlickgabe Austausch" Seite fir weitere Informationen.

Bringen Sie die SG6000-CN Controller-Abdeckung wieder an

Setzen Sie die Controllerabdeckung wieder ein, wenn die interne Hardwarewartung abgeschlossen ist.
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Bevor Sie beginnen
Sie haben alle Wartungsarbeiten im Controller abgeschlossen.

Schritte

1. Halten Sie bei gedffneter Abdeckungsverriegelung die Abdeckung tiber dem Gehause und richten Sie die
Offnung in der oberen Abdeckung an dem Stift im Gehause aus. Wenn die Abdeckung ausgerichtet ist,
senken Sie sie auf das Gehause ab.

2. Drehen Sie die Verriegelung nach vorne und unten, bis sie anhalt und die Abdeckung vollstandig im
Gehause sitzt. Stellen Sie sicher, dass an der Vorderkante der Abdeckung keine Licken vorhanden sind.

Wenn die Abdeckung nicht vollstandig eingesetzt ist, kdnnen Sie den SG6000-CN-Controller
moglicherweise nicht in das Rack schieben.

3. Optional: Drehen Sie die blaue Kunststoffverriegelung um eine Vierteldrehung in die Schlossrichtung, wie
auf der Verriegelung gezeigt, um sie zu verriegeln.

Nachdem Sie fertig sind
"Setzen Sie den Controller wieder in den Schrank oder Rack ein."

Ersetzen Sie den Fibre-Channel-HBA in SG6000

Sie miUssen mdglicherweise einen Fibre-Channel-HBA austauschen, wenn er nicht
optimal funktioniert oder ausgefallen ist.

Uberpriifen Sie, ob der Fibre-Channel-HBA ersetzt werden soll

Wenn Sie sich nicht sicher sind, welcher Fibre Channel-Host Bus Adapter (HBA) ersetzt werden soll, fiihren
Sie dieses Verfahren aus, um ihn zu identifizieren.

Bevor Sie beginnen

+ Sie haben die Seriennummer der Speicher-Appliance oder SG6000-CN-Controller, wo der Fibre Channel
HBA ersetzt werden muss.

Wenn die Seriennummer der Speicheranwendung, die den Fibre-Channel-HBA enthalt, den

(D Sie ersetzen, mit dem Buchstaben Q beginnt, wird sie nicht im Grid Manager aufgefuhrt. Sie
muissen die an der Vorderseite der einzelnen SG6000-CN-Controller im Rechenzentrum
angebrachten Tags Uberpriifen, bis Sie eine Ubereinstimmung finden.
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« Sie sind im Grid Manager mit einem angemeldet "Unterstitzter Webbrowser".

Schritte
Wahlen Sie im Grid Manager die Option NODES aus.

1.
2.
3.

Wahlen Sie in der Tabelle auf der Seite Knoten einen Appliance Storage Node aus.

Wahlen Sie die Registerkarte Hardware aus.

Uberpriifen Sie im Abschnitt StorageGRID-Gerét die Seriennummer * des Chassis fir die Speichergerate*
und die Seriennummer fir den Rechencontroller®. Finden Sie heraus, ob eine dieser Seriennummern der

Storage Appliance entspricht, an der Sie den Fibre Channel HBA ersetzen. Wenn eine der Seriennummern
Ubereinstimmt, haben Sie die richtige Appliance gefunden.

Appliance model: @

Storage controller name: @

Storage controller WWID: @

StorageGRID Appliance

Storage controller A management IP: @

5G5660
StorageGRID-5GA-Labll
10.224.2.192

600a038000a4a707000000005e8ed5fd

. Storage appliance chassis serial number: @

1142FG000135 1
)

Storage hardware: @

Storage controller A: @

Storage data drive type: @
Storage data drive size; @
Storage RAID mode: @

Storage connectivity: @

Overall power supply: @

Storage controller firmware version: @

Storage controller failed drive count: @

Storage controller power supply A @

Storage controller power supply B: @

08.40.60.01

Nominal il
o il
Nominal ils
Nominal il
Nominal il
NL-SAS HDD

2,00TE

RAIDG

Nominal

Nominal il

U. Compute controller serial number: @

SV54365519 U

Compute controller CPU temperature: @ Nominal |||
Compute controller chassis temperature: @ Nominal |||
Storage shelves
Shelf chassis serial
$ shelfib @ = Shelfstatus @ = IOM status @
number @
SN S5V13304553 0 Nominal N/A

T e e e e i e T e T L T W LETHY L e Y T

227


https://docs.netapp.com/us-en/storagegrid/admin/web-browser-requirements.html

> Wenn der Abschnitt StorageGRID-Appliance nicht angezeigt wird, ist der ausgewahlte Node keine
StorageGRID-Appliance. Wahlen Sie einen anderen Knoten in der Strukturansicht aus.

o Wenn das Appliance-Modell nicht SG6060 oder SG6060X ist, wahlen Sie einen anderen Node aus der
Baumstruktur aus.

o Wenn die Seriennummern nicht Ubereinstimmen, wahlen Sie einen anderen Knoten aus der
Strukturansicht aus.

4. Nachdem Sie den Node gefunden haben, an dem der Fibre Channel HBA ausgetauscht werden muss,
notieren Sie die BMC IP-Adresse des Computing-Controllers im Abschnitt ,StorageGRID Appliance®.

Sie kénnen diese IP-Adresse flir verwenden "Schalten Sie die LED fur die Identifizierung des Compute-
Controllers ein", Um lhnen zu helfen, das Gerat im Rechenzentrum zu finden.

Entfernen Sie den Fibre Channel HBA

Moglicherweise miissen Sie den Fibre-Channel-Hostbus-Adapter (HBA) im SG6000-CN-Controller ersetzen,
wenn dieser nicht optimal funktioniert oder wenn er ausgefallen ist.

Bevor Sie beginnen
 Sie haben den richtigen Fibre Channel HBA fir den Austausch.

* Das ist schon "Festgestellt, welcher SG6000-CN-Controller den zu ersetzenden Fibre-Channel-HBA
enthalt".

* Das ist schon "Physikalischer Standort des SG6000-CN-Controllers" Im Datacenter zu ermoglichen.
* Das ist schon "Fahren Sie den SG6000-CN-Controller herunter".

@ Vor dem Entfernen des Controllers aus dem Rack ist ein kontrolliertes Herunterfahren
erforderlich.

» Das ist schon "Controller aus Schrank oder Rack entfernt".

» Das ist schon "Die Controllerabdeckung entfernt".

Uber diese Aufgabe

Um Serviceunterbrechungen zu vermeiden, vergewissern Sie sich, dass alle anderen Speicher-Nodes mit dem
Grid verbunden sind, bevor Sie den Austausch des Fibre-Channel-HBA starten, oder tauschen Sie den
Adapter wahrend eines geplanten Wartungsfensters aus, wenn Serviceunterbrechungen akzeptabel sind.
Siehe die Informationen Uber "Monitoring der Verbindungsstatus der Nodes".

Wenn Sie jemals eine ILM-Regel verwendet haben, die nur eine Kopie eines Objekts erstellt,
mussen Sie den Fibre Channel HBA wahrend eines geplanten Wartungsfensters ersetzen.

@ Andernfalls verlieren Sie wahrend dieses Verfahrens voribergehend den Zugriff auf diese
Objekte. + Siehe Informationen Gber "Warum sollten Sie die Single-Copy-Replizierung nicht
verwenden".

Schritte

1. Wickeln Sie das Gurt-Ende des ESD-Armbands um Ihr Handgelenk, und befestigen Sie das Clip-Ende auf
einer Metallmasse, um eine statische Entladung zu verhindern.

2. Suchen Sie die Riserbaugruppe auf der Riickseite des Controllers, der den Fibre Channel HBA enthalt.
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3. Fassen Sie die Riserbaugruppe durch die blau markierten Locher und heben Sie sie vorsichtig nach oben.
Bewegen Sie die Riser-Baugruppe zur Vorderseite des Gehauses, wahrend Sie sie anheben, damit die
externen Anschlisse der installierten Adapter das Gehause I6schen konnen.

4. Legen Sie die Riser-Karte auf eine flache antistatische Oberflache, wobei der Metallrahmen nach unten
zeigt, um auf die Adapter zuzugreifen.

In der Riserbaugruppe befinden sich zwei Adapter: Ein Fibre-Channel-HBA und ein Ethernet-
Netzwerkadapter. Der Fibre Channel HBA wird in der Abbildung angezeigt.

5. Offnen Sie die blaue Adapterverriegelung (eingekreist), und entfernen Sie den Fibre Channel HBA

vorsichtig aus der Riserbaugruppe. Den Adapter leicht einrocken, um ihn aus dem Anschluss zu entfernen.
Verwenden Sie keine UbermaRige Kraft.

6. Setzen Sie den Adapter auf eine flache antistatische Oberflache.

Nachdem Sie fertig sind
"Installieren Sie den Ersatz-Fibre-Channel-HBA".

Nach dem Austausch des Teils senden Sie das fehlerhafte Teil an NetApp zurtick, wie in den mit dem Kit
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gelieferten RMA-Anweisungen beschrieben. Siehe "Teilerlickgabe Austausch" Seite flr weitere Informationen.

Installieren Sie den Fibre Channel HBA neu

Der Ersatz-Fibre Channel HBA wird an demselben Standort installiert wie der zuvor entfernte.

Bevor Sie beginnen
« Sie haben den richtigen Fibre Channel HBA fiir den Austausch.

» Sie haben den vorhandenen Fibre Channel HBA entfernt.

"Entfernen Sie den Fibre Channel HBA"

Schritte

1. Wickeln Sie das Gurt-Ende des ESD-Armbands um |Ihr Handgelenk, und befestigen Sie das Clip-Ende auf
einer Metallmasse, um eine statische Entladung zu verhindern.

2. Entfernen Sie den Ersatz-Fibre-Channel-HBA aus der Verpackung.

3. Richten Sie den Fibre Channel-HBA mit seinem Anschluss an der Riserbaugruppe aus, und driicken Sie
dann vorsichtig den Adapter in den Anschluss, bis er vollstédndig sitzt.

In der Riserbaugruppe befinden sich zwei Adapter: Ein Fibre-Channel-HBA und ein Ethernet-
Netzwerkadapter. Der Fibre Channel HBA wird in der Abbildung angezeigt.

4. Suchen Sie die Ausrichtbohrung an der Riserbaugruppe (eingekreist), die mit einem Fihrungsstift auf der
Systemplatine ausgerichtet ist, um die korrekte Positionierung der Riserbaugruppe zu gewahrleisten.

5. Positionieren Sie die Riserbaugruppe im Gehause, und stellen Sie sicher, dass sie am Anschluss und
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FUhrungsstift auf der Systemplatine ausgerichtet ist. Setzen Sie dann die Riserbaugruppe ein.

6. Dricken Sie die Riserbaugruppe vorsichtig entlang der Mittellinie neben den blau markierten Lochern, bis
sie vollstandig sitzt.

7. Entfernen Sie die Schutzkappen von den Fibre Channel HBA-Ports, an denen Sie die Kabel neu
installieren.

Nachdem Sie fertig sind

Wenn Sie keine weiteren Wartungsmalfinahmen im Controller durchfiihren missen, "Bringen Sie die
Controllerabdeckung wieder an".

Hardware der SG6100 Storage Appliance warten

SG6100 Appliance warten

Maoglicherweise mussen Sie WartungsmalRnahmen an lhrem Gerat durchflhren. In
diesem Abschnitt finden Sie spezifische Verfahren zur Wartung Ihrer SG6100 Appliance.

Bei den in diesem Abschnitt beschriebenen Verfahren wird davon ausgegangen, dass die Appliance bereits als
Storage-Node in einem StorageGRID-System bereitgestellt wurde.

Wartungskonfigurationsverfahren werden tUber den Appliance Installer, Grid Manager oder die BMC-
Schnittstelle durchgefiihrt. Hierzu gehdren folgende Verfahren:

« "Schalten Sie die Appliance Identify-LED ein und aus"

» "Suchen Sie die Appliance im Datacenter"

+ "Schalten Sie das Geréat aus"

« "Andern Sie die Link-Konfiguration der Appliance"

Hardware-Wartungsverfahren erfordern die physische Manipulation bestimmter SGF6112- oder SG6160-
Komponenten.

Upgrade der Laufwerk-Firmware

Die Firmware auf den Laufwerken im SGF6112 wird bei jedem Neustart des Gerats automatisch Uberprift. Bei
Bedarf wird die Firmware automatisch auf die Version aktualisiert, die von der aktuellen StorageGRID-Version
erwartet wird. Firmware-Upgrades erfolgen in der Regel wahrend Upgrades der StorageGRID Software. Alle
notwendigen Upgrades der Laufwerk-Firmware fir bestehende StorageGRID-Versionen werden in Hotfixes
integriert. Befolgen Sie die Anweisungen, die jedem Hotfix beiliegen, um sicherzustellen, dass das Upgrade
auf alle Laufwerke angewendet wird, die davon profitieren kénnten.

@ SANTtricity System Manager ist nicht fir die Wartung der SGF6112 Appliance erforderlich.

Allgemeine Wartungsverfahren

Siehe "Allgemeine Wartungsverfahren" Fir Verfahren, die fir alle Appliances gleich sind, wie z. B. das
Anwenden eines Hotfix, das Wiederherstellen eines Knotens oder Standorts und das Durchfiihren von
Netzwerkwartungen.

Siehe "Appliance-Hardware einrichten" Fur Geratewartungsverfahren, die auch wahrend der Erstinstallation
und -Konfiguration der Appliance durchgefihrt werden.
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Verfahren zur Wartungskonfiguration

Upgrade-SANtricity (SG6160)

Aktualisieren Sie das SANtricity Betriebssystem auf SG6100 Storage Controllern mithilfe des Grid Manager

Fur Storage-Controller, die derzeit SANtricity OS 08.42.20.00 (11.42) oder hoher
verwenden, konnen Sie ein Upgrade mit dem Grid-Manager oder dem Wartungsmodus
durchflhren.

Bevor Sie beginnen

* Wenn Sie die SANTtricity OS Version nicht von erhalten haben, auf die Sie ein Upgrade durchfihren
mochten "NetApp Downloads mit StorageGRID Appliance”, Sie haben konsultiert "NetApp Downloads mit
StorageGRID Appliance" Oder im "NetApp Interoperabilitats-Matrix-Tool (IMT)" Um sicherzustellen, dass
die fur das Upgrade verwendete SANtricity OS-Version mit Ihrer Appliance kompatibel ist.

+ Sie haben die "Berechtigung fur Wartung oder Root-Zugriff".
+ Sie sind im Grid Manager mit einem angemeldet "Unterstitzter Webbrowser".

 Sie haben die Provisionierungs-Passphrase.

Uber diese Aufgabe

Andere Software-Updates (StorageGRID Software-Upgrade oder Hotfix) kdnnen nicht ausgefiihrt werden,
wahrend ein SANTtricity-Betriebssystem-Upgrade durchgefihrt wird. Wenn Sie versuchen, vor Abschluss des
SANTtricity OS-Upgrades einen Hotfix oder ein StorageGRID-Software-Upgrade zu starten, werden Sie zur
Upgrade-Seite von SANTtricity OS umgeleitet.

Der Vorgang ist erst abgeschlossen, wenn das SANtricity OS-Upgrade erfolgreich auf alle fiir das Upgrade
ausgewahlten Knoten angewendet wurde. Das Laden des SANItricity -Betriebssystems auf jedem Knoten
(nacheinander) kann mehr als 30 Minuten dauern und der Neustart jedes StorageGRID Speichergerats kann
bis zu 90 Minuten dauern. Knoten in Ihrem Grid, die SANtricity OS nicht verwenden, sind von diesem
Verfahren nicht betroffen.

Die folgenden Schritte sind nur anwendbar, wenn Sie den Grid Manager zur Durchflihrung des

@ Upgrades verwenden. Die Storage Controller in der Appliance kdnnen nicht mit dem Grid-
Manager aktualisiert werden, wenn die Controller SANTtricity OS verwenden, die alter als
08.42.20.00 (11.42) sind.

Mit diesem Verfahren wird der NVSRAM automatisch auf die neueste Version aktualisiert, die
@ mit dem Upgrade des SANTtricity-Betriebssystems verknlpft ist. Sie missen keine separate
NVSRAM-Aktualisierungsdatei anwenden.

@ Wenden Sie den neuesten StorageGRID -Hotfix an, bevor Sie mit diesem Verfahren beginnen.
Sehen "StorageGRID Hotfix Verfahren" fir Details.

Schritte

1. Laden Sie die neue SANTtricity OS Softwaredatei von herunter "NetApp Downloads mit StorageGRID
Appliance".

Wahlen Sie die SANTtricity OS-Version fur Ihre Speichercontroller.

2. Wahlen Sie WARTUNG > System > Software-Update.
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Software update

You can upgrade StorageGRID software, apply a hotfix, or upgrade the SANtricity OS software on StorageGRID storage
appliances. NetApp recommends you apply the latest hotfix before and after each software upgrade. Some hotfixes are

required to prevent data loss.

StorageGRID upgrade StorageGRID hotfix SANtricity OS update
Upgrade to the next StorageGRID Apply a hotfix to your current Update the SANtricity OS software
version and apply the latest hotfix StorageGRID software version. on your StorageGRID storage
for that version. appliances.

Upgrade — Apply hotfix — Update —

3. Wahlen Sie im Abschnitt SANtricity OS Update die Option Update aus.

Die Seite SANtricity OS Upgrade wird angezeigt und enthalt die Details zu den einzelnen Appliance-
Nodes, einschlieflich:

o Node-Name

o Standort

o Appliance-Modell

> Version des SANItricity Betriebssystems

o Status

o Status des letzten Upgrades

4. Lesen Sie die Informationen in der Tabelle fiir alle Upgrade-fahigen Gerate. Vergewissern Sie sich, dass
alle Speicher-Controller den Status nominal haben. Wenn der Status eines Controllers Unbekannt lautet,
gehen Sie zu Nodes > Appliance Node > Hardware, um das Problem zu untersuchen und zu beheben.

5. Wahlen Sie die Upgrade-Datei fur das SANtricity Betriebssystem aus, die Sie von der NetApp Support-
Website heruntergeladen haben.
a. Wahlen Sie Durchsuchen.
b. Suchen und wahlen Sie die Datei aus.
c. Wahlen Sie Offen.

Die Datei wird hochgeladen und validiert. Wenn der Validierungsprozess abgeschlossen ist, wird der
Dateiname mit einem griinen Hakchen neben der Schaltflache Browse angezeigt. Andern Sie den
Dateinamen nicht, da er Teil des Uberpriifungsprozesses ist.

6. Geben Sie die Provisionierungs-Passphrase ein und wahlen Sie Weiter.

Ein Warnfeld zeigt an, dass die Verbindung lhres Browsers vortibergehend unterbrochen wird, da Dienste
auf Knoten, die aktualisiert werden, neu gestartet werden.

7. Wahlen Sie Ja, um die SANTtricity OS-Upgrade-Datei auf den primaren Admin-Knoten zu Ubertragen.
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Wenn das SANTtricity OS Upgrade startet:

a. Die Integritatsprifung wird ausgefiihrt. Dieser Prozess uberprift, dass flr keine Nodes der Status
~LAufmerksamkeit erforderlich® angezeigt wird.

@ Wenn Fehler gemeldet werden, beheben Sie sie, und wahlen Sie erneut Start.

b. Die Fortschrittstabelle fir das SANtricity OS-Upgrade wird angezeigt. In dieser Tabelle werden alle
Storage-Nodes in Inrem Raster und die aktuelle Phase des Upgrades fiir jeden Node angezeigt.

In der Tabelle sind alle Appliance Storage-Nodes aufgeflihrt. Softwarebasierte Storage-
Nodes werden nicht angezeigt. Wahlen Sie fur alle Nodes, die das Upgrade erfordern *
genehmigen.

SANtricity OS
Upload files —— e Upgrade

Approved nodes are added to a queue and upgraded sequentially. Each node can take up to 30 minutes, which includes updating NVSRAM. When

the upgrade is complete, the node is rebooted.

Select Approve all or approve nodes one at a time. To remove nodes from the queue, select Remove all or remove nodes one at a time. If the

uploaded file doesn't apply to an approved node, the upgrade process skips that node and moves to the next node in the queue.
Optionally, select Skip nodes and finish to end the upgrade and skip any unapproved nodes.
SANtricity OS upgrade file: RCB_11.70.3_280x_6283a64d.dlp

0 out of 3 completed

Approve a O\

Current . - >
Node name # ) %+  Progress * Stage Details status @ < Actions
version

Waiting for you to

10-224-2-24-51 @ 08.40.60.01 Nominal Approve
approve
lab-37-sgws Waiting for you to
08.73.00.00 Nominal ApProve
quanta-10 @ approve

B . Waiting for you to
storage-T (7] 98.72.09.00 Nominal Approve

approve
Skip nodes and finish

8. Sortieren Sie die Liste der Knoten wahlweise in aufsteigender oder absteigender Reihenfolge nach:

> Node-Name

o Aktuelle Version
o Fortschritt

o Stufe

o Status
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Sie kénnen auch einen Begriff in das Suchfeld eingeben, um nach bestimmten Knoten zu suchen.

9. Genehmigen Sie die Grid-Knoten, die Sie zur Upgrade-Warteschlange hinzufigen méchten. Genehmigte
Nodes werden nacheinander aktualisiert.

Genehmigen Sie das SANTtricity OS Upgrade flr einen Appliance-Speicher-Node nur, wenn
Sie sicher sind, dass der Node bereit ist, angehalten und neu gestartet zu werden. Wenn
@ das Upgrade von SANTtricity OS auf einem Node genehmigt wird, werden die Services auf
diesem Node angehalten und der Upgrade-Prozess beginnt. Wenn die Aktualisierung des
Node abgeschlossen ist, wird der Appliance-Node spater neu gebootet. Diese Vorgange
kénnen zu Serviceunterbrechungen fir Clients fihren, die mit dem Node kommunizieren.

o Klicken Sie auf die Schaltflache Alle genehmigen, um alle Speicher-Nodes der SANTtricity OS
Upgrade-Warteschlange hinzuzuftigen.

Wenn die Reihenfolge, in der die Knoten aktualisiert werden, wichtig ist, genehmigen
Sie nacheinander Knoten oder Gruppen von Knoten, und warten Sie, bis das Upgrade
fur jeden Knoten abgeschlossen ist, bevor Sie den nachsten Knoten genehmigen.

o Wabhlen Sie eine oder mehrere Genehmigen-Schaltflachen, um einen oder mehrere Knoten zur
SANtricity OS-Upgrade-Warteschlange hinzuzufiigen. Die Schaltflache approve ist deaktiviert, wenn
der Status nicht nominal ist.

Nachdem Sie Genehmigen ausgewahlt haben, bestimmt der Upgrade-Prozess, ob der Knoten
aktualisiert werden kann. Wenn ein Knoten aktualisiert werden kann, wird er der Upgrade-
Warteschlange hinzugefigt.

Bei einigen Nodes wird die ausgewahlte Upgrade-Datei absichtlich nicht angewendet. Sie kdnnen das
Upgrade abschlie3en, ohne dass Sie ein Upgrade dieser spezifischen Nodes durchfiihren missen. Nodes,
die absichtlich kein Upgrade durchgeflihrt wurden, zeigen eine Phase komplett (Upgrade versucht) und
geben den Grund an, warum der Node nicht in der Spalte Details aktualisiert wurde.

10. Wenn Sie einen Knoten oder alle Knoten aus der SANTtricity OS Upgrade-Warteschlange entfernen
mochten, wahlen Sie Entfernen oder Alle entfernen.

Wenn die Phase Uber Queued hinaus fortschreitet, wird die Schaltflache Entfernen ausgeblendet und Sie
kénnen den Knoten nicht mehr aus dem SANTtricity OS-Upgrade-Prozess entfernen.

11. Warten Sie, wahrend das SANtricity OS Upgrade auf jeden genehmigten Grid-Node angewendet wird.

> Wenn bei einem Node wahrend der Anwendung des SANTtricity OS Upgrades eine Fehlerstufe
angezeigt wird, ist das Upgrade fir den Node fehlgeschlagen. Mithilfe des technischen Supports
mussen Sie das Gerat moglicherweise in den Wartungsmodus versetzen, um es wiederherzustellen.

o Wenn die Firmware auf dem Node zu alt ist, um mit dem Grid-Manager aktualisiert zu werden, wird auf
dem Node die Fehlerstufe angezeigt. Darin enthalten sind die Details, die Sie zum Upgrade von
SANTtricity OS auf dem Node mit dem Wartungsmodus verwenden missen. Gehen Sie wie folgt vor,
um den Fehler zu beheben:

i. Verwenden Sie den Wartungsmodus, um ein Upgrade von SANtricity OS auf dem Node
durchzufiihren, auf dem eine Fehlerstufe angezeigt wird.

i. Verwenden Sie den Grid-Manager, um das SANtricity OS-Upgrade neu zu starten und
abzuschlieflen.

Wenn das SANTtricity OS Upgrade auf allen genehmigten Nodes abgeschlossen ist, wird die
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Fortschrittstabelle flir SANtricity OS Upgrades geschlossen, und ein griines Banner zeigt die Anzahl der
aktualisierten Nodes sowie Datum und Uhrzeit des Upgrades an.

12. Wenn ein Knoten nicht aktualisiert werden kann, notieren Sie sich den Grund, der in der Spalte Details
angezeigt wird, und fihren Sie die entsprechende Aktion durch.

@ Das SANTtricity OS-Upgrade ist erst abgeschlossen, wenn Sie das SANTtricity OS-Upgrade
auf allen aufgeflhrten Storage-Nodes genehmigen.

Grund Empfohlene MaRnahmen
Storage-Node wurde bereits Keine weiteren MaRnahmen erforderlich.
aktualisiert.

Das SANTtricity OS Upgrade ist fur Der Node verfiigt nicht Uber einen Storage Controller, der vom
diesen Node nicht verflgbar. StorageGRID System gemanagt werden kann. SchlieRen Sie das
Upgrade ab, ohne den Node mit dieser Meldung zu aktualisieren.

Die SANtricity OS-Datei ist mit Der Node erfordert eine andere SANtricity OS-Datei als die

diesem Node nicht kompatibel. ausgewahlte.
Laden Sie nach Abschluss des aktuellen Upgrades die korrekte
SANTtricity OS-Datei fur den Node herunter, und wiederholen Sie den
Upgrade-Vorgang.

13. Wenn Sie die Genehmigung von Nodes beenden und zur Seite SANtricity OS zurlckkehren méchten, um
einen Upload einer neuen SANtricity OS-Datei zu ermdglichen, gehen Sie wie folgt vor:

a. Wahlen Sie Knoten liberspringen und beenden.

Es wird eine Warnung angezeigt, in der Sie gefragt werden, ob Sie den Aktualisierungsvorgang wirklich
beenden mochten, ohne alle zutreffenden Knoten zu aktualisieren.

b. Wahlen Sie * OK* aus, um zur Seite SANtricity OS zurlickzukehren.

c. Wenn Sie bereit sind, mit der Genehmigung von Knoten fortzufahren, Laden Sie das SANTtricity OS
herunter Um den Upgrade-Vorgang neu zu starten.

@ Nodes, die bereits genehmigt und ohne Fehler aktualisiert wurden, werden weiterhin
aktualisiert.

14. Wiederholen Sie diesen Upgrade-Vorgang fur Knoten im Status ,,Abgeschlossen®, die eine andere
SANTtricity OS-Upgrade-Datei erfordern.

@ Verwenden Sie flr Knoten mit dem Status ,Bendtigt Aufmerksamkeit® den Wartungsmodus,
um das Upgrade durchzufihren.

Verwandte Informationen

* "NetApp Interoperabilitats-Matrix-Tool"
« "Flhren Sie ein Upgrade des SANtricity OS auf SG6100 Controllern mithilfe des Wartungsmodus durch"
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Fuhren Sie ein Upgrade des SANtricity OS auf dem SG6160 Storage-Controller im Wartungsmodus durch

Sie kdnnen den Wartungsmodus verwenden, um ein Upgrade von SANTtricity OS auf dem
SG6160 Controller durchzufthren.

Fir Storage-Controller, die derzeit SANtricity OS verwenden, die alter als 08.42.20.00 (11.42) sind, missen Sie
das Verfahren des Wartungsmodus verwenden, um ein Upgrade durchzufiihren.

Fir Storage-Controller, die derzeit SANTtricity OS mit einem neueren Betriebssystem als

@ 08.42.20.00 (11.42) verwenden, wird empfohlen, dies zu tun "Verwenden Sie den Grid Manager,
um ein Upgrade anzuwenden". Sie kdbnnen das Verfahren fir den Wartungsmodus jedoch
verwenden, wenn Sie es bevorzugen oder vom technischen Support dazu angewiesen wurden.

Bevor Sie beginnen
» Sie haben den konsultiert "NetApp Interoperabilitats-Matrix-Tool (IMT)" Um sicherzustellen, dass die fur
das Upgrade verwendete SANTtricity OS-Version mit lhrer Appliance kompatibel ist.

+ Sie missen den SG6160 Controller in einsetzen "Wartungsmodus", Der alle 1/0-Vorgange zu den E4000-
Speichercontrollern stoppt.

In seltenen Fallen kann es vorkommen, dass eine StorageGRID Appliance in den
Wartungsmodus versetzt wird, damit die Appliance fir den Remote-Zugriff nicht verfiigbar
ist.

Uber diese Aufgabe

Flihren Sie keine Upgrades des SANTtricity Betriebssystems oder des NVSRAM im Storage Controller auf mehr
als einer StorageGRID Appliance gleichzeitig durch.

Wenn Sie mehrere StorageGRID Appliances gleichzeitig aktualisieren, kann dies in
@ Abhangigkeit von Ihrem Implementierungsmodell und den ILM-Richtlinien zu
Datenunverflgbarkeit fihren.

Schritte
1. Uberpriifen Sie, ob das Gerat in ist "Wartungsmodus".
2. Greifen Sie Uber ein Service-Laptop auf den SANtricity System Manager zu und melden Sie sich an.

3. Laden Sie die neue SANTtricity OS Software-Datei und die NVSRAM-Datei auf den Management-Client
herunter.

@ Das NVSRAM bezieht sich auf die StorageGRID Appliance. Verwenden Sie den Standard-
NVSRAM-Download nicht.

4. Befolgen Sie die Anweisungen in der "Upgrade von SANtricity OS Guide" oder der Online-Hilfe des
SANTtricity System Managers, um die Firmware und den NVSRAM zu aktualisieren.

@ Aktivieren Sie die Upgrade-Dateien sofort. Die Aktivierung darf nicht verzogert werden.

5. Wenn diese Prozedur erfolgreich abgeschlossen ist und Sie weitere durchzuflihrenden Verfahren haben,
wahrend sich der Node im Wartungsmodus befindet, flihren Sie sie jetzt aus. Wenn Sie fertig sind oder
Fehler auftreten und von vorne beginnen méchten, wahlen Sie Erweitert > Controller neu starten aus,
und wahlen Sie dann eine der folgenden Optionen aus:
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o Wahlen Sie Neustart in StorageGRID aus

o Wahlen Sie Neustart im Wartungsmodus aus, um den Controller neu zu starten, wobei der Knoten
noch im Wartungsmodus bleibt. Wahlen Sie diese Option aus, wenn wahrend des Verfahrens Fehler
auftreten und neu starten méchten. Nachdem der Node das Neubooten in den Wartungsmodus
abgeschlossen hat, starten Sie den entsprechenden Schritt wahrend des ausgefallenen Verfahrens
neu.

Es kann bis zu 20 Minuten dauern, bis das Gerat neu gestartet wird und sich wieder mit dem Netz
verbindet. So bestatigen Sie, dass der Neustart abgeschlossen ist und der Knoten wieder dem Grid
beigetreten ist:

i. Wahlen Sie im Grid Manager NODES aus.

i ..
Uberprifen Sie, ob der Appliance-Knoten einen normalen Status hat (griines Hékchen-SymboIG

links neben dem Knotennamen), was darauf hinweist, dass keine Warnungen aktiv sind und der
Knoten mit dem Grid verbunden ist.

Verwandte Informationen

"Aktualisieren Sie SANtricity OS auf Storage-Controllern mit Grid Manager"

Aktualisieren Sie die Laufwerksfirmware (SG6160).

Automatisches Upgrade der SG6160-Laufwerksfirmware wahrend des Neustarts der Appliance

Der StorageGRID Appliance Installer installiert beim Neustart der Appliance automatisch
die neuesten Firmware-Dateien fur E-Series-Laufwerke.

Firmware-Dateien fiir Laufwerke der E-Serie sind in der StorageGRID -Software enthalten. Diese Updates
werden automatisch installiert, wenn ein StorageGRID -Gerat neu gestartet wird:

* Hinein"Wartungsmodus"
* Im Rahmen einer "Rollierender Neustart"
* Wahrend einer "StorageGRID -Versionsupgrade" oder "Hotfix-Installation”

» Wahrend einer"SANtricity OS-Upgrade" Verwenden des Wartungsmodus

@ Fir Knoten mit dem Status ,Benétigt Aufmerksamkeit® wird kein Versuch unternommen, die
Laufwerksfirmware zu aktualisieren.

@ Wahrend ein Gerat neu gestartet wird, wird die E/A-Aktivitat (Eingabe/Ausgabe) zum
Speichercontroller gestoppt.

Sie kénnen Laufwerk-Firmware-Upgrades auch manuell mit dem SANTtricity System Manager
installieren"online" oder"offline" Verfahren:

» So wenden Sie ein neues Laufwerk-Firmware-Upgrade an, bevor es in die StorageGRID -Software
integriert wird
* Wenn ein automatisches Firmware-Upgrade des Laufwerks fehlschlagt

* So verwenden Sie den SANTtricity System Manager"Online-Upgrade der Laufwerksfirmware" vom Grid
Manager, anstatt den Knoten neu zu starten
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Upgrade der Firmware des SG6100 Laufwerks mithilfe der SANtricity System Manager Online-Methode (SG6160)

Aktualisieren Sie mit der Online-Methode des SANTtricity System Managers die Firmware
auf den Laufwerken in Ihrer Appliance, um sicherzustellen, dass Sie Uber die neuesten
Funktionen und Fehlerbehebungen verfugen.

Dieses Verfahren gilt nicht fir die NVMe SSDs im SG6100-CN, die wahrend StorageGRID-
Software-Upgrades aktualisiert werden. Nur Laufwerke im E4000 kénnen mit diesem Verfahren
aktualisiert werden.

Bevor Sie beginnen

» Die Storage Appliance hat einen optimalen Status.

» Alle Laufwerke haben einen optimalen Status.

Aktualisieren Sie nicht gleichzeitig die Laufwerk-Firmware auf mehr als einer StorageGRID
Appliance. Dies kann je nach Bereitstellungsmodell und ILM-Richtlinie zu einer
Nichtverfigbarkeit von Daten fihren.

Uber diese Aufgabe

Die Laufwerke werden nacheinander aktualisiert, wahrend die Appliance 1/0-Vorgange durchfihrt Bei dieser
Methode mussen Sie das Gerat nicht in den Wartungsmodus versetzen. Allerdings kann die System-
Performance beeintrachtigt sein und das Upgrade kann mehrere Stunden langer dauern als die Offline-
Methode.

Laufwerke, die zu Volumes ohne Redundanz gehdren, missen mithilfe des aktualisiert werden
"Offline-Methode". Die Offline-Methode sollte fir alle Pools oder Volume-Gruppen verwendet
werden, die derzeit heruntergestuft sind.

Schritte
1. Greifen Sie mit einer der folgenden Methoden auf SANtricity System Manager zu:

> Verwenden Sie das StorageGRID-Appliance-Installationsprogramm, und wahlen Sie Erweitert >
SANtricity-Systemmanager

> VVerwenden Sie den Grid-Manager, und wahlen Sie NODES > Storage Node > SANtricity System
Manager aus

> Verwenden Sie SANtricity System Manager, indem Sie zur Storage Controller-IP navigieren:
https://Storage Controller IP

2. Geben Sie bei Bedarf den Benutzernamen und das Kennwort des SANtricity System Manager-
Administrators ein.
3. Uberprifen Sie die Version der Laufwerk-Firmware, die derzeit in der Speicher-Appliance installiert ist:
a. Wahlen Sie im SANtricity System Manager SUPPORT > Upgrade-Center aus.
b. Wahlen Sie unter Laufwerk-Firmware-Upgrade die Option Upgrade starten aus.

Auf der Seite Laufwerksfirmware aktualisieren werden die aktuell installierten Laufwerksfirmware-
Dateien angezeigt.

c. Beachten Sie die aktuellen Versionen der Laufwerk-Firmware und die Laufwerkskennungen in der
Spalte Aktueller Laufwerk-Firmware.
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Upgrade Drive Firmware

1 Select Upgrade Files

Review your current drnive firmware and select upgrade files below..

What do | need to know before upgrading drive firmware?

Current Drive Firmware

| MS02, KPM51VUGB00G |

Total rows: 1 D

In diesem Beispiel:

= Die Version der Laufwerk-Firmware lautet MS02.
= Die Laufwerk-ID lautet KPM51VUG800G.

d. Wahlen Sie in der Spalte ,verbundene Laufwerke* die Option Laufwerke anzeigen aus, um
anzuzeigen, wo diese Laufwerke in lhrem Speichergerat installiert sind.

e. Schliel3en Sie das Fenster Upgrade Drive Firmware.
4. Laden Sie das verflugbare Laufwerk-Firmware-Upgrade herunter, und bereiten Sie es vor:

a. Wahlen Sie unter Laufwerk-Firmware-Upgrade NetApp Support aus.

b. Wahlen Sie auf der NetApp Support-Website die Registerkarte Downloads aus und wahlen Sie dann
E-Series Festplatten-Firmware aus.
Die Seite E-Series Festplatten-Firmware wird angezeigt.

c. Suchen Sie nach jedem in lhrer Speicheranwendung installierten Drive Identifier, und stellen Sie
sicher, dass jeder Laufwerkkennung die neueste Firmware-Version hat.

= Wenn die Firmware-Version kein Link ist, hat diese Laufwerkkennung die neueste Firmware-
Version.

= Wenn eine oder mehrere Laufwerk-Teilenummern fir eine Laufwerksidentifikation aufgefihrt sind,
ist fur diese Laufwerke ein Firmware-Upgrade verflugbar. Sie kbnnen einen beliebigen Link
auswahlen, um die Firmware-Datei herunterzuladen.
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PRODUCTS v SYSTEMS v DOCS & KNOWLEDGEBASE v COMMUNITY v~ DOWNLOADS v TOOLS v CASES v PARTS v

Downloads = Firmware = E-Series Disk Firmware

E-Series Disk Firmware

Download all current E-Series Disk Firmware

Drive Part Number Descriptions Drive Identifier 5 Firmware Rev. (Download) Notes and Config Info Release Date

Drive Part Number Descriptions KPM51VUG800G Firmware Rev. (Download

MS02 Fixes Bug 1194908

E-X4041C 55D, 800GB, SAS, P KPM51VUGB00G M503 -~ 04-5ep-2020
MS03 Fixes Bug 1334862

d. Wenn eine spatere Firmware-Version aufgefuhrt wird, wahlen Sie den Link im Firmware-Rev. Aus
(Download) Spalte zum Herunterladen einer . zip Archiv mit der Firmware-Datei.

e. Extrahieren Sie die von der Support-Website heruntergeladenen Archivdateien der Laufwerk-Firmware
(entpacken).

5. Installieren Sie das Laufwerk-Firmware-Upgrade:
a. Wahlen Sie im SANItricity System Manager unter Upgrade der Laufwerk-Firmware die Option Upgrade
starten aus.
b. Wahlen Sie Durchsuchen aus, und wahlen Sie die neuen Laufwerk-Firmware-Dateien aus, die Sie
von der Support-Website heruntergeladen haben.

Die Firmware-Dateien des Laufwerks haben einen ahnlichen Dateinamen wie
D HUC101212CSS600 30602291 MSO01 2800 0002.dlp.

Sie kdnnen bis zu vier Laufwerk-Firmware-Dateien auswahlen, jeweils eine. Wenn mehrere Firmware-
Dateien eines Laufwerks mit demselben Laufwerk kompatibel sind, wird ein Dateikonflikt angezeigt.
Legen Sie fest, welche Laufwerk-Firmware-Datei Sie fur das Upgrade verwenden méchten, und
entfernen Sie die andere.

c. Wahlen Sie Weiter.

Select Drives listet die Laufwerke auf, die Sie mit den ausgewahlten Firmware-Dateien aktualisieren
konnen.

Es werden nur kompatible Laufwerke angezeigt.

Die ausgewahlte Firmware fiir das Laufwerk wird in der Spalte vorgeschlagene Firmware angezeigt.
Wenn Sie diese Firmware andern missen, wahlen Sie Zuriick.

d. Wahlen Sie Alle Laufwerke online aktualisieren — Aktualisieren Sie die Laufwerke, die einen
Firmware-Download unterstitzen kdnnen, wahrend das Speicherarray |/O-Vorgange verarbeitet Sie

mussen die I/O-Vorgange fur die zugehdrigen Volumes, die diese Laufwerke verwenden, nicht stoppen,
wenn Sie diese Aktualisierungsmethode auswahlen.

@ Ein Online-Upgrade kann mehrere Stunden langer dauern als ein Offline-Upgrade.

e. Wahlen Sie in der ersten Spalte der Tabelle das Laufwerk oder die Laufwerke aus, die aktualisiert
werden sollen.

Als Best Practice wird empfohlen, alle Laufwerke desselben Modells auf dieselbe Firmware-Version zu
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aktualisieren.
f. Wahlen Sie Start und bestatigen Sie, dass Sie das Upgrade durchfiihren mochten.

Wenn Sie das Upgrade beenden méchten, wahlen Sie Stopp. Alle derzeit ausgefihrten Firmware-
Downloads abgeschlossen. Alle nicht gestarteten Firmware-Downloads werden abgebrochen.

@ Das Anhalten der Laufwerk-Firmware-Aktualisierung kann zu Datenverlust oder nicht
verfugbaren Laufwerken fihren.

g. (Optional) um eine Liste der aktualisierten Versionen anzuzeigen, wahlen Sie Protokoll speichern.

Die Protokolldatei wird im Download-Ordner fiir lnren Browser mit dem Namen gespeichert latest-
upgrade-log-timestamp.txt.

"Beheben Sie bei Bedarf Fehler bei der Aktualisierung der Treiber-Firmware".

Aktualisieren Sie die Firmware des SG6100 Laufwerks mithilfe von SANtricity System Manager im Offline-Verfahren
(SG6160).

Verwenden Sie die Offline-Methode von SANtricity System Manager, um die Firmware
auf den Laufwerken in |hrer Appliance zu aktualisieren, um sicherzustellen, dass Sie Uber
die neuesten Funktionen und Fehlerbehebungen verfugen.

Dieses Verfahren gilt nicht fir die NVMe SSDs im SG6100-CN, die wahrend StorageGRID-
Software-Upgrades aktualisiert werden. Nur Laufwerke im E4000 kdnnen mit diesem Verfahren
aktualisiert werden.

Bevor Sie beginnen
» Die Storage Appliance hat einen optimalen Status.

» Alle Laufwerke haben einen optimalen Status.

* Das ist schon "Versetzen Sie die StorageGRID Appliance in den Wartungsmodus".

Wahrend sich die Appliance im Wartungsmodus befindet, werden die I/O-Aktivitaten
@ (Input/Output) an die Storage Controller angehalten, um stérende Storage-Vorgange zu
sichern.

Aktualisieren Sie nicht gleichzeitig die Laufwerk-Firmware auf mehr als einer StorageGRID
Appliance. Dies kann je nach Bereitstellungsmodell und ILM-Richtlinie zu einer
Nichtverfligbarkeit von Daten fihren.

Uber diese Aufgabe

Die Laufwerke werden parallel aktualisiert, wahrend sich die Appliance im Wartungsmodus befindet. Wenn der
Pool oder die Volume-Gruppe keine Redundanz unterstltzt oder herabgesetzt ist, miissen Sie die Offline-
Methode verwenden, um die Laufwerk-Firmware zu aktualisieren. Sie sollten auch die Offline-Methode fiir alle
Laufwerke verwenden, die mit dem Flash-Lese-Cache oder einem Pool oder einer Volume-Gruppe verbunden
sind, die derzeit heruntergestuft ist. Die Offline-Methode aktualisiert die Firmware nur, wenn alle 1/0O-Aktivitaten
auf den zu aktualisierenden Laufwerken angehalten werden. Um die I/O-Aktivitdt zu beenden, versetzen Sie
den Node in den Wartungsmodus.
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Die Offline-Methode ist schneller als die Online-Methode und wird deutlich schneller sein, wenn viele
Laufwerke in einer einzigen Appliance Upgrades erfordern. Allerdings missen Nodes aul3er Betrieb
genommen werden. Dies erfordert unter Umstanden ein Wartungsfenster und ein Monitoring des Fortschritts.
Wahlen Sie die Methode aus, die am besten zu lhren betrieblichen Verfahren passt und die Anzahl der
Laufwerke, die aktualisiert werden missen.

Schritte
1. Vergewissern Sie sich, dass das Gerat in ist "Wartungsmodus".

2. Greifen Sie mit einer der folgenden Methoden auf SANtricity System Manager zu:

> Verwenden Sie das StorageGRID-Appliance-Installationsprogramm, und wahlen Sie Erweitert >
SANtricity-Systemmanager

> Verwenden Sie den Grid-Manager, und wahlen Sie NODES > Storage Node > SANtricity System
Manager aus

> Verwenden Sie SANtricity System Manager, indem Sie zur Storage Controller-IP navigieren:
https://Storage Controller IP
3. Geben Sie bei Bedarf den Benutzernamen und das Kennwort des SANtricity System Manager-
Administrators ein.
4. Uberprifen Sie die Version der Laufwerk-Firmware, die derzeit in der Speicher-Appliance installiert ist:
a. Wahlen Sie im SANtricity System Manager SUPPORT > Upgrade-Center aus.
b. Wahlen Sie unter Laufwerk-Firmware-Upgrade die Option Upgrade starten aus.

Auf der Seite Laufwerksfirmware aktualisieren werden die aktuell installierten Laufwerksfirmware-
Dateien angezeigt.

c. Beachten Sie die aktuellen Versionen der Laufwerk-Firmware und die Laufwerkskennungen in der
Spalte Aktueller Laufwerk-Firmware.

Upgrade Drive Firmware

1 Select Upgrade Files

Review your current drive firmware and select upgrade files below..

What do | need to know before upgrading drive firmware?

Current Drive Firmware

| MS02, KPM51VUGB00G |

Total rows: 1 D

In diesem Beispiel:

= Die Version der Laufwerk-Firmware lautet MS02.
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= Die Laufwerk-ID lautet KPM51VUG800G.

d. Wahlen Sie in der Spalte ,verbundene Laufwerke* die Option Laufwerke anzeigen aus, um
anzuzeigen, wo diese Laufwerke in Ihrem Speichergerat installiert sind.

e. Schlielten Sie das Fenster Upgrade Drive Firmware.
5. Laden Sie das verfiigbare Laufwerk-Firmware-Upgrade herunter, und bereiten Sie es vor:

a. Wahlen Sie unter Laufwerk-Firmware-Upgrade NetApp Support aus.

b. Wahlen Sie auf der NetApp Support-Website die Registerkarte Downloads aus und wahlen Sie dann
E-Series Festplatten-Firmware aus.
Die Seite E-Series Festplatten-Firmware wird angezeigt.

c. Suchen Sie nach jedem in lhrer Speicheranwendung installierten Drive Identifier, und stellen Sie
sicher, dass jeder Laufwerkkennung die neueste Firmware-Version hat.

= Wenn die Firmware-Version kein Link ist, hat diese Laufwerkkennung die neueste Firmware-
Version.

= Wenn eine oder mehrere Laufwerk-Teilenummern fir eine Laufwerksidentifikation aufgefihrt sind,
ist fur diese Laufwerke ein Firmware-Upgrade verflugbar. Sie kbnnen einen beliebigen Link
auswahlen, um die Firmware-Datei herunterzuladen.

PRODUCTS v SYSTEMS v DOCS & KNOWLEDGEBASE v COMMUNITY v DOWNLOADS v TOOLS v CASES v PARTS v

Downloads = Firmware = E-Series Disk Firmware

E-Series Disk Firmware

Download all current E-Series Disk Firmware

Drive Part Number Descriptions Drive Identifier 5 Firmware Rev. (Download) Notes and Config Info Release Date

Drive Part Number Descriptions KPM51VUG800G Firmware Rev. (Download

MS02 Fixes Bug 1194908
E-X4041C 55D, 800GB, 5AS, P KPM51VUGB00G M503 -~ 04-5ep-2020
MS03 Fixes Bug 1334862

d. Wenn eine spéatere Firmware-Version aufgefuhrt wird, wahlen Sie den Link im Firmware-Rev. Aus
(Download) Spalte zum Herunterladen einer . zip Archiv mit der Firmware-Datei.

e. Extrahieren Sie die von der Support-Website heruntergeladenen Archivdateien der Laufwerk-Firmware
(entpacken).

6. Installieren Sie das Laufwerk-Firmware-Upgrade:

a. Wahlen Sie im SANTtricity System Manager unter Upgrade der Laufwerk-Firmware die Option Upgrade
starten aus.

b. Wahlen Sie Durchsuchen aus, und wahlen Sie die neuen Laufwerk-Firmware-Dateien aus, die Sie
von der Support-Website heruntergeladen haben.

Die Firmware-Dateien des Laufwerks haben einen ahnlichen Dateinamen wie
D HUC101212CSS600 30602291 MSO01 2800 0002.dlp.

Sie kdnnen bis zu vier Laufwerk-Firmware-Dateien auswahlen, jeweils eine. Wenn mehrere Firmware-
Dateien eines Laufwerks mit demselben Laufwerk kompatibel sind, wird ein Dateikonflikt angezeigt.
Legen Sie fest, welche Laufwerk-Firmware-Datei Sie fur das Upgrade verwenden méchten, und
entfernen Sie die andere.
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c. Wahlen Sie Weiter.

Select Drives listet die Laufwerke auf, die Sie mit den ausgewahlten Firmware-Dateien aktualisieren
konnen.

Es werden nur kompatible Laufwerke angezeigt.

Die ausgewahlte Firmware fir das Laufwerk wird in der Spalte vorgeschlagene Firmware angezeigt.
Wenn Sie diese Firmware andern mussen, wahlen Sie Zuriick.

d. Wahlen Sie Alle Laufwerke offline aktualisieren (parallel) — aktualisiert die Laufwerke, die einen
Firmware-Download unterstiitzen kdnnen, nur wahrend alle I/O-Aktivitaten auf allen Volumes
angehalten werden, die die Laufwerke verwenden.

Sie mussen das Gerat in den Wartungsmodus versetzen, bevor Sie diese Methode
@ verwenden. Sie sollten die Methode Offline verwenden, um die Laufwerksfirmware zu
aktualisieren.

Wenn Sie die Offline-Aktualisierung (parallel) verwenden mdéchten, fahren Sie nur dann
@ fort, wenn Sie sicher sind, dass sich das Gerat im Wartungsmodus befindet. Wenn die

Appliance nicht in den Wartungsmodus versetzt wird, bevor ein Offline-Update der

Laufwerk-Firmware initiiert wird, kann dies zu einem Datenverlust fuhren.

e. Wabhlen Sie in der ersten Spalte der Tabelle das Laufwerk oder die Laufwerke aus, die aktualisiert
werden sollen.

Als Best Practice wird empfohlen, alle Laufwerke desselben Modells auf dieselbe Firmware-Version zu
aktualisieren.

f. Wahlen Sie Start und bestatigen Sie, dass Sie das Upgrade durchfliihren méchten.

Wenn Sie das Upgrade beenden moéchten, wahlen Sie Stopp. Alle derzeit ausgefiihrten Firmware-
Downloads abgeschlossen. Alle nicht gestarteten Firmware-Downloads werden abgebrochen.

@ Das Anhalten der Laufwerk-Firmware-Aktualisierung kann zu Datenverlust oder nicht
verfugbaren Laufwerken fiihren.

g. (Optional) um eine Liste der aktualisierten Versionen anzuzeigen, wahlen Sie Protokoll speichern.

Die Protokolldatei wird im Download-Ordner fir Ihren Browser mit dem Namen gespeichert latest-
upgrade-log-timestamp.txt.

"Beheben Sie bei Bedarf Fehler bei der Aktualisierung der Treiber-Firmware".

. Fuhren Sie nach erfolgreichem Abschluss des Verfahrens alle weiteren WartungsmafRnahmen durch,
wahrend sich der Node im Wartungsmodus befindet. Wenn Sie fertig sind oder Fehler aufgetreten sind und
neu gestartet werden mochten, gehen Sie zum StorageGRID-Installationsprogramm und wahlen Sie
Erweitert > Neustart-Controller aus. Wahlen Sie dann eine der folgenden Optionen aus:

> Neustart in StorageGRID.

> Neustart im Wartungsmodus. Booten Sie den Controller neu, und belassen Sie den Node im
Wartungsmodus. Wahlen Sie diese Option aus, wenn wahrend des Verfahrens Fehler auftreten und
Sie von vorne beginnen mdchten. Nachdem der Node das Neubooten in den Wartungsmodus
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abgeschlossen hat, starten Sie den entsprechenden Schritt wahrend des ausgefallenen Verfahrens
neu.

Es kann bis zu 20 Minuten dauern, bis das Gerat neu gestartet wird und sich wieder mit dem Netz
verbindet. So bestatigen Sie, dass der Neustart abgeschlossen ist und der Knoten wieder dem Grid
beigetreten ist:

i. Wahlen Sie im Grid Manager NODES aus.

ii. .
Uberprifen Sie, ob der Appliance-Knoten einen normalen Status hat (griines Hékchen-Symbolo

links neben dem Knotennamen), was darauf hinweist, dass keine Warnungen aktiv sind und der
Knoten mit dem Grid verbunden ist.

Upgrade-Fehler der Laufwerk-Firmware beheben (SG6160)

Beheben Sie Fehler, die auftreten kdnnen, wenn Sie SANtricity System Manager zum
Aktualisieren der Firmware auf den Laufwerken in lhrer Appliance verwenden.

* Fehlgeschlagene zugewiesene Laufwerke

o Ein Grund fiir den Fehler kdnnte sein, dass das Laufwerk nicht Giber die entsprechende Signatur
verflgt. Stellen Sie sicher, dass es sich bei dem betroffenen Laufwerk um ein autorisiertes Laufwerk
handelt. Weitere Informationen erhalten Sie vom technischen Support.

o Stellen Sie beim Austausch eines Laufwerks sicher, dass das Ersatzlaufwerk eine Kapazitat hat, die
der des ausgefallenen Laufwerks entspricht oder grofer ist als das ausgefallene Laufwerk, das Sie
ersetzen.

> Sie kdnnen das ausgefallene Laufwerk ersetzen, wahrend das Speicher-Array 1/O-Vorgange erhalt
* Speicher-Array priifen

o Stellen Sie sicher, dass jedem Controller eine IP-Adresse zugewiesen wurde.

o Stellen Sie sicher, dass alle Kabel, die an den Controller angeschlossen sind, nicht beschadigt sind.

o Stellen Sie sicher, dass alle Kabel fest angeschlossen sind.

* * Integrierte Hot-Spare-Laufwerke*
Diese Fehlerbedingung muss korrigiert werden, bevor Sie die Firmware aktualisieren kénnen.
» Unvolistandige Volume-Gruppen

Wenn eine oder mehrere Volume-Gruppen oder Disk Pools unvollstandig sind, missen Sie diese
Fehlerbedingung korrigieren, bevor Sie die Firmware aktualisieren kénnen.

* Exklusive Operationen (auBer Hintergrund-Medien/Paritédts-Scan), die derzeit auf beliebigen
Volume-Gruppen ausgefiihrt werden

Wenn ein oder mehrere exklusive Vorgange ausgefuhrt werden, missen die Vorgdnge abgeschlossen
sein, bevor die Firmware aktualisiert werden kann. Uberwachen Sie den Fortschritt des Betriebs mit
System Manager.

* Fehlende Volumen

Sie mussen den fehlenden Datentragerzustand korrigieren, bevor die Firmware aktualisiert werden kann.

* Entweder Controller in einem anderen Zustand als optimal
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Einer der Controller des Storage Arrays muss Aufmerksamkeit schenken. Diese Bedingung muss korrigiert
werden, bevor die Firmware aktualisiert werden kann.

* Unpassende Speicherpartitionsdaten zwischen Controller-Objektgrafiken

Beim Validieren der Daten auf den Controllern ist ein Fehler aufgetreten. Wenden Sie sich an den
technischen Support, um dieses Problem zu l6sen.

« SPM Uberpriifung des Datenbankcontrollers schlégt fehl

Auf einem Controller ist ein Fehler bei der Zuordnung von Speicherpartitionen zur Datenbank aufgetreten.
Wenden Sie sich an den technischen Support, um dieses Problem zu I6sen.

+ Uberpriifung der Konfigurationsdatenbank (sofern von der Controller-Version des Speicherarrays
unterstiitzt)

Auf einem Controller ist ein Fehler in der Konfigurationsdatenbank aufgetreten. Wenden Sie sich an den
technischen Support, um dieses Problem zu I6sen.

* MEL-bezogene Priifungen

Wenden Sie sich an den technischen Support, um dieses Problem zu |6sen.

In den letzten 7 Tagen wurden mehr als 10 DDE Informations- oder kritische MEL-Ereignisse
gemeldet

Wenden Sie sich an den technischen Support, um dieses Problem zu |6sen.

Mehr als 2 Seiten 2C kritische MEL-Ereignisse wurden in den letzten 7 Tagen gemeldet

Wenden Sie sich an den technischen Support, um dieses Problem zu |6sen.

In den letzten 7 Tagen wurden mehr als 2 heruntergestuften Drive Channel-kritische MEL-
Ereignisse gemeldet

Wenden Sie sich an den technischen Support, um dieses Problem zu |6sen.
* Mehr als 4 kritische MEL-Eintréage in den letzten 7 Tagen

Wenden Sie sich an den technischen Support, um dieses Problem zu |6sen.

Schalten Sie die LED zur Identifizierung der SGF6112-Appliance oder des SG6100-CN-Controllers ein
und aus

Die blaue Identifizieren-LED auf der Vorder- und Rickseite des Gerats kann
eingeschaltet werden, um das Gerat in einem Rechenzentrum zu lokalisieren.

Bevor Sie beginnen
Sie haben die BMC-IP-Adresse der Appliance, die Sie identifizieren mdchten.

Schritte
1. "Rufen Sie die BMC-Schnittstelle des Gerats auf".

2. Wahlen Sie Server Identify Aus.
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Der aktuelle Status der Identifizieren-LED ist ausgewahlt.
3. Wahlen Sie EIN oder AUS, und wahlen Sie dann Aktion ausfiihren.

Wenn Sie EIN auswahlen, leuchten die blauen Identifizieren-LEDs auf der Vorderseite (typisch abgebildet)
und der Rickseite des Gerats.

e e e ———————————

@ Wenn eine Blende auf dem Controller installiert ist, kann es schwierig sein, die vordere
Identify-LED zu erkennen.

Die hintere Identifizieren-LED befindet sich in der Mitte des Gerats unter dem Micro-SD-Steckplatz.
4. Schalten Sie die Identifizieren-LEDs nach Bedarf ein und aus.

Verwandte Informationen

"Suchen Sie die Appliance im Datacenter"

Suchen Sie die SGF6112 Appliance oder den SG6100-CN Controller im Datacenter

Suchen Sie die Appliance, sodass Sie Hardware-Wartungsarbeiten oder -Upgrades
durchfuhren kénnen.

Bevor Sie beginnen
 Sie haben festgelegt, welches Gerat gewartet werden muss.

* Um die Appliance in lhrem Rechenzentrum zu finden, "Schalten Sie die blaue Identify-LED ein".

Schritte
1. Finden Sie die Appliance im Rechenzentrum.

o Achten Sie darauf, dass die blaue Identifizieren-LED auf der Vorderseite oder Riickseite des Gerats
leuchtet.

Die ID-LED auf der Vorderseite befindet sich hinter der Frontblende und ist moglicherweise schwer zu
erkennen, ob die Blende installiert ist.
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Die hintere Identifizieren-LED befindet sich in der Mitte des Gerats unter dem Micro-SD-Steckplatz.
o Uberprifen Sie anhand der an der Vorderseite des Gerats angebrachten Etiketten, ob Sie das richtige
Gerat gefunden haben.
2. Entfernen Sie gegebenenfalls die Frontverkleidung, um Zugang zu den Bedienelementen und Anzeigen

auf der Vorderseite zu erhalten.

Nachdem Sie fertig sind

"Schalten Sie die blaue Identifizieren-LED aus" Verwenden Sie eine der folgenden Methoden, wenn Sie das
Gerat zum Auffinden verwendet haben:

* Driicken Sie den Identifizieren-LED-Schalter an der Vorderseite des Gerats.
* Verwenden Sie die BMC-Schnittstelle des Gerats.

Schalten Sie das SGF6112-Gerat oder den SG6100-CN-Controller aus und ein

Sie konnen das SGF6112-Gerat oder den SG6100-CN-Controller herunterfahren und
wieder einschalten, um Wartungsarbeiten durchzufihren.

Fahren Sie die SGF6112-Appliance oder den SG6100-CN-Controller herunter

Fahren Sie die Appliance herunter, um eine Hardwarewartung durchzuftihren.

Bevor Sie beginnen
Das ist schon "Das Gerat befindet sich physisch".

Uber diese Aufgabe

Um Serviceunterbrechungen zu vermeiden, fahren Sie die Appliance wahrend eines geplanten
Wartungsfensters herunter, wenn Serviceunterbrechungen akzeptabel sind.

Schritte
1. Fahren Sie das Gerat herunter:

Sie mussen ein kontrolliertes Herunterfahren des Gerats durchfiihren, indem Sie die unten
angegebenen Befehle eingeben. Es ist eine Best Practice, nach Moglichkeit eine

@ kontrollierte Abschaltung durchzufiihren, um unnétige Warnmeldungen zu vermeiden,
sicherzustellen, dass vollstandige Protokolle verfligbar sind und Serviceunterbrechungen zu
vermeiden.

a. Wenn Sie sich noch nicht beim Grid-Knoten angemeldet haben, melden Sie sich mit PuTTY oder
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einem anderen ssh-Client an:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
i. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

Iv. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

b. Schalten Sie das Gerat aus:
shutdown -h now

Dieser Befehl kann bis zu 10 Minuten in Anspruch nehmen.

2. Uberpriifen Sie anhand einer der folgenden Methoden, ob das Gerat ausgeschaltet ist:

o Sehen Sie sich die LED-Betriebsanzeige an der Vorderseite des Gerats an, und vergewissern Sie sich,
dass sie ausgeschaltet ist.

o Uberpriifen Sie auf der Seite Power Control der BMC-Schnittstelle, ob das Geréat ausgeschaltet ist.

Schalten Sie SGF6112 oder SG6100-CN ein, und liberpriifen Sie den Betrieb

Schalten Sie den Controller nach dem Abschluss der Wartung ein.

Bevor Sie beginnen

» Das ist schon "Controller in einem Schrank oder Rack installiert" Und die Daten- und Stromkabel
angeschlossen.

e Das ist schon "Standort des Controllers im Datacenter".

Schritte
1. Schalten Sie das Gerét ein:

o Option 1: Driicken Sie den Netzschalter an der Vorderseite des Controllers.

Méglicherweise missen Sie die Blende entfernen, um auf den Netzschalter zugreifen zu kénnen.
Wenn dies der Fall ist, mUssen Sie sie anschliel3iend wieder einbauen.

o Option 2: Verwenden Sie die BMC-Schnittstelle des Controllers:
i. "Rufen Sie die BMC-Schnittstelle des Controllers auf".
i. Wahlen Sie Power Control.

ii. Wahlen Sie Einschalten und dann Aktion ausfiihren.
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Verwenden Sie die BMC-Schnittstelle, um den Startstatus zu tGberwachen.

2. Vergewissern Sie sich, dass der Appliance-Controller im Grid Manager und ohne Warnungen angezeigt
wird.

Es kann bis zu 20 Minuten dauern, bis der Controller im Grid Manager angezeigt wird.

@ Nehmen Sie einen anderen Appliance-Node nur offline, wenn diese Appliance Uber ein
grines Symbol verfugt.

3. Vergewissern Sie sich, dass die neue Appliance vollstandig betriebsbereit ist, indem Sie sich beim Grid-
Node Uber PUTTY oder einen anderen ssh-Client anmelden:
a. Geben Sie den folgenden Befehl ein: ssh Appliance IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.
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Verwandte Informationen

"Statusanzeigen anzeigen anzeigen anzeigen"

Andern Sie die Link-Konfiguration der SGF6112-Appliance oder des SG6100-CN-Controllers

Sie kdonnen die Ethernet-Link-Konfiguration der Appliance andern, einschlieldlich des Port
Bond-Modus, des Netzwerk-Bond-Modus und der Verbindungsgeschwindigkeit.

Bevor Sie beginnen

Das ist schon "Das Gerat in den Wartungsmodus versetzt".

@ In seltenen Fallen kann es vorkommen, dass eine StorageGRID Appliance in den
Wartungsmodus versetzt wird, damit die Appliance fir den Remote-Zugriff nicht verfigbar ist.

Schritte

1. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die Option Netzwerke konfigurieren >
Link-Konfiguration aus.

2. Nehmen Sie die gewiinschten Anderungen an der Verbindungskonfiguration vor.

Weitere Informationen zu den Optionen finden Sie unter "Netzwerkverbindungen konfigurieren".

IP-Konfigurationsdnderungen, die vorgenommen werden, wahrend sich die Appliance im

@ Wartungsmodus befindet, werden nicht auf die installierte StorageGRID-Umgebung
angewendet. Fihren Sie den Befehl] aus[change-1ip, nachdem Sie die Appliance in
StorageGRID neu gestartet haben.

3. Wenn Sie mit lhrer Auswahl zufrieden sind, klicken Sie auf Speichern.

Wenn Sie Anderungen am Netzwerk oder an der Verbindung vorgenommen haben, tber die
Sie verbunden sind, kdnnen Sie die Verbindung verlieren. Wenn die Verbindung nicht

@ innerhalb von 1 Minute wiederhergestellt wird, geben Sie die URL fur den StorageGRID-
Appliance-Installer erneut ein. Verwenden Sie dazu eine der anderen IP-Adressen, die der
Appliance zugewiesen sind: https://appliance IP:8443

4. Nehmen Sie alle erforderlichen Anderungen an den IP-Adressen der Appliance vor.

Wenn Sie Anderungen an den VLAN-Einstellungen vorgenommen haben, hat sich das Subnetz fiir die
Appliance moglicherweise geéandert. Informationen zum Andern der IP-Adressen fiir die Appliance finden
Sie unter "Konfigurieren Sie StorageGRID-IP-Adressen".

5. Wahlen Sie im Menu die Option Netzwerk konfigurieren > Ping-Test aus.

6. Verwenden Sie das Ping-Test-Tool, um die Verbindung zu IP-Adressen in Netzwerken zu prifen, die
moglicherweise von den Anderungen der Verbindungskonfiguration betroffen sind, die Sie bei der
Konfiguration der Appliance vorgenommen haben.

Zusatzlich zu allen anderen Tests, die Sie durchfihren mdchten, bestatigen Sie, dass Sie die Grid Network
IP-Adresse des primaren Admin-Knotens und die Grid-Netzwerk-IP-Adresse von mindestens einem
anderen Knoten pingen kénnen. Falls erforderlich, kehren Sie zu den Anweisungen zur Konfiguration von
Netzwerkverbindungen zurlick, und beheben Sie etwaige Probleme.

7. Wenn Sie damit einverstanden sind, dass die Anderungen der Verbindungskonfiguration ausgefihrt
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werden, booten Sie den Node neu. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die
Option Erweitert > Controller neu starten aus, und wahlen Sie dann eine der folgenden Optionen aus:

o Wahlen Sie Neustart in StorageGRID aus, um den Compute-Controller neu zu starten, wenn der
Knoten wieder dem Grid hinzugefugt wird. Wahlen Sie diese Option, wenn Sie im Wartungsmodus
ausgefiihrt werden und den Node in den normalen Betrieb zurtickkehren mdchten.

o Wahlen Sie Neustart im Wartungsmodus, um den Compute-Controller neu zu starten, wobei der
Knoten im Wartungsmodus verbleibt. (Diese Option ist nur verfliigbar, wenn sich der Controller im
Wartungsmodus befindet.) Wahlen Sie diese Option aus, wenn zusatzliche WartungsmafRnahmen auf
dem Node ausgefiihrt werden missen, bevor er dem Grid erneut beitreten kann.

Es kann bis zu 20 Minuten dauern, bis das Gerat neu gestartet wird und sich wieder mit dem Netz
verbindet. So bestatigen Sie, dass der Neustart abgeschlossen ist und der Knoten wieder dem Grid
beigetreten ist:

i. Wahlen Sie im Grid Manager NODES aus.
Uberprifen Sie, ob der Appliance-Knoten einen normalen Status hat (griines Hakchen-Symbole

links neben dem Knotennamen), was darauf hinweist, dass keine Warnungen aktiv sind und der
Knoten mit dem Grid verbunden ist.

Hardware-Wartungsverfahren

Priifen Sie, ob die Komponente im SGF6112 oder SG6100-CN ersetzt werden soll

Wenn Sie sich nicht sicher sind, welche Hardwarekomponente in lhrem Gerat
ausgetauscht werden soll, gehen Sie wie folgt vor, um die Komponente und den Standort
des Gerats im Rechenzentrum zu identifizieren.

Bevor Sie beginnen

« Sie haben die Seriennummer der Speicher-Appliance, bei der die Komponente ausgetauscht werden
muss.

« Sie sind im Grid Manager mit einem angemeldet "Unterstitzter Webbrowser".

Uber diese Aufgabe
Gehen Sie wie folgt vor, um das Gerat mit fehlerhafter Hardware zu identifizieren und zu ermitteln, welche der
austauschbaren Hardwarekomponenten nicht ordnungsgemaf funktionieren. Folgende Komponenten kénnen
ausgetauscht werden:

* Netzteile

* Lufter

» Solid State-Laufwerke (SSDs)

* Netzwerkschnittstellenkarten (NICs)

+ CMOS-Batterie

Schritte
1. Identifizieren Sie die fehlerhafte Komponente und den Namen der Appliance, in der sie installiert ist.

a. Wahlen Sie im Grid-Manager ALERTS > Current aus.

Die Seite ,Meldungen® wird angezeigt.
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b. Wahlen Sie die Warnmeldung aus, um die Warnungsdetails anzuzeigen.
@ Wahlen Sie die Meldung und nicht die Uberschrift einer Gruppe von Warnungen aus.

c. Notieren Sie den Node-Namen und die eindeutige Identifizierungsbezeichnung der ausgefallenen
Komponente.

Appliance NIC fault detected

A problem with a network interface card (NIC) in the appliance was s
detected Active (silence this alert (%)

Recommended actions Data Center 1 ISGFblH-’J'ﬂ-}:GbU&A |

1. Reseat the NIC. Refer to the instructions for your appliance.

€ Critical

2. If necessary, replace the NIC. See the maintenance instructions for your
appliance.
ConnectX-6 Lx EN adapter card,
Time triggered 25GbE, Dual-port SFP28, PCle 4.0 x8,
; . . S No Crypto
2023-02-17 13:36:31 EST (2023-02-17 18:36:31 UTC) NONIYE

26.33.1048 (MT_0000000531)

| hic3

X1153A

2. Identifizieren Sie das Gehause mit der zu ersetzenden Komponente.
a. Wahlen Sie im Grid Manager die Option NODES aus.

b. Wahlen Sie in der Tabelle auf der Seite Nodes den Namen des Appliance-Storage-Node mit der
fehlerhaften Komponente aus.

c. Wahlen Sie die Registerkarte Hardware aus.
Uberpriifen Sie die Seriennummer * des Compute-Controllers im Abschnitt StorageGRID-Gerét.
Uberpriifen Sie, ob die Seriennummer mit der Seriennummer des Speichergerats tibereinstimmt, in

dem Sie die Komponente austauschen. Wenn die Seriennummer Ubereinstimmt, haben Sie das
richtige Gerat gefunden.

= Wenn der Abschnitt StorageGRID-Appliance in Grid-Manager nicht angezeigt wird, ist der
ausgewahlte Knoten keine StorageGRID-Appliance. Wahlen Sie einen anderen Knoten in der
Strukturansicht aus.

= Wenn die Seriennummern nicht Ubereinstimmen, wahlen Sie einen anderen Knoten aus der
Strukturansicht aus.

3. Nachdem Sie den Knoten gefunden haben, an dem die Komponente ersetzt werden muss, notieren Sie
sich die BMC-IP-Adresse der Appliance, die im Abschnitt StorageGRID-Appliance aufgeflhrt ist.

Um die Appliance im Rechenzentrum zu lokalisieren, konnen Sie die BMC-IP-Adresse verwenden, um die
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LED fiir die Gerateidentifierung einzuschalten.

Verwandte Informationen
"Schalten Sie die Appliance Identify-LED ein"

Ersetzen Sie den Liifter
Lufter in SGF6112 oder SG6100-CN (SG6160) austauschen

Die Appliance SGF6112 und der Controller SG6100-CN verfugen uber acht Lufter. Wenn
einer der Lufter ausfallt, mussen Sie ihn so schnell wie moglich austauschen, um
sicherzustellen, dass das Gerat ordnungsgemalf} gekuhlt wird.

Bevor Sie beginnen
 Sie haben den richtigen Ersatzlifter.

» Das ist schon "Die Position des auszutauenden Lufters ermittelt".

* Das ist schon "Physische Lage der SGF6112 Appliance oder des SG6100-CN Controllers" Wo Sie den
Lifter im Rechenzentrum austauschen.

@ Vor dem Entfernen des Gerats aus dem Rack ist ein "Kontrolliertes Herunterfahren des
Gerats" erforderlich.

 Sie haben alle Kabel und getrennt "Die Gerateabdeckung entfernt".

 Sie haben bestatigt, dass die anderen Lufter installiert sind und ausgefihrt werden.

Uber diese Aufgabe

Um Serviceunterbrechungen zu vermeiden, vergewissern Sie sich, dass alle anderen Storage-Nodes mit dem
Grid verbunden sind, bevor Sie den Lifteraustausch starten oder den Lifter wahrend eines geplanten
Wartungsfensters austauschen, wenn Serviceunterbrechungen akzeptabel sind. Siehe die Informationen uber
"Monitoring der Verbindungsstatus der Nodes".

Wenn Sie jemals eine ILM-Regel verwendet haben, die nur eine Kopie eines Objekts erstellt,

@ mussen Sie den Lifter wahrend eines geplanten Wartungsfensters ersetzen, da wahrend dieses
Vorgangs vorlibergehend der Zugriff auf diese Objekte verloren geht. Siehe Informationen tGber
"Warum sollten Sie die Single-Copy-Replizierung nicht verwenden".

Auf den Gerateknoten kann nicht zugegriffen werden, wenn Sie den Lifter austauschen.

Die Abbildung zeigt einen Lufter fir das Gerat, dessen elektrischer Anschluss markiert ist. Die Kuhllufter sind
zuganglich, nachdem Sie die obere Abdeckung aus dem Gerat nehmen.

@ Jede der beiden Netzteile enthalt zudem einen Lufter. Die Netzteilllfter sind in diesem Verfahren
nicht enthalten.
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Schritte

1. Wickeln Sie das Gurt-Ende des ESD-Armbands um Ihr Handgelenk, und befestigen Sie das Clip-Ende auf
einer Metallmasse, um eine statische Entladung zu verhindern.

2. Suchen Sie den Lifter, den Sie ersetzen missen.

Die acht Lifter befinden sich in den folgenden Positionen im Gehause (vordere Halfte des StorageGRID-
Gerats mit entfernter oberer Abdeckung):
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Liftereinheit

1 Fan_SYSO0
2 Fan_SYS1
3 Fan_SYS2
4 Fan_SYS3
5 Fan_SYS4
6 Fan_SYS5
7 Fan_SYS6
8 Fan_SYS7

3. Heben Sie den defekten Lifter mithilfe der blauen Laschen am Lifter aus dem Gehause.
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4. Schieben Sie den Ersatzlifter in den offenen Steckplatz des Gehauses.
Richten Sie den Stecker am Lufter mit der Buchse auf der Platine aus.

5. Dricken Sie den Lufteranschluss fest in die Platine (Buchse hervorgehoben).
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Nachdem Sie fertig sind

1. "Setzen Sie die obere Abdeckung wieder auf das Gerat"Und driicken Sie die Verriegelung nach unten, um
die Abdeckung zu sichern.
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2. "Schalten Sie das Gerat ein" Und Uberwachen Sie die LEDs und Startcodes des Gerats.
Verwenden Sie die BMC-Schnittstelle, um den Boot-up-Status zu tiberwachen.

3. Vergewissern Sie sich, dass der Appliance-Node im Grid Manager angezeigt wird und keine Meldungen
angezeigt werden.

Nach dem Austausch des Teils senden Sie das fehlerhafte Teil an NetApp zurick, wie in den mit dem Kit
gelieferten RMA-Anweisungen beschrieben. Siehe "Teilerickgabe Austausch" Seite flr weitere Informationen.

Austausch des Liifterbehélters im Speicher-Controller-Shelf oder Erweiterungs-Shelf (SG6160)
Sie kdnnen einen Lifterbehalter in einem SG6160 austauschen.

Uber diese Aufgabe

Jedes Controller-Shelf oder Laufwerks-Shelf fir 60 Laufwerke enthalt zwei Lifter-Kanister. Wenn ein
Lifterbehalter ausfallt, missen Sie ihn so schnell wie mdglich austauschen, um sicherzustellen, dass das
Regal ausreichend gekuhlt wird.

Moglicher Gerateschaden — Wenn Sie diesen Vorgang bei eingeschaltetes Strom
durchfithren, missen Sie ihn innerhalb von 30 Minuten abschlieRen, um eine Uberhitzung der
Anlage zu verhindern.

Bevor Sie beginnen

* Navigieren Sie auf der Seite Knoten zur Registerkarte SANTtricity-Systemmanager fir die Knoten, die in der
Warnmeldung aufgefihrt sind, die Sie Uber den Lufterausfall informiert hat. Mithilfe der auf dieser
Registerkarte prasentierten SANTtricity-Benutzeroberflache Gberprifen Sie die Details im Recovery Guru,
um zu bestatigen, dass ein Problem mit dem Lifterbehalter vorliegt, und wahlen Sie erneut priifen aus
dem Recovery Guru aus, um sicherzustellen, dass keine anderen Elemente zuerst angesprochen werden
mussen.

+ Uberpriifen Sie, ob die gelbe Warn-LED am Lufterbehalter leuchtet und dass ein Fehler im Lifter auftritt.
Wenden Sie sich an den technischen Support, um Hilfe zu erhalten, wenn beide Liifterkanister im Gerat
Uber eine gelbe Achtung-LED verfiigen.

« Stellen Sie sicher, dass Sie Folgendes haben:
o Ein Ersatzlufter (Lufter), der fUr Ihr Geratelodell unterstitzt wird.

o Ein ESD-Armband, oder Sie haben andere antistatische Vorsichtsmallinahmen getroffen.

Schritt 1: Bereiten Sie den Austausch des Ventilatorkanisters vor

Bereiten Sie den Austausch eines Lufterbehalters vor, indem Sie Unterstitzungsdaten zu lhrem Gerat
sammeln und die fehlerhafte Komponente ausfindig machen.

Schritte
1. Support-Daten fur Ihr Storage Array mit SANtricity System Manager erfassen

a. Wahlen Sie Support Center > Diagnose.
b. Wahlen Sie Support-Daten Erfassen Aus.
c. Klicken Sie Auf Collect.

Die Datei wird im Ordner Downloads fiir Inren Browser mit dem Namen Support-Data.7z gespeichert.
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2. Stellen Sie aus dem SANTtricity-System-Manager fest, welcher Lifterbehalter ausgefallen ist.

a. Wahlen Sie Hardware.
b. Sehen Sie sich das Luftersymbol -’—‘&’;-rechts neben der Dropdown-Liste Regal an, um zu ermitteln,
welches Gerat Gber den defekten Lifterbehalter verflgt.

Wenn eine Komponente ausgefallen ist, ist dieses Symbol rot.

c. Wenn das Gerat mit einem roten Symbol angezeigt wird, wahlen Sie Riickseite des Regals anzeigen.

d. Wahlen Sie entweder Lifterbehalter oder das rote Liftersymbol.

e. Prufen Sie auf der Registerkarte Liifter die Status der Lifterbehalter, um zu ermitteln, welcher
Lifterbehalter ersetzt werden muss.

Eine Komponente mit dem Status failed muss ersetzt werden.

Wenn der zweite Lifterbehalter im Gerat nicht den Status optimal hat, versuchen Sie
nicht, den defekten Lifterbehalter im laufenden Betrieb auszutauschen. Wenden Sie
sich stattdessen an den technischen Support, um Hilfe zu erhalten.

Informationen zum fehlgeschlagenen Lufterbehalter finden Sie auch im Bereich Details des Recovery Guru
oder Sie kénnen das Event-Protokoll unter Support priifen und nach Komponententyp filtern.

3. Suchen Sie auf der Rickseite des Speicherarrays die Warn-LEDs, um den zu entfernenden Lifterbehalter
zu finden.

Sie mussen den Lufterbehalter austauschen, dessen Warn-LED leuchtet.

Schritt 2: Entfernen Sie den defekten Liifterbehalter und installieren Sie einen neuen

Entfernen Sie einen defekten Lufterbehalter, so dass Sie ihn durch einen neuen ersetzen kénnen.

Wenn Sie die Stromversorgung des Speicherarrays nicht ausschalten, stellen Sie sicher, dass
@ Sie den Lufterbehalter innerhalb von 30 Minuten entfernen und austauschen, um zu verhindern,
dass das System Uberhitzt.

Schritte

1. Packen Sie den neuen Lifterbehalter aus, und legen Sie ihn auf einer Ebenen Flache in der Nahe des
Gerats ab.

Bewahren Sie das gesamte Verpackungsmaterial fiir die Verwendung auf, wenn Sie den defekten Llfter
zurticksenden.

2. Dricken Sie die orangefarbene Lasche, um den Lifterbehalter zu 16sen.
3. Ziehen Sie den Lifterbehalter mithilfe des Griffs des Lufterbehalters aus dem Gerat.

4. Schieben Sie den Ersatzlifterbehalter ganz in das Gerat, und bewegen Sie den Griff des Lifterbehalters,
bis er mit der orangefarbenen Lasche einrastet.

Schritt 3: Vollstandige Liifterbehélter Austausch

Uberpriifen Sie, ob der neue Liifterbehalter ordnungsgeman funktioniert, sammeln Sie Support-Daten und
setzen Sie den normalen Betrieb fort.
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Schritte
1. Uberpriifen Sie die gelbe Warn-LED am neuen Lufterbehélter.

Nachdem Sie den Lufterbehalter ausgetauscht haben, leuchtet die Warn-LED weiterhin
(gelb), wahrend die Firmware Uberprift, ob der Lifterbehalter ordnungsgemaf installiert
wurde. Nach Abschluss dieses Vorgangs erlischt die LED.

2. Wahlen Sie im Recovery Guru im SANtricity System Manager recheck aus, um sicherzustellen, dass das
Problem behoben wurde.

3. Wenn noch ein ausgefallener Lifterbehalter gemeldet wird, wiederholen Sie die Schritte in Schritt 2:
Entfernen Sie den defekten Lifterbehalter und installieren Sie einen neuen. Wenn das Problem weiterhin
besteht, wenden Sie sich an den technischen Support.

4. Entfernen Sie den antistatischen Schutz.

5. Support-Daten fur |hr Storage Array mit SANtricity System Manager erfassen
a. Wahlen Sie Support Center > Diagnose.
b. Wahlen Sie Support-Daten Erfassen Aus.
c. Klicken Sie Auf Collect.

Die Datei wird im Ordner Downloads fir Ihren Browser mit dem Namen Support-Data.7z gespeichert.

6. Senden Sie das fehlerhafte Teil wie in den dem Kit beiliegenden RMA-Anweisungen beschrieben an
NetApp zurtck.

Was kommt als Nachstes?
Der Austausch des Ventilatorkanals ist abgeschlossen. Sie kdnnen den normalen Betrieb fortsetzen.

Ersetzen Sie das Netzteil

Ersetzen Sie ein oder beide Netzteile im SGF6112 oder SG6100-CN

Die SGF6112 Appliance und der SG6100-CN Computing-Node verfugen aus
Redundanzgrinden Uber zwei Netzteile. Wenn eines der Netzteile ausfallt, missen Sie
es so schnell wie moglich austauschen, um sicherzustellen, dass das Gerat Uber eine
redundante Stromversorgung verfligt. Beide Netzteile, die im Gerat betrieben werden,
mussen das gleiche Modell und die gleiche Nennleistung aufweisen.

Bevor Sie beginnen
» Das ist schon "Das Gerat befindet sich physisch" Bei zu ersetzenden Netzteilen.

» Das ist schon "Standort des zu ersetzenden Netzteils ermittelt".
* Wenn Sie nur ein Netzteil ersetzen:

o Sie haben das Ersatznetzteil entpackt und sichergestellt, dass es das gleiche Modell und die gleiche
Stromleistung wie das Netzteil ist, das Sie ersetzen.

> Sie haben bestatigt, dass das andere Netzteil installiert ist und in Betrieb ist.
* Wenn Sie beide Netzteile gleichzeitig ersetzen:

> Sie haben die Ersatz-Netzteile entpackt und sichergestellt, dass sie das gleiche Modell und die gleiche
Wattzahl haben.
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Uber diese Aufgabe

Die Abbildung zeigt die beiden Netzteile fiir die SGF6112 Appliance oder den SG6100-CN Computing-Node.
Die Netzteile sind von der Rickseite des Gerats zuganglich.

Schritte

1. Wenn Sie nur ein Netzteil ersetzen, missen Sie das Gerat nicht herunterfahren. Wechseln Sie zum Ziehen
Sie das Netzkabel ab Schritt: Wenn Sie beide Netzteile gleichzeitig ersetzen, gehen Sie folgendermallen
vor, bevor Sie die Netzkabel abziehen:

a. "Schalten Sie das Geréat aus".

Wenn Sie jemals eine ILM-Regel verwendet haben, die nur eine Kopie eines Objekts
erstellt und beide Netzteile gleichzeitig austauschen, missen Sie die Netzteile wahrend

@ eines geplanten Wartungsfensters austauschen, da bei diesem Vorgang der Zugriff auf
diese Objekte vortibergehend unterbrochen werden kann. Siehe Informationen tber
"Warum sollten Sie die Single-Copy-Replizierung nicht verwenden".

2. [[Trenne den Netzstecker_Power_cordel, Start=2]]] Trennen Sie das Netzkabel von jedem zu ersetzenden
Netzteil.

Von der Rickseite des Gerats aus gesehen befindet sich das Netzteil A (PSUOQ) auf der rechten Seite und
das Netzteil B (PSU1) auf der linken Seite.

3. Heben Sie den Griff am ersten zu ersetzenden Netzteil an.

4. Drucken Sie auf den blauen Riegel, und ziehen Sie das Netzteil heraus.

5. Schieben Sie das Ersatznetzteil mit der blauen Verriegelung nach rechts in das Gehause.

@ Beide Netzteile missen das gleiche Modell und die gleiche Wattzahl haben.
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Stellen Sie sicher, dass sich die blaue Verriegelung auf der rechten Seite befindet, wenn Sie die
Ersatzeinheit einschieben.

Sie werden ein Klicken sptiren, wenn das Netzteil einrastet.

6. Driicken Sie den Griff wieder gegen das Gehause des Netzteils.

7. Wenn Sie beide Netzteile austauschen, wiederholen Sie die Schritte 2 bis 6, um das zweite Netzteil
auszutauschen.

8. "Schliefl’en Sie die Stromkabel an die ersetzten Gerate an, und wenden Sie Strom an".

Nach dem Austausch des Teils senden Sie das fehlerhafte Teil an NetApp zurtick, wie in den mit dem Kit
gelieferten RMA-Anweisungen beschrieben. Siehe "Teilerlickgabe Austausch" Seite fir weitere Informationen.

Austauschen des Strombehalters im Speicher-Controller-Shelf oder Erweiterungs-Shelf (SG6160)

Sie kdnnen einen Strombehalter in einem SG6160 Storage-Controller-Shelf oder
Erweiterungs-Shelf (DE460C) austauschen.

Uber diese Aufgabe

Jedes Controller-Shelf oder Festplatten-Shelf flir 60 Laufwerke enthalt zwei Stromankanister fir Redundanz.
Wenn ein Netzbehalter ausfallt, missen Sie ihn so schnell wie moglich austauschen, um sicherzustellen, dass
das Regal Uber eine redundante Stromquelle verfugt.

Sie kénnen einen Netzbehalter ersetzen, wahrend Ihr Speicher-Array eingeschaltet ist und Host-I/O-Vorgange
durchfihrt. Solange der zweite Leistungsbehalter im Regal einen optimalen Status hat und das Feld OK to
remove im Detailbereich des Recovery Guru im SANtricity System Manager Ja angezeigt wird.

Wahrend Sie diese Aufgabe ausfliihren, versorgt der andere Netzbehalter beide Lifter mit Strom, um
sicherzustellen, dass das Gerat nicht Uberhitzt.

Bevor Sie beginnen

* Navigieren Sie auf der Seite Knoten zur Registerkarte SANTtricity-System-Manager fir die Knoten, die in
der Warnmeldung aufgefuhrt sind, die Sie tber den Netzteilausfall informiert hat. Mit der SANtricity-
Benutzeroberflache auf dieser Registerkarte prasentiert, Uberpriifen Sie die Details im Recovery Guru, um
zu bestatigen, dass es ein Problem mit dem Power-Kanister und wahlen Sie erneut priifen aus dem
Recovery Guru, um sicherzustellen, dass keine anderen Elemente miissen zuerst behandelt werden.

+ Uberpriifen Sie, ob die gelbe Warn-LED am Netzbehalter leuchtet und dass der Behalter tiber einen Fehler
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verfigt. Wenden Sie sich an den technischen Support, wenn die Warn-LEDs flir beide Strombehalter im
Regal gelb leuchten.

« Stellen Sie sicher, dass Sie Folgendes haben:
o Ein Ersatznetzbehalter, der fir Ihr Controller-Shelf- oder Festplatten-Shelf-Modell unterstitzt wird.

o Ein ESD-Armband, oder Sie haben andere antistatische Vorsichtsmaflinahmen getroffen.

Schritt 1: Bereiten Sie sich auf den Austausch des Stromkanisters vor

Bereiten Sie den Austausch eines Netzkanisters in einem Controller-Shelf mit 60 Laufwerken oder Festplatten
VOr.

Schritte
1. Support-Daten fir Ihr Storage Array mit SANtricity System Manager erfassen

a. Wahlen Sie MENU:Support[Support Center > Diagnose].
b. Wahlen Sie Support-Daten Erfassen Aus.
c. Klicken Sie Auf Collect.

Die Datei wird im Ordner Downloads fiir Ihren Browser mit dem Namen Support-Data.7z gespeichert.
2. Bestimmen Sie aus dem SANItricity-System-Manager, welcher Stromversorgungsbehalter ausgefallen ist.

a. Wahlen Sie Hardware.

b. Sehen Sie sich das Power-[",']Symbol rechts neben der Dropdown-Liste Shelf an, um festzustellen,
welches Shelf den defekten Strombehalter hat.

Wenn eine Komponente ausgefallen ist, ist dieses Symbol rot.

c. Wenn Sie das Regal mit einem roten Symbol finden, wahlen Sie Zuriick vom Regal anzeigen.

d. Wahlen Sie entweder den Netzbehalter oder das rote Power-Symbol.

e. Prufen Sie auf der Registerkarte Netzteile den Status der Strombehalter, um festzustellen, welcher
Netzbehalter ersetzt werden muss.

Eine Komponente mit dem Status failed muss ersetzt werden.

Wenn der zweite Leistungsbehalter im Regal keinen optimalen-Status hat, versuchen
Sie nicht, den defekten Strombehalter zu tauschen. Wenden Sie sich stattdessen an den
technischen Support, um Hilfe zu erhalten.

Zudem finden Sie im Bereich Details des Recovery Guru Informationen zum

@ fehlgeschlagenen Strombehalter. Alternativ kdnnen Sie die fur das Shelf angezeigten
Informationen Uberprifen oder das Ereignisprotokoll unter Support priifen und nach
Komponententyp filtern.

3. Suchen Sie auf der Rlickseite des Speicherarrays die Warn-LEDs, um den zu entfernenden Netzbehalter
zu finden.

Sie missen den Netzbehalter austauschen, dessen Warn-LED leuchtet.
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Schritt 2: Entfernen Sie den defekten Netzbehalter
Entfernen Sie einen defekten Netzbehalter, so dass Sie ihn durch einen neuen ersetzen koénnen.

Schritte
1. Setzen Sie den antistatischen Schutz auf.

2. Packen Sie den neuen Leistungsbehalter aus, und stellen Sie ihn auf eine Ebene Flache in der Nahe des
Regals ein.

Bewahren Sie alle Verpackungsmaterialien auf, wenn Sie den defekten Netzbehalter zurlicksenden.

3. Schalten Sie den Netzschalter am Netzbehalter aus, den Sie entfernen mussen.

4. Offnen Sie den Netzkabelhalter des Netzheizers, den Sie entfernen miissen, und ziehen Sie dann das
Netzkabel vom Netzbehalter ab.

5. Drlicken Sie die orangefarbene Verriegelung am Handgriff des NetzkanUsters, und 6ffnen Sie dann den
Nockengriff, um den Netzbehalter vollstandig aus der Mittelebene zu I6sen.

6. Schieben Sie den Netzbehalter mit dem Nockengriff aus dem Regal.

@ Wenn Sie einen Netzbehalter entfernen, verwenden Sie immer zwei Hande, um sein
Gewicht zu stitzen.

Schritt 3: Installieren Sie einen neuen Leistungsbehalter

Installieren Sie einen neuen Netzbehalter, um den defekten auszutauschen.

Schritte

1. Stellen Sie sicher, dass sich der ein-/Ausschalter des neuen Leistungskannisters in der Stellung aus
befindet.

2. Halten und richten Sie die Kanten des Leistungskanisters mit beiden Handen an der Offnung im
Systemgehause aus, und schieben Sie dann den Netzbehalter vorsichtig mit dem Nockengriff in das
Gehause, bis er einrastet.

@ Verwenden Sie keine Ubermalige Kraft, wenn Sie den Netzbehalter in das System
schieben, da der Anschluss beschadigt werden kann.

3. SchlieRen Sie den Nockengriff, so dass die Verriegelung in die verriegelte Position einrastet und der
Leistungsbehalter vollstandig sitzt.

4. Schlief3en Sie das Netzkabel wieder an den Netzbehalter an, und befestigen Sie das Netzkabel mithilfe der
Netzkabelhalterung am Netzheizbehalter.

5. Schalten Sie den Strom zum neuen Power-Behalter ein.
Schritt 4: Vollstandiger Netzbehilter Austausch

Uberpriifen Sie, ob der neue Strombehélter ordnungsgemaR funktioniert, sammeln Sie Support-Daten und
setzen Sie den normalen Betrieb fort.

Schritte

1. Uberpriifen Sie am neuen Netzbehalter, ob die griine LED fiir die Stromversorgung leuchtet und die gelbe
Warn-LED NICHT LEUCHTET.
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2. Wahlen Sie im Recovery Guru im SANtricity System Manager recheck aus, um sicherzustellen, dass das
Problem behoben wurde.

3. Wenn noch ein nicht geschildeter Strombehalter gemeldet wird, wiederholen Sie die Schritte in Schritt 2:
Entfernen Sie den defekten Netzbehalter Und ein Schritt 3: Installieren Sie einen neuen Leistungsbehalter.
Wenn das Problem weiterhin besteht, wenden Sie sich an den technischen Support.

4. Entfernen Sie den antistatischen Schutz.

5. Support-Daten fir Ihr Storage Array mit SANTtricity System Manager erfassen
a. Wahlen Sie MENU:Support[Support Center > Diagnose].
b. Wahlen Sie Support-Daten Erfassen Aus.
c. Klicken Sie Auf Collect.

Die Datei wird im Ordner Downloads fur Ihren Browser mit dem Namen Support-Data.7z gespeichert.

6. Senden Sie das fehlerhafte Teil wie in den dem Kit beiliegenden RMA-Anweisungen beschrieben an
NetApp zurtck.

Was kommt als Nachstes?

Der Austausch des Netzkanals ist abgeschlossen. Sie kdnnen den normalen Betrieb fortsetzen.

Laufwerk austauschen
Ersetzen Sie die Laufwerke im SGF6112

Die SGF6112 Storage Appliance enthalt 12 SSD-Laufwerke. Die Daten auf den
Laufwerken werden durch ein RAID-Schema geschutzt, mit dem die Appliance nach dem
Ausfall eines einzelnen Laufwerks wiederherstellen kann, ohne dass die Daten von
einem anderen Node kopiert werden mussen.

Wenn ein zweites Laufwerk ausfallt, bevor ein erster Laufwerksausfall behoben wurde, mussen
moglicherweise Daten von anderen Nodes kopiert werden, um die Redundanz wiederherzustellen. Diese
Wiederherstellung von Redundanz kann l&nger dauern — was moglicherweise nicht mdglich ist, wenn ILM-
Regeln mit einer einzigen Kopie verwendet werden oder in der Vergangenheit verwendet wurden oder wenn
die Datenredundanz durch Ausfalle auf anderen Nodes beeintrachtigt wurde. Wenn daher eines der SGF6112-
Laufwerke ausfallt, missen Sie es so schnell wie méglich austauschen, um Redundanz zu gewahrleisten.

Bevor Sie beginnen
 Das ist schon "Das Gerat befindet sich physisch".

 Sie haben Uberprift, welches Laufwerk ausgefallen ist, indem Sie feststellen, dass die linke LED des
Laufwerks gelb leuchtet oder den Grid Manager fir verwenden "Zeigen Sie die Warnung an, die durch das
ausgefallene Laufwerk verursacht wurde".

@ Informationen zur Anzeige von Statusanzeigen zur Uberpriifung des Fehlers finden Sie
unter.

» Sie haben das Ersatzlaufwerk erhalten.

 Sie haben einen angemessenen ESD-Schutz erhalten.

Schritte
1. Stellen Sie sicher, dass die linke Fehler-LED des Laufwerks gelb leuchtet, oder verwenden Sie die
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2.
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Laufwerksteckplatz-ID aus der Warnmeldung, um das Laufwerk zu finden.

Die zwolf Laufwerke befinden sich in den folgenden Positionen im Gehause (Vorderseite des Gehauses
mit entfernter Blende):

© & 60 0 O 0
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Position Laufwerk
1 HDDOO
2 HDDO1
3 HDDO02
4 HDDO3
5 HDDO04
6 HDDO5
7 HDDO06
8 HDDO7
9 HDDO08
10 HDDO09
11 HDD10
12 HDD11

Sie kénnen den Grid Manager auch verwenden, um den Status der SSD-Laufwerke zu Uberwachen.
Wahlen Sie KNOTEN. Wahlen Sie anschlielend aus Storage Node > Hardware. Wenn ein Laufwerk
ausgefallen ist, enthalt das Feld Speicher-RAID-Modus eine Meldung dartber, welches Laufwerk
ausgefallen ist.

Wickeln Sie das Gurt-Ende des ESD-Armbands um |hr Handgelenk, und befestigen Sie das Clip-Ende auf



einer Metallmasse, um eine statische Entladung zu verhindern.

. Packen Sie das Ersatzlaufwerk aus und legen Sie es in der Nahe des Gerats auf eine statische, Ebene
Flache.

Alle Verpackungsmaterialien speichern.

. Driicken Sie die Entriegelungstaste am ausgefallenen Laufwerk.

I, Press the
retease button

N Atterilion: Ensure
that the ray hande
is fully apen before
you attempt o slide
li. Piace the drive on a the drive cul

static-free, level surface.
Der Griff an den Antriebsfedern 6ffnet sich teilweise, und das Laufwerk I6st sich aus dem Schlitz.

. Offnen Sie den Griff, schieben Sie das Laufwerk heraus und legen Sie es auf eine statisch freie, Ebene
Oberflache.

. Dricken Sie die Entriegelungstaste am Ersatzlaufwerk, bevor Sie es in den Laufwerkschacht einsetzen.

Die Verriegelungsfedern 6ffnen sich.

i. Insert the drive =
e > ity

ii. Close the drive tray handle

Note: Do not use gxoessive force
while clasing the handla.

. Setzen Sie das Ersatzlaufwerk in den Steckplatz ein, und schlieBen Sie dann den Laufwerkgriff.
@ Beim SchlieRen des Griffs keine Ubermalige Kraft anwenden.

Wenn das Laufwerk vollstandig eingesetzt ist, horen Sie einen Klick.

Das ersetzte Laufwerk wird automatisch mit gespiegelten Daten von den Arbeitslaufwerken neu aufgebaut.
Die Laufwerk-LED blinkt zunachst, hort aber auf zu blinken, sobald das System feststellt, dass das
Laufwerk Uber gentigend Kapazitat verfigt und funktionsfahig ist.

Sie kénnen den Status der Neuerstellung mithilfe des Grid Manager Uberprifen.

. Wenn mehr als ein Laufwerk ausgefallen und ersetzt wurde, haben Sie mdglicherweise Warnmeldungen,
die darauf hinweisen, dass einige Volumes Daten wiederherstellen missen. Wenn Sie eine Warnmeldung
erhalten, wahlen Sie vor dem Versuch, eine Volume-Wiederherstellung durchzufihren, NODES > aus
appliance Storage Node > Hardware. Uberpriifen Sie im Abschnitt StorageGRID-Appliance auf der
Seite, ob der Speicher-RAID-Modus ordnungsgemal ist oder neu erstellt wird. Wenn im Status ein oder
mehrere ausgefallene Laufwerke aufgefiihrt sind, korrigieren Sie diese Bedingung, bevor Sie eine
Wiederherstellung des Volumes durchfihren.
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9. Gehen Sie im Grid Manager zu NODES > appliance Storage Node > Hardware. Uberpriifen Sie im
Abschnitt StorageGRID-Gerat auf der Seite, ob der Speicher-RAID-Modus ordnungsgemalf funktioniert.

Nach dem Austausch des Teils senden Sie das fehlerhafte Teil an NetApp zurick, wie in den mit dem Kit
gelieferten RMA-Anweisungen beschrieben. Siehe "Teilerickgabe Austausch" Seite flr weitere Informationen.

Ersetzen Sie das Laufwerk im SG6100-CN

Die SG6160 Appliance enthalt zwei SSD-Laufwerke im SG6100-CN Controller, die als
Lese-Cache fungieren. Wenn eines dieser Laufwerke ausfallt, missen Sie es so schnell
wie moglich austauschen, um die potenziellen Auswirkungen auf die Performance zu
minimieren.

Bevor Sie beginnen
* Das ist schon "Das Gerat befindet sich physisch".

« Sie haben Uberprift, welches Laufwerk ausgefallen ist, indem Sie darauf achten, dass die linke LED gelb
leuchtet oder Grid Manager fir verwenden "Zeigen Sie die Warnung an, die durch das ausgefallene
Laufwerk verursacht wurde".

» Sie haben das Ersatzlaufwerk erhalten.

 Sie haben einen angemessenen ESD-Schutz erhalten.

Schritte

1. Stellen Sie sicher, dass die linke Fehler-LED des Laufwerks gelb leuchtet, oder verwenden Sie die
Laufwerksteckplatz-ID aus der Warnmeldung, um das Laufwerk zu finden.

Die Laufwerke befinden sich in den folgenden Positionen im Gehause (Vorderseite des Gehduses mit
entfernter Blende).

2. Wickeln Sie das Gurt-Ende des ESD-Armbands um |Ihr Handgelenk, und befestigen Sie das Clip-Ende auf
einer Metallmasse, um eine statische Entladung zu verhindern.

3. Packen Sie das Ersatzlaufwerk aus und legen Sie es in der Nahe des Gerats auf eine statische, Ebene
Flache.

Alle Verpackungsmaterialien speichern.

4. Dricken Sie die Entriegelungstaste am ausgefallenen Laufwerk.

I, Press the
redeasa button

Atlertlion: Ensune

that the ey handie

is fully apen before

yol altempl b elide

li. Piace the drive on a the drive cul
static-free, level surface.
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Der Griff an den Antriebsfedern 6ffnet sich teilweise, und das Laufwerk [6st sich aus dem Schlitz.

5. Offnen Sie den Giriff, schieben Sie das Laufwerk heraus und legen Sie es auf eine statisch freie, Ebene
Oberflache.

6. Driicken Sie die Entriegelungstaste am Ersatzlaufwerk, bevor Sie es in den Laufwerkschacht einsetzen.

Die Verriegelungsfedern 6ffnen sich.

ii. Cloze the drive ray handlea
Wote: Do not use excessive force
while closing the bandia.

7. Setzen Sie das Ersatzlaufwerk in den Steckplatz ein, und schlie®en Sie dann den Laufwerkgriff.
@ Beim SchlieRen des Griffs keine UbermaRige Kraft anwenden.

Wenn das Laufwerk vollstandig eingesetzt ist, héren Sie einen Kilick.

Wenn beide SSD-Laufwerke normal funktionieren, stellt das System die Lese-Cache-Funktion automatisch
wieder her. Sie kdnnen "Fihren Sie eine Diagnose aus" die Trefferquote des Lese-Caches Uiberwachen.
Da der Cache gerade neu aufgebaut wurde, war die Trefferrate anfanglich méglicherweise niedrig, sollte
sich aber im Laufe der Zeit erhéhen, da der Cache von den Clients, die auf Objektdaten zugreifen, wieder
aufgefullt wird.

Nach dem Austausch des Teils senden Sie das fehlerhafte Teil an NetApp zurlck, wie in den mit dem Kit
gelieferten RMA-Anweisungen beschrieben. Siehe "Teilerlickgabe Austausch" Seite flir weitere Informationen.

Ersetzen von Laufwerken im Storage-Controller-Shelf oder Erweiterungs-Shelf (SG6160)

Sie kdnnen ein Laufwerk in einem SG6160 Storage-Controller-Shelf oder Erweiterungs-
Shelf (DE460C) ersetzen.

Uber diese Aufgabe
StorageGRID Grid Manager Gberwacht den Status des Storage Arrays und gibt bei Laufwerksausfallen
Warnmeldungen aus. Wenn der Grid Manager eine Warnmeldung ausgibt, oder Sie kdnnen den Recovery
Guru im SANTtricity System Manager verwenden, um weitere Informationen Uber das jeweilige Laufwerk zu
erhalten, das ausgefallen ist. Wenn ein Laufwerk ausfallt, leuchtet die gelbe Warn-LED. Sie kdnnen ein
ausgefallenes Laufwerk im laufenden Betrieb austauschen, wahrend das Speicher-Array I/O-Vorgange
empfangt
Bevor Sie beginnen

+ Uberpriifen Sie die Anforderungen firr die Laufwerksverwaltung.

« Stellen Sie sicher, dass Sie Folgendes haben:

> Ein von NetApp unterstitztes Ersatzlaufwerk fiir hr Controller Shelf oder Festplatten-Shelf.

o Ein ESD-Armband, oder Sie haben andere antistatische Vorsichtsmaflinahmen getroffen.
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o Zugriff auf den SANTtricity System Manager:

= Wahlen Sie im Grid-Manager NODES > Appliance Node > SANtricity System Manager aus.
Informationen zum Controller finden Sie auf der "Registerkarte ,SANTtricity System Manager™".

= Zeigen Sie einen Browser in der Management Station auf den Domanennamen oder die IP-
Adresse des Controllers.

Schritt 1: Vorbereitung auf den Austausch des Laufwerks

Bereiten Sie sich auf den Austausch eines Laufwerks vor, indem Sie den Recovery Guru in SANtricity System
Manager prifen und alle erforderlichen Schritte ausfihren. Dann kénnen Sie die ausgefallene Komponente
finden.

Schritte

1. Wenn der Recovery Guru im SANtricity System Manager Sie Uber einen bevorstehenden Laufwerksausfall
informiert hat, aber es ist noch nicht ausgefallen, befolgen Sie die Anweisungen im Recovery Guru zum
Fehlschlagen des Laufwerks.

2. Uberpriifen Sie bei Bedarf mit SANtricity System Manager, ob Sie ein geeignetes Ersatzlaufwerk besitzen.
a. Wahlen Sie Hardware.
b. Wahlen Sie in der Shelf-Grafik das ausgefallene Laufwerk aus.

c. Klicken Sie auf das Laufwerk, um das Kontextmenu anzuzeigen, und wahlen Sie dann Einstellungen
anzeigen.

d. Vergewissern Sie sich, dass die Kapazitat des Ersatzlaufwerks dem des Ersatzlaufwerks entspricht
oder hoher ist als das ersetzte Laufwerk und dass es die Funktionen besitzt, die Sie erwarten.

3. Verwenden Sie bei Bedarf SANtricity System Manager, um das Laufwerk innerhalb des Storage-Arrays zu
finden.

a. Entfernen Sie das Shelf mit einer Blende, damit Sie die LEDs sehen.

b. Wahlen Sie im Kontextmenl des Laufwerks die Option Positionsanzeige einschalten.

Die Warn-LED (gelb) der Laufwerksschublade blinkt, damit Sie das richtige Laufwerk 6ffnen kénnen,
um zu ermitteln, welches Laufwerk ersetzt werden soll.

4. Entriegeln Sie die Antriebsschublade, indem Sie an beiden Hebeln ziehen.
a. Ziehen Sie die Antriebsschublade vorsichtig mit den ausgestreckte Hebeln heraus, bis sie einrastet.

b. Suchen Sie oben in der Laufwerksschublade, um die Warn-LED vor jedem Laufwerk zu finden.

Die Warn-LEDs der Laufwerksschublade befinden sich auf der linken Seite vor jedem Laufwerk, wobei
ein Warnsymbol auf dem Laufwerkgriff direkt hinter der LED leuchtet.

Schritt 2: Entfernen Sie ausgefallenes Laufwerk

Entfernen Sie ein ausgefallenes Laufwerk, um es durch ein neues zu ersetzen.

Schritte

1. Packen Sie das Ersatzlaufwerk aus, und stellen Sie es auf eine flache, statische Oberflache in der Nahe
des Regals ein.

Speichern Sie alle Verpackungsmaterialien fiir das nachste Mal, wenn Sie eine Fahrt zurlickschicken
mussen.
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Ldsen Sie die Hebel der Antriebsschublade von der Mitte der entsprechenden Antriebsschublade, indem
Sie beide zur Seite der Schublade ziehen.

Ziehen Sie die Hebel der erweiterten Laufwerkschublade vorsichtig heraus, um die Laufwerkschublade bis
zur vollstandigen Erweiterung zu ziehen, ohne sie aus dem Gehause zu entfernen.

Ziehen Sie vorsichtig die orangefarbene Entriegelungsriegel vor dem zu entfernenden Laufwerk nach
hinten.

Der Nockengriff an den Antriebsfedern 6ffnet sich teilweise und der Antrieb wird aus der Schublade geldst.

Den Nockengriff 6ffnen und den Antrieb leicht herausheben.

Warten Sie 30 Sekunden.

Heben Sie den Antrieb mithilfe des Nockengriffs aus dem Regal.

Setzen Sie das Laufwerk auf eine antistatische, gepolsterte Oberflache, die von Magnetfeldern entfernt ist.

Warten Sie 30 Sekunden, bis die Software erkennt, dass das Laufwerk entfernt wurde.

Wenn Sie versehentlich ein aktives Laufwerk entfernen, warten Sie mindestens 30
Sekunden, und installieren Sie es erneut. Informationen zum Recovery-Verfahren finden Sie
in der Storage Management Software.

Schritt 3: Neues Laufwerk installieren

Installieren Sie ein neues Laufwerk, um das ausgefallene zu ersetzen.

@ Installieren Sie das Ersatzlaufwerk so schnell wie mdglich nach dem Entfernen des

ausgefallenen Laufwerks. Andernfalls besteht die Gefahr, dass die Ausristung Uberhitzt.

Moglicher Datenverlust — Wenn Sie die Laufwerksschublade wieder in das Gehause

@ schieben, schlagen Sie die Schublade niemals zu. Schieben Sie die Schublade langsam hinein,

um zu vermeiden, dass die Schublade einrastet und das Speicher-Array beschadigt wird.

Schritte

1.
2.

Den Nockengriff am neuen Antrieb senkrecht anheben.

Richten Sie die beiden angehobenen Tasten auf beiden Seiten des Laufwerktragers an der
entsprechenden Liicke im Laufwerkskanal auf der Laufwerksschublade aus.

Senken Sie den Antrieb gerade nach unten, und drehen Sie dann den Nockengriff nach unten, bis das
Laufwerk unter dem orangefarbenen Freigaberiegel einrastet.

. Schieben Sie die Laufwerkschublade vorsichtig wieder in das Gehause. Schieben Sie die Schublade

langsam hinein, um zu vermeiden, dass die Schublade einrastet und das Speicher-Array beschadigt wird.

Schliel3en Sie die Antriebsschublade, indem Sie beide Hebel in die Mitte schieben.

Die griine Aktivitats-LED fir das ausgetauschte Laufwerk an der Vorderseite der Laufwerksschublade
leuchtet auf, wenn das Laufwerk ordnungsgeman eingesetzt wird.

Je nach Konfiguration rekonstruiert der Controller moglicherweise automatisch Daten auf dem neuen
Laufwerk. Wenn im Shelf Hot-Spare-Laufwerke verwendet werden, muss der Controller mdglicherweise
eine vollstandige Rekonstruktion des Hot Spare durchflhren, bevor er die Daten auf das ausgetauschte
Laufwerk kopieren kann. Durch diesen Rekonstruktionsprozess wird die Zeit erhoht, die zum Abschluss
dieses Vorgangs erforderlich ist.
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Schritt 4: Vollstindige Laufwerksaustausch
Uberpriifen Sie, ob das neue Laufwerk ordnungsgemaf funktioniert.

Schritte

1. Uberprifen Sie die ein/aus-LED und die Warn-LED am ausgetauschten Laufwerk. (Wenn Sie das erste
Laufwerk einsetzen, leuchtet die Warn-LED mdoglicherweise auf. Die LED sollte jedoch innerhalb einer
Minute ausgeschaltet werden.)

> Die ein/aus-LED leuchtet oder blinkt, und die Warn-LED leuchtet nicht: Zeigt an, dass das neue
Laufwerk ordnungsgemal funktioniert.

> Die ein/aus-LED leuchtet auf: Zeigt an, dass das Laufwerk mdglicherweise nicht ordnungsgemaf

installiert ist. Entfernen Sie das Laufwerk, warten Sie 30 Sekunden, und installieren Sie es dann
wieder.

o Die Warnungs-LED leuchtet: Zeigt an, dass das neue Laufwerk mdglicherweise defekt ist. Tauschen
Sie es durch ein anderes neues Laufwerk aus.

2. Wenn der Recovery Guru im SANTtricity System Manager immer noch ein Problem zeigt, wahlen Sie
recheck aus, um sicherzustellen, dass das Problem behoben wurde.

3. Wenn der Recovery Guru angibt, dass die Laufwerksrekonstruktion nicht automatisch gestartet wurde,
muss die Rekonstruktion manuell gestartet werden wie folgt:

@ FUhren Sie diesen Vorgang nur aus, wenn Sie vom technischen Support oder dem
Recovery Guru dazu aufgefordert werden.

a. Wahlen Sie Hardware.
b. Klicken Sie auf das Laufwerk, das Sie ersetzt haben.
c. Wahlen Sie im Kontextmenl des Laufwerks die Option rekonstruieren.

d. Bestatigen Sie, dass Sie diesen Vorgang ausfiihren mochten.

Nach Abschluss der Laufwerkswiederherstellung befindet sich die Volume-Gruppe in einem optimalen
Zustand.

4. Bringen Sie die Blende bei Bedarf wieder an.

5. Senden Sie das fehlerhafte Teil wie in den dem Kit beiliegenden RMA-Anweisungen beschrieben an
NetApp zurtck.

Was kommt als Nachstes?

Der Austausch des Laufwerks ist abgeschlossen. Sie kdnnen den normalen Betrieb fortsetzen.

Ersetzen Sie die NIC
Ersetzen Sie die interne NIC im SGF6112 oder SG6100-CN

Maoglicherweise missen Sie eine interne Netzwerkschnittstellenkarte (NIC) im SGF6112
oder SG6100-CN ersetzen, wenn sie nicht optimal funktioniert oder ausgefallen ist.

Mit diesen Verfahren kbnnen Sie:

» Entfernen Sie die NIC

* |nstallieren Sie die NIC neu
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Entfernen Sie die interne NIC

Bevor Sie beginnen
« Sie haben die richtige Ersatz-NIC.

+ Sie haben die festgelegt "Position der zu ersetzenden NIC".

* Das ist schon "Physische Lage der SGF6112 Appliance oder des SG6100-CN Controllers" Wo Sie die NIC
im Rechenzentrum ersetzen.

@ Vor dem Entfernen des Gerats aus dem Rack ist ein "Kontrolliertes Herunterfahren des
Gerats" erforderlich.

 Sie haben alle Kabel und getrennt "Die Gerateabdeckung entfernt".

Uber diese Aufgabe

Um Serviceunterbrechungen zu vermeiden, vergewissern Sie sich, dass alle anderen Speicher-Nodes mit dem
Grid verbunden sind, bevor Sie den Austausch der Netzwerkschnittstellenkarte (NIC) starten oder die NIC
wahrend eines geplanten Wartungsfensters austauschen, wenn Serviceunterbrechungen akzeptabel sind.
Siehe die Informationen tber "Monitoring der Verbindungsstatus der Nodes".

Wenn Sie jemals eine ILM-Regel verwendet haben, die nur eine Kopie eines Objekts erstellt,

@ mussen Sie die NIC wahrend eines geplanten Wartungsfensters ersetzen, da wahrend dieses
Vorgangs voribergehend der Zugriff auf diese Objekte verloren geht. Siehe Informationen Uber
"Warum sollten Sie die Single-Copy-Replizierung nicht verwenden".

Schritte

1. Wickeln Sie das Gurt-Ende des ESD-Armbands um |Ihr Handgelenk, und befestigen Sie das Clip-Ende auf
einer Metallmasse, um eine statische Entladung zu verhindern.

2. Suchen Sie die Riserbaugruppe, in der sich die NIC auf der Rickseite des Gerats befindet.

Die drei NICs im Gerat befinden sich in zwei Riserbaugruppen an den Positionen im Gehause, die auf dem
Foto gezeigt werden (Ruiickseite des Gerats mit entfernter oberer Abdeckung):
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Geréte- oder Teilename

1 Schluck1/Schluck2

2 Mtc1/mtc2

3 Hik3/hik4

4 Steckplatzbaugruppe mit

zwei Steckplatzen

5 Steckplatzbaugruppe

Beschreibung

10/25-GbE-Ethernet-Netzwerkports in der zwei-Port-Riser-
Baugruppe

1/10GBase-T-Management-Ports in der zwei-Port-Riser-
Baugruppe

10/25-GbE-Ethernet-Netzwerkports in der ein-Port-Riser-
Baugruppe

Unterstutzung fir eine der 10/25-GbE-NICs und die
1/10GBase-T-NIC

Unterstltzung fur eine der 10/25-GbE-NICs

3. Fassen Sie die Riser-Baugruppe mit der fehlerhaften NIC durch die blau markierten Lécher, und heben Sie
sie vorsichtig nach oben. Bewegen Sie die Riser-Baugruppe beim Anheben in Richtung
Gehausevorderseite, damit die externen Anschlisse in den installierten NICs das Gehause entfernen

kdénnen.

4. Platzieren Sie den Riser auf einer flachen antistatischen Oberflache mit der Metallrahmen-Seite nach

unten, um Zugang zu den NICs zu erhalten.

o Zwei-Steckplatz-Riser-Baugruppe mit zwei NICs
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5. Offnen Sie die blaue Verriegelung (eingekreist) auf der zu ersetzenden NIC, und entfernen Sie die NIC
vorsichtig aus der Riserbaugruppe. Fuhren Sie die NIC leicht durch, um die NIC aus ihrem Anschluss zu
entfernen. Verwenden Sie keine UbermaRige Kraft.

6. Stellen Sie die NIC auf eine flache antistatische Oberflache.

Installieren Sie die interne NIC neu

Installieren Sie die Ersatz-NIC an derselben Stelle wie die entfernte.

Bevor Sie beginnen
+ Sie haben die richtige Ersatz-NIC.

» Sie haben die vorhandene fehlerhafte NIC entfernt.

Schritte

1. Wickeln Sie das Gurt-Ende des ESD-Armbands um lhr Handgelenk, und befestigen Sie das Clip-Ende auf
einer Metallmasse, um eine statische Entladung zu verhindern.

2. Nehmen Sie die Ersatz-NIC aus der Verpackung.

3. Wenn Sie eine der NICs in der Riserbaugruppe mit zwei Steckplatzen austauschen, gehen Sie wie folgt
VOr:

a. Stellen Sie sicher, dass sich die blaue Verriegelung in der gedffneten Position befindet.

b. Richten Sie die NIC an ihrem Anschluss an der Riserbaugruppe aus. Driicken Sie die NIC vorsichtig in
den Anschluss, bis sie vollstandig eingesetzt ist, wie auf dem Foto gezeigt, und schlieRen Sie dann die
blaue Verriegelung.
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c. Suchen Sie die Ausrichtungsbohrung auf der Riserbaugruppe mit zwei Steckplatzen (eingekreist), die
mit einem Flhrungsstift auf der Systemplatine ausgerichtet ist, um sicherzustellen, dass die
Riserbaugruppe richtig positioniert ist.
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e. Positionieren Sie die Riser-Baugruppe im Gehause, und achten Sie darauf, dass sie mit dem
Anschluss auf der Systemplatine und dem Fuhrungsstift ausgerichtet ist.

f. Dricken Sie die Steckerbaugruppe mit zwei Steckplatzen vorsichtig entlang der Mittellinie neben den
blau markierten Léchern, bis sie vollstandig eingesetzt ist.

4. Wenn Sie die NIC in der Einsteckkarte austauschen, gehen Sie wie folgt vor:
a. Stellen Sie sicher, dass sich die blaue Verriegelung in der gedtffneten Position befindet.

b. Richten Sie die NIC an ihrem Anschluss an der Riserbaugruppe aus. Driicken Sie die NIC vorsichtig in
den Anschluss, bis sie wie auf dem Foto gezeigt vollstandig eingesetzt ist, und schlieRen Sie die blaue
Verriegelung.

¢. Suchen Sie die Ausrichtungsbohrung auf der Einsteckkarte (eingekreist), die mit einem Fihrungsstift
auf der Systemplatine ausgerichtet ist, um sicherzustellen, dass die Riserbaugruppe richtig positioniert
ist.
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e. Positionieren Sie die Steckplatzbaugruppe im Gehause, und achten Sie darauf, dass sie mit dem
Anschluss auf der Systemplatine und dem Fihrungsstift ausgerichtet ist.

f. Dricken Sie die Steckerbaugruppe mit einem Steckplatz vorsichtig entlang der Mittellinie neben den
blau markierten Léchern, bis sie vollstandig eingesetzt ist.

5. Entfernen Sie die Schutzkappen von den NIC-Ports, an denen Sie die Kabel neu installieren.

Nachdem Sie fertig sind
Wenn Sie keine weiteren Wartungsmalfnahmen im Gerat durchfiihren missen, setzen Sie die
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Gerateabdeckung wieder ein, bringen Sie das Gerat wieder in das Rack ein, schliefien Sie die Kabel an und
schalten Sie das Gerat mit Strom aus.

Nach dem Austausch des Teils senden Sie das fehlerhafte Teil an NetApp zurick, wie in den mit dem Kit
gelieferten RMA-Anweisungen beschrieben. Siehe "Teilerlickgabe Austausch" Seite fir weitere Informationen.

Ersetzen Sie die externe NIC im SG6100-CN

Madglicherweise mussen Sie eine externe Netzwerkschnittstellenkarte (NIC) im SG6100-
CN austauschen, wenn sie nicht optimal funktioniert oder ausgefallen ist.

Mit diesen Verfahren kbnnen Sie:

» Entfernen Sie die NIC

* Installieren Sie die NIC neu
Bevor Sie beginnen

* Sie haben die richtige Ersatz-NIC.

 Sie haben die festgelegt "Position der zu ersetzenden NIC".

* Das ist schon "Der SG6100-CN-Controller befindet sich physisch" Wo Sie die NIC im Rechenzentrum
ersetzen.

@ Hot-Swapping wird fiir dieses Verfahren nicht unterstiitzt. Vor dem Trennen der Kabel und
Entfernen der NIC ist ein "Kontrolliertes Herunterfahren des Gerats"erforderlich.

 Sie haben alle Kabel, einschlieRlich der beiden Netzkabel des SG6100-CN, getrennt.

» Optional: Sie haben den Controller aus dem Rack entfernt, wenn dies durch lokale Vorschriften
erforderlich ist. Das Entfernen ist nicht erforderlich, da die NIC von au3en zuganglich ist.

Uber diese Aufgabe

Um Dienstunterbrechungen zu vermeiden, stellen Sie sicher, dass alle anderen Speicherknoten mit dem Netz
verbunden sind, bevor Sie mit dem Austausch der Netzwerkschnittstellenkarte (NIC) beginnen, oder ersetzen
Sie die NIC wahrend eines geplanten Wartungsfensters, wenn Zeitraume mit Dienstunterbrechungen
akzeptabel sind. Informationen zu "Verbindungsstatus des Knotens wird montierend dargestellt" .

Wenn Sie jemals eine ILM-Regel verwendet haben, die nur eine Kopie eines Objekts erstellt,

@ mussen Sie die NIC wahrend eines geplanten Wartungsfensters ersetzen, da wahrend dieses
Vorgangs vorlbergehend der Zugriff auf diese Objekte verloren geht. Siehe Informationen Gber
"Warum sollten Sie die Single-Copy-Replizierung nicht verwenden".

Entfernen Sie die externe NIC

Schritte

1. Wickeln Sie das Gurtende eines ESD-Armbands um |hr Handgelenk, und befestigen Sie das Clip-Ende an
einem Metallboden, um eine statische Entladung zu vermeiden.
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2. Lésen Sie die Schraube an der Frontplatte der NIC mit einem Schraubendreher.

@ Hot-Swapping wird fir dieses Verfahren nicht untersttitzt. Der Controller muss vor dem
Entfernen der NIC von der Stromversorgung getrennt werden.

3. Entfernen Sie die NIC vorsichtig, indem Sie am Griff der Frontplatte ziehen. Stellen Sie die NIC auf eine
flache, antistatische Oberflache.

Installieren Sie die externe NIC neu

Schritte

1. Wickeln Sie das Gurtende eines ESD-Armbands um lhr Handgelenk, und befestigen Sie das Clip-Ende an
einem Metallboden, um eine statische Entladung zu vermeiden.

2. Nehmen Sie die Ersatz-NIC aus der Verpackung.

3. Richten Sie die NIC an der Offnung im Gehause aus, und driicken Sie sie vorsichtig hinein, bis sie
vollstandig eingesetzt ist.

4. Ziehen Sie die Schraube an der Frontplatte der NIC fest.

Nachdem Sie fertig sind

Wenn Sie keine weiteren Wartungsmalfinahmen im Gerat durchfihren missen, setzen Sie das Gerat wieder in
das Rack ein, wenn es entfernt wurde, schlie3en Sie die Kabel an, und schalten Sie das Gerat mit Strom aus.

Nach dem Austausch des Teils senden Sie das fehlerhafte Teil an NetApp zurlck, wie in den mit dem Kit
gelieferten RMA-Anweisungen beschrieben. Siehe "Teilerlickgabe Austausch" Seite flir weitere Informationen.

Ersetzen Sie die SGF6112- oder SG6100-CN CMOS-Batterie

Gehen Sie wie folgt vor, um die CMOS-Knopfzellenbatterie auf der Systemplatine
auszutauschen.

Mit diesen Verfahren konnen Sie:

« Entfernen Sie die CMOS-Batterie

» Setzen Sie die CMOS-Batterie wieder ein

Entfernen Sie die CMOS-Batterie

Bevor Sie beginnen

» Das ist schon "Uberpriifen Sie das Gerat, in dem die CMOS-Batterie ausgetauscht werden muss".

+ Das ist schon "Physische Lage der SGF6112 Appliance oder des SG6100-CN Controllers" Wo Sie die
CMOS-Batterie im Rechenzentrum austauschen.

+ Sie haben die aktuelle BMC-Konfiguration der Appliance aufgezeichnet, sofern sie weiterhin verfligbar ist.
a. Melden Sie sich bei der zu ersetzenden Appliance an:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgefliihrte Passwort ein Passwords. txt Datei:
il. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

iv. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
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Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

b. Geben Sie ein: run-host-command ipmitool lan print Um die aktuelle BMC-Konfiguration fiir
die Appliance anzuzeigen.

@ Vor dem Entfernen des Gerats aus dem Rack ist ein "Kontrolliertes Herunterfahren des
Gerats" erforderlich.

« Sie haben alle Kabel und getrennt "Die Gerateabdeckung entfernt".

Uber diese Aufgabe

Um Serviceunterbrechungen zu vermeiden, vergewissern Sie sich, dass alle anderen Speicher-Nodes mit dem
Stromnetz verbunden sind, bevor Sie den Austausch der CMOS-Batterie starten, oder tauschen Sie die
Batterie wahrend eines geplanten Wartungsfensters aus, wenn Serviceunterbrechungen akzeptabel sind.
Siehe die Informationen Uber "Monitoring der Verbindungsstatus der Nodes".

Wenn Sie jemals eine ILM-Regel verwendet haben, die nur eine Kopie eines Objekts erstellt,
@ mussen Sie die Batterie wahrend eines geplanten Wartungsfenster austauschen, da Sie

wahrend dieses Vorgangs vortibergehend den Zugriff auf diese Objekte verlieren kdnnen. Siehe

Informationen ber "Warum sollten Sie die Single-Copy-Replizierung nicht verwenden".

Schritte
1. Wickeln Sie das Gurt-Ende des ESD-Armbands um Ihr Handgelenk, und befestigen Sie das Clip-Ende auf
einer Metallmasse, um eine statische Entladung zu verhindern.

2. Suchen Sie die Steckerbaugruppe mit zwei Steckplatzen an der Rickseite des Gerats.
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3. Fassen Sie die Riserbaugruppe durch die blau markierten Locher und heben Sie sie vorsichtig nach oben.
Bewegen Sie die Riser-Baugruppe beim Anheben in Richtung Gehausevorderseite, damit die externen
Anschlisse in den installierten NICs das Gehause entfernen kdnnen.
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4. Platzieren Sie die Riserkarte auf einer flachen antistatischen Oberflache mit der Metallrahmen-Seite nach
unten.

5. Suchen Sie den CMOS-Akku auf der Systemplatine in der Position unter der entfernten Riserbaugruppe
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6. Driicken Sie den Halteclip (hervorgehoben) mit dem Finger oder einem Hebelwerkzeug aus Kunststoff von
der Batterie weg, um ihn aus der Steckdose zu ziehen.
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7. Entfernen Sie die Batterie, und entsorgen Sie sie ordnungsgemalfi.
Setzen Sie die CMOS-Batterie wieder ein

Setzen Sie den Ersatz-CMOS-Akku in den Sockel auf der Systemplatine ein

Bevor Sie beginnen
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» Sie haben die richtige Ersatz-CMOS-Batterie (CR2032).
 Sie haben die fehlerhafte CMOS-Batterie entfernt.

Schritte

1. Wickeln Sie das Gurt-Ende des ESD-Armbands um |Ihr Handgelenk, und befestigen Sie das Clip-Ende auf
einer Metallmasse, um eine statische Entladung zu verhindern.

2. Entfernen Sie den CMOS-Akku aus der Verpackung.

3. Dricken Sie den Ersatzakku mit der positiven (+) Seite nach oben in den leeren Sockel auf der
Systemplatine, bis der Akku einrastet.

4. Suchen Sie die Ausrichtungsbohrung auf der Riserbaugruppe mit zwei Steckplatzen (eingekreist), die mit
dem Fuhrungsstift auf der Systemplatine ausgerichtet ist, um sicherzustellen, dass die Riserbaugruppe
richtig positioniert ist.

5. Suchen Sie den Fuhrungsstift auf der Systemplatine
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Positionieren Sie die Riser-Baugruppe im Gehause, und achten Sie darauf, dass sie mit dem Anschluss
auf der Systemplatine und dem Fihrungsstift ausgerichtet ist.

Dricken Sie die Steckerbaugruppe mit zwei Steckplatzen vorsichtig entlang der Mittellinie neben den blau
markierten Lochern, bis sie vollstandig eingesetzt ist.

Wenn Sie keine weiteren Wartungsmafnahmen im Gerat durchfiihren missen, setzen Sie die
Gerateabdeckung wieder ein, bringen Sie das Gerat wieder in das Rack ein, schlielen Sie die Kabel an
und schalten Sie das Gerat mit Strom aus.

Wenn die Laufwerkverschlisselung fiir die SED-Laufwerke auf der ersetzten Appliance aktiviert war,
mussen Sie dies tun "Geben Sie die Passphrase fur die Laufwerkverschlisselung ein" So greifen Sie auf
die verschlusselten Laufwerke zu, wenn die Ersatz-Appliance zum ersten Mal gestartet wird.

Wenn die von Ihnen ersetzte Appliance einen Verschlisselungsmanagement-Server (KMS) zum
Management der Schlissel fiir die Node-Verschliisselung verwendet hat, ist moglicherweise eine
zusatzliche Konfiguration erforderlich, bevor der Node dem Grid beitreten kann. Wenn der Node nicht
automatisch in das Raster integriert wird, stellen Sie sicher, dass diese Konfigurationseinstellungen auf die
neue Appliance Ubertragen wurden, und konfigurieren Sie manuell alle Einstellungen, die nicht Uber die
erwartete Konfiguration verfligen:

o "Konfigurieren Sie StorageGRID-Verbindungen"
o "Konfigurieren Sie die Node-Verschlisselung fir die Appliance"
Melden Sie sich bei der Appliance an:
a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
d. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:

Stellen Sie die BMC-Netzwerkverbindung fur die Appliance wieder her. Es gibt zwei Mdglichkeiten:
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> Verwenden Sie statische IP, Netzmaske und Gateway
> Verwenden Sie DHCP, um eine IP, eine Netzmaske und ein Gateway zu erhalten

i. Geben Sie zum Wiederherstellen der BMC-Konfiguration fiir die Verwendung einer statischen IP,
Netzmaske und eines Gateways die folgenden Befehle ein:

run-host-command ipmitool lan set 1 ipsrc static
run-host-command ipmitool lan set 1 ipaddr Appliance IP
run-host-command ipmitool lan set 1 netmask Netmask IP
run-host-command ipmitool lan set 1 defgw ipaddr Default gateway

i. Geben Sie den folgenden Befehl ein, um die BMC-Konfiguration so wiederherzustellen, dass DHCP
zum Abrufen einer IP, einer Netmask und eines Gateways verwendet wird:

run-host-command ipmitool lan set 1 ipsrc dhcp

13. Stellen Sie nach dem Wiederherstellen der BMC-Netzwerkverbindung eine Verbindung zur BMC-
Schnittstelle her, um die zusatzlich angewendete benutzerdefinierte BMC-Konfiguration zu prifen und
wiederherzustellen. Sie sollten beispielsweise die Einstellungen fir SNMP-Trap-Ziele und E-Mail-
Benachrichtigungen bestatigen. Siehe "Konfigurieren Sie die BMC-Schnittstelle”.

14. Vergewissern Sie sich, dass der Appliance-Node im Grid Manager angezeigt wird und keine Meldungen
angezeigt werden.

Austausch der DIMMs im Speicher-Controller-Shelf (SG6160)

Sie konnen ein DIMM im E4000 ersetzen, wenn ein Speicherfehler vorliegt oder wenn ein
DIMM-Fehler vorliegt.

Uber diese Aufgabe

Zum Austauschen eines DIMM miissen Sie die Cache-Grofie des Controllers tberprifen, den Controller offline
schalten, den Controller entfernen, die DIMMs entfernen und die neuen DIMMs in den Controller installieren.
Anschlielend kénnen Sie lhren Controller wieder online schalten und Uberprifen, ob das Speicher-Array
ordnungsgemal funktioniert.

Bevor Sie beginnen

« Stellen Sie sicher, dass Sie Folgendes haben:
o Ein Ersatz-DIMM.
o Ein ESD-Armband, oder Sie haben andere antistatische Vorsichtsmaflinahmen getroffen.
o Ein flacher, statischer freier Arbeitsbereich.
o Etiketten, um jedes Kabel zu identifizieren, das mit dem Controller-Behalter verbunden ist.
o Zugriff auf den SANTtricity System Manager:
= Wahlen Sie im Grid-Manager NODES > Appliance Node > SANtricity System Manager aus.

e

Informationen zum Controller finden Sie auf der "Registerkarte ,SANftricity System Manager".

= Zeigen Sie einen Browser in der Management Station auf den Domanennamen oder die IP-
Adresse des Controllers.
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Schritt 1: Bestimmen Sie, ob Sie ein DIMM ersetzen miissen

Uberpriifen Sie die Cache-GroRe lhres Controllers, bevor Sie das DIMMS ersetzen.

Schritte

1. Rufen Sie das Speicher-Array-Profil fir den Controller auf. Gehen Sie im SANTtricity-Systemmanager zu
Support > Supportcenter. Wahlen Sie auf der Seite Support Resources die Option Storage Array Profile.

2. Scrollen Sie nach unten oder verwenden Sie das Suchfeld, um die Daten-Cache-Modul-Informationen zu
finden.

3. Wenn eine der folgenden Optionen vorhanden ist, notieren Sie sich die Position des DIMM-Moduls, und
fahren Sie mit den verbleibenden Verfahren in diesem Abschnitt fort, um die DIMMs auf dem Controller zu
ersetzen:

a. Ein ausgefallenes DIMM oder ein DIMM-Reporting Data Cache Module als nicht optimal.

b. Ein DIMM mit einer nicht tGbereinstimmenden * Data Cache Module* Kapazitat.

Schritt 2: Controller offline schalten

Platzieren Sie den Controller offline, damit Sie die DIMMs sicher entfernen und austauschen konnen.

Schritte

1. Sehen Sie sich im SANTtricity System Manager die Details im Recovery Guru an, um zu Uberprifen, ob ein
Problem mit falsch abgestimmter Speicher vorliegt, und um sicherzustellen, dass keine weiteren Punkte
zuerst behoben werden mussen.

2. Bestimmen Sie im Bereich Details des Recovery Guru, welches DIMM ersetzt werden soll.
3. Sichern Sie die Konfigurationsdatenbank des Storage-Arrays mit dem SANTtricity System Manager.
Wenn beim Entfernen eines Controllers ein Problem auftritt, kdnnen Sie die gespeicherte Datei verwenden,
um lhre Konfiguration wiederherzustellen. Das System speichert den aktuellen Status der RAID-
Konfigurationsdatenbank, die alle Daten fiir Volume-Gruppen und Festplatten-Pools auf dem Controller
enthalt.
o Uber System Manager:
i. Wahlen Sie Support > Support Center » Diagnose.
i. Wahlen Sie Konfigurationsdaten Erfassen.
ii. Klicken Sie Auf Collect.

Die Datei wird im Download-Ordner lhres Browsers mit dem Namen, KonfigurationDaten-
<arrayName>-<dateTime>.7z.

4. Wenn der Controller nicht bereits offline ist, versetzen Sie ihn jetzt mithilfe von SANtricity System Manager
in den Offline-Modus.
a. Wahlen Sie Hardware.

b. Wenn die Grafik die Laufwerke anzeigt, wahlen Sie Zuriick vom Shelf anzeigen aus, um die
Controller anzuzeigen.

c. Wahlen Sie den Controller aus, den Sie in den Offline-Modus versetzen mdchten.

d. Wahlen Sie im Kontextmeni die Option Offline platzieren aus, und bestatigen Sie, dass Sie den
Vorgang ausfuihren mdéchten.
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Wenn Sie mit dem Controller auf SANTtricity System Manager zugreifen, den Sie offline
schalten mochten, wird eine Meldung vom SANTtricity System Manager nicht verfligbar

@ angezeigt. Wahlen Sie mit einer alternativen Netzwerkverbindung verbinden aus,
um automatisch tber den anderen Controller auf SANTtricity System Manager
zuzugreifen.

5. Warten Sie, bis der Status des Controllers von SANtricity System Manager in ,Offline* aktualisiert wird.
@ Beginnen Sie keine anderen Vorgange, bis der Status aktualisiert wurde.

6. Wahlen Sie im Recovery Guru erneut priifen aus, und bestatigen Sie, dass das Feld OK to remove im
Detailbereich angezeigt wird
Zeigt Yes an und zeigt an, dass diese Komponente sicher entfernt werden kann.

Schritt 3: Controller-Behalter entfernen

Entfernen Sie den Controller-Aktivkohlebehalter aus dem System, und entfernen Sie dann die Abdeckung des
Controller-Aktivkohlebehalters.

Schritte
1. Wenn Sie nicht bereits geerdet sind, sollten Sie sich richtig Erden.
2. Losen Sie den Klettverschluss, mit dem die Kabel an das Kabelverwaltungsgerat gebunden sind, und

ziehen Sie anschlielRend die Systemkabel und SFPs (falls erforderlich) vom Controller-Aktivkohlebehalter
ab, um zu verfolgen, wo die Kabel angeschlossen wurden.

Lassen Sie die Kabel im Kabelverwaltungs-Gerat so, dass bei der Neuinstallation des
Kabelverwaltungsgerats die Kabel organisiert sind.

3. Entfernen Sie die Kabelfiihrungs-Gerate von der linken und rechten Seite des Controller-Kanisters, und
legen Sie sie beiseite.

4. Drucken Sie die Verriegelung am Nockengriff, bis er sich 16st, 6ffnen Sie den Nockengriff vollstandig, um
den Controller-Aktivkohlebehalter aus der Mittelplatine zu |6sen, und ziehen Sie dann den Controller-
Aktivkohlebehalter mit zwei Handen aus dem Gehause.

5. Drehen Sie den Controller-Behalter um und legen Sie ihn auf eine Ebene, stabile Oberflache.

6. Offnen Sie die Abdeckung, indem Sie die blauen Tasten an den Seiten des Controller-Kanisters driicken,
um die Abdeckung zu I6sen, und drehen Sie dann die Abdeckung nach oben und von dem Controller-
Kanister.
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Schritt 4: Ersetzen Sie die DIMMs

Suchen Sie das DIMM im Controller, entfernen Sie es, und ersetzen Sie es.

Schritte
1. Wenn Sie nicht bereits geerdet sind, sollten Sie sich richtig Erden.

2. Sie mussen ein sauberes System herunterfahren, bevor Sie Systemkomponenten ersetzen, um nicht
geschriebene Daten im nichtfliichtigen Speicher (NVMEM) zu verlieren. Die LED befindet sich auf der
Ruckseite des Controller-Kanisters.

3. Wenn die NVMEM-LED nicht blinkt, befindet sich kein Inhalt in der NVMEM. Sie kénnen die folgenden
Schritte Uberspringen und mit der nachsten Aufgabe bei diesem Verfahren fortfahren.

4. Wenn die NVMEM-LED blinkt, befinden sich Daten in der NVMEM und Sie miUssen die Batterie trennen,
um den Speicher zu I6schen:

a. Entfernen Sie die Batterie aus dem Controller-Behalter, indem Sie die blaue Taste an der Seite des
Controller-Behalters driicken.

b. Schieben Sie den Akku nach oben, bis er die Halteklammern freigibt, und heben Sie den Akku aus
dem Controller-Behalter.

¢. Suchen Sie das Batteriekabel, driicken Sie auf die Klammer am Akkustecker, um den Sicherungsclip
aus der Steckdose zu losen, und ziehen Sie dann das Akkukabel aus der Steckdose.

d. Vergewissern Sie sich, dass die NVMEM-LED nicht mehr leuchtet.

e. Schliel3en Sie den Batterieanschluss wieder an, und tUberprifen Sie die LED auf der Riickseite des
Controllers erneut.
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f. Ziehen Sie das Batteriekabel ab.
. Suchen Sie die DIMMs auf dem Controller-Aktivkohlebehalter.

. Achten Sie auf die Ausrichtung und Position des DIMM im Sockel, damit Sie das Ersatz-DIMM in die
richtige Ausrichtung einsetzen koénnen.

. Werfen Sie das DIMM aus dem Steckplatz, indem Sie die beiden DIMM-Auswerferlaschen auf beiden
Seiten des DIMM langsam auseinander dricken und dann das DIMM aus dem Steckplatz schieben.

Das DIMM dreht sich ein wenig nach oben.

. Drehen Sie das DIMM-Modul so weit wie mdglich, und schieben Sie es dann aus dem Sockel.

(D Halten Sie das DIMM vorsichtig an den Randern, um Druck auf die Komponenten auf der
DIMM-Leiterplatte zu vermeiden.

DIMM-Auswerferlaschen
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Entfernen Sie das Ersatz-DIMM aus dem antistatischen Versandbeutel, halten Sie das DIMM an den
Ecken und richten Sie es am Steckplatz aus.

Die Kerbe zwischen den Stiften am DIMM sollte mit der Lasche im Sockel aufliegen.
Setzen Sie das DIMM-Modul in den Steckplatz ein.

Das DIMM passt eng in den Steckplatz, sollte aber leicht einpassen. Falls nicht, richten Sie das DIMM-
Modul mit dem Steckplatz aus und setzen Sie es wieder ein.

@ Prifen Sie das DIMM visuell, um sicherzustellen, dass es gleichmaRig ausgerichtet und
vollstandig in den Steckplatz eingesetzt ist.

Dricken Sie vorsichtig, aber fest auf die Oberseite des DIMM, bis die Auswurfklammern Uber den Kerben
an den Enden des DIMM einrasten.

Batterie wieder anschlief3en:
a. Schliel3en Sie die Batterie an.
b. Vergewissern Sie sich, dass der Stecker in der Akkusteckdose auf der Hauptplatine einrastet.
c. Richten Sie die Batterie an den Haltehalterungen an der Blechseitenwand aus.

d. Schieben Sie den Akku nach unten, bis die Akkuverriegelung einrastet und in die Offnung an der
Seitenwand einrastet.

Setzen Sie die Abdeckung des Controller-Aktivkohlebehalters wieder ein.

Schritt 5: Setzen Sie den Controller-Behalter wieder ein

Setzen Sie den Controller-Aktivkohlebehalter wieder in das Gehause ein.

Schritte

1.
2.
3.
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Wenn Sie nicht bereits geerdet sind, sollten Sie sich richtig Erden.
Wenn Sie dies noch nicht getan haben, bringen Sie die Abdeckung des Controller-Kanisters wieder an.

Drehen Sie den Controller-Behélter um und richten Sie das Ende an der Offnung im Gehause aus.

. Schieben Sie den Controller-Aktivkohlebehalter vorsichtig zur Halfte in das System. Richten Sie das Ende

des Controller-Aktivkohlebehélters an der Offnung im Gehause aus, und driicken Sie den Controller-
Aktivkohlebehalter vorsichtig halb in das System.

@ Setzen Sie den Controller-Aktivkohlebehalter erst dann vollstandig in das Gehause ein,
wenn Sie dazu aufgefordert werden.

Das System nach Bedarf neu einsetzen.

SchlieRen Sie den Wiedereinbau des Reglerbehalters ab:

a. Den Nockengriff in gedffneter Position halten, den Controller-Behalter fest einschieben, bis er
vollstandig in die Mittelplatine einrastet, und dann den Nockengriff in die verriegelte Position schlielen.



@ Setzen Sie den Controller-Aktivkohlebehalter nicht zu stark in das Gehéause ein, um eine
Beschadigung der Anschllisse zu vermeiden.

Der Controller beginnt zu booten, sobald er im Gehause sitzt.

a. Wenn Sie dies noch nicht getan haben, installieren Sie das Kabelverwaltungsgerat neu.
b. Verbinden Sie die Kabel mit dem Haken- und Schlaufenband mit dem Kabelmanagement-Gerat.

7. Starten Sie den Controller-Behalter neu.

Schritt 6: Kompletter Austausch der DIMMs
Platzieren Sie den Controller online, sammeln Sie Support-Daten und setzen Sie den Betrieb fort.

Schritte
1. Platzieren Sie den Controller in den Online-Modus

a. Wechseln Sie in System Manager zur Seite Hardware.

b. Wahlen Sie Controller & Komponenten.

c. Wahlen Sie den Controller mit den ersetzten DIMMs aus.
d. Wahlen Sie in der Dropdown-Liste * Online platzieren* aus.

2. Uberpriifen Sie beim Booten des Controllers die Controller-LEDs.
Wenn die Kommunikation mit der anderen Steuerung wiederhergestellt wird:

> Die gelbe Warn-LED leuchtet weiterhin.
> Je nach Host-Schnittstelle leuchtet, blinkt oder leuchtet die LED fiir Host-Link méglicherweise nicht.
3. Wenn der Controller wieder online ist, vergewissern Sie sich, dass sein Status optimal ist, und Uberprtfen
Sie die Warn-LEDs des Controller-Shelfs.

Wenn der Status nicht optimal ist oder eine der Warn-LEDs leuchtet, vergewissern Sie sich, dass alle
Kabel richtig eingesetzt sind und der Controller-Behalter richtig installiert ist. Gegebenenfalls den
Controller-Behalter ausbauen und wieder einbauen.

HINWEIS: Wenn Sie das Problem nicht Idsen kdnnen, wenden Sie sich an den technischen Support.

4. Klicken Sie auf Hardware > Support » Upgrade Center, um sicherzustellen, dass die neueste Version von
SANTtricity OS installiert ist.

Installieren Sie bei Bedarf die neueste Version.

5. Uberpriifen Sie, ob alle Volumes an den bevorzugten Eigentiimer zuriickgegeben wurden.

a. Wahlen Sie Storage > Volumes. Uberpriifen Sie auf der Seite * All Volumes*, ob die Volumes an die
bevorzugten Eigentiimer verteilt werden. Wahlen Sie Mehr » Eigentiimerschaft andern, um die
Eigentimer des Volumes anzuzeigen.

b. Wenn alle Volumes Eigentum des bevorzugten Eigentiimers sind, fahren Sie mit Schritt 6 fort.

c. Wenn keines der Volumes zurliickgegeben wird, missen Sie die Volumes manuell zurlickgeben. Gehen
Sie zu Mehr > Volumes neu verteilen.

d. Wenn kein Recovery Guru zur Verfligung steht oder bei Durchfiihrung der Schritte des Recovery Guru
erfolgt, werden die Volumes immer noch nicht an den von ihnen bevorzugten Eigentimer
zurlickgegeben.
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6. Support-Daten fur Ihr Storage Array mit SANtricity System Manager erfassen
a. Wahlen Sie Support » Support Center » Diagnose.
b. Wahlen Sie Support-Daten Erfassen Aus.
c. Klicken Sie Auf Collect.

Die Datei wird im Ordner Downloads fir Ihren Browser mit dem Namen Support-Data.7z gespeichert.

Batterie im Speicher-Controller-Shelf austauschen (SG6160)

Sie mussen die betroffene Batterie in Inrem E4000 Controller austauschen, wenn der
Recovery Guru im SANtricity System Manager den Status ,,Akku ausgefallen® oder ,Akku
ersetzt erforderlich® anzeigt. Um Ihre Daten zu schitzen, muss die Batterie so schnell wie
moglich ausgetauscht werden.

Sehen Sie sich im SANtricity System Manager die Details im Recovery Guru an, um zu Uberprifen, ob ein
Problem mit einer Batterie vorliegt, und um sicherzustellen, dass keine weiteren Punkte zuerst behoben
werden mussen.

Bevor Sie beginnen

Wenn Sie einen fehlerhaften Akku austauschen mochten, missen Sie Folgendes haben:

 Eine Ersatzbatterie.
» Ein ESD-Armband, oder Sie haben andere antistatische Vorsichtsmalinahmen getroffen.
« Etiketten, um jedes Kabel zu identifizieren, das mit dem Controller-Behalter verbunden ist.
* Zugriff auf den SANTtricity System Manager:
o Wahlen Sie im Grid-Manager NODES > Appliance Node > SANtricity System Manager aus.

@

Informationen zum Controller finden Sie auf der "Registerkarte ,SANtricity System Manager".

o Zeigen Sie einen Browser in der Management Station auf den Domanennamen oder die IP-Adresse
des Controllers.

« Uberpriifen Sie, ob keine Volumes verwendet werden oder ob auf allen Hosts, die diese Volumes
verwenden, ein Multipath-Treiber installiert ist.

Schritt 1: Bereiten Sie den Batteriewechsel vor

Sie mussen den betroffenen Controller offline schalten, damit Sie den fehlerhaften Akku sicher entfernen
kénnen. Der Controller, den Sie nicht in den Offline-Modus versetzen, muss den Status ,Online“ (im optimalen
Status) aufweisen.

Schritte

1. Sehen Sie sich im SANTtricity System Manager die Details im Recovery Guru an, um zu Uberprifen, ob ein
Problem mit einer Batterie vorliegt, und um sicherzustellen, dass keine weiteren Punkte zuerst behoben
werden mussen.

2. Stellen Sie im Bereich Details des Recovery Guru fest, welche Batterie ersetzt werden soll.
3. Sichern Sie die Konfigurationsdatenbank des Storage-Arrays mit dem SANTtricity System Manager.
Wenn beim Entfernen eines Controllers ein Problem auftritt, kdnnen Sie die gespeicherte Datei verwenden,

um lhre Konfiguration wiederherzustellen. Das System speichert den aktuellen Status der RAID-
Konfigurationsdatenbank, die alle Daten fiir Volume-Gruppen und Festplatten-Pools auf dem Controller
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enthalt.

> Uber System Manager:
i. Wahlen Sie Support > Support Center » Diagnose.
i. Wahlen Sie Konfigurationsdaten Erfassen.
ii. Klicken Sie Auf Collect.

Die Datei wird im Ordner Downloads fiir Ihren Browser mit dem Namen configurationData-
<arrayName>-<dateTime>.7z gespeichert.

o Alternativ kdnnen Sie die Konfigurationsdatenbank mit dem folgenden CLI-Befehl sichern:

save storageArray dbmDatabase sourcelocation=onboard contentType=all
file="filename";
4. Support-Daten fiir Ihr Storage Array mit SANtricity System Manager erfassen

5. Wenn beim Entfernen eines Controllers ein Problem auftritt, konnen Sie die gespeicherte Datei zum
Beheben des Problems verwenden. Das System speichert Bestands-, Status- und Performancedaten Ihres
Speicherarrays in einer einzelnen Datei.

a. Wahlen Sie Support > Support Center > Diagnose.
b. Wahlen Sie Support-Daten Erfassen Aus.
c. Klicken Sie Auf Collect.

Die Datei wird im Ordner Downloads lhres Browsers mit dem Namen Support-Data.7z gespeichert.

6. Wenn der Controller nicht bereits offline ist, versetzen Sie ihn jetzt mithilfe von SANtricity System Manager
in den Offline-Modus.
> Uber den SANTtricity System Manager:
i. Wahlen Sie Hardware.

i. Wenn die Grafik die Laufwerke anzeigt, wahlen Sie Zuriick vom Shelf anzeigen aus, um die
Controller anzuzeigen.

ii. Wahlen Sie den Controller aus, den Sie in den Offline-Modus versetzen mochten.

iv. Wahlen Sie im Kontextmenu die Option Offline platzieren aus, und bestatigen Sie, dass Sie den
Vorgang ausfliihren mdchten.

Wenn Sie mit dem Controller auf SANtricity System Manager zugreifen, den Sie
offline schalten méchten, wird eine Meldung vom SAN(tricity System Manager nicht

@ verflgbar angezeigt. Wahlen Sie mit einer alternativen Netzwerkverbindung
verbinden aus, um automatisch Uber den anderen Controller auf SANTtricity System
Manager zuzugreifen.

o Alternativ kdnnen Sie die Controller mit den folgenden CLI-Befehlen offline schalten:
Fiir Controller A: set controller [a] availability=offline
Fiir Controller B: set controller [b] availability=offline

7. Warten Sie, bis der Status des Controllers von SANtricity System Manager in ,Offline“ aktualisiert wird.
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8. Wahlen Sie erneut prifen aus dem Recovery Guru, und bestatigen Sie, dass das Feld Okay to remove
im Bereich Details Ja anzeigt. Dies zeigt an, dass es sicher ist, mit dem Ausbau des Controller-Kanisters
fortzufahren.

Schritt 2: Entfernen Sie den E4000-Controllerbehalter

Sie mussen den Controller-Behalter aus dem Controller-Regal entfernen, damit Sie den Akku entfernen
konnen.

Bevor Sie beginnen

Stellen Sie sicher, dass Sie Folgendes haben:

» Ein ESD-Armband, oder Sie haben andere antistatische Vorsichtsmaflinahmen getroffen.

« Etiketten, um jedes Kabel zu identifizieren, das mit dem Controller-Behalter verbunden ist.

Schritte
1. Trennen Sie alle Kabel vom Controller-Behalter.

@ Um eine verminderte Leistung zu vermeiden, dirfen die Kabel nicht verdreht, gefaltet,
gequetscht oder treten.

2. Wenn die Host-Ports am Controller-Behalter SFP+-Transceiver verwenden, lassen Sie sie nicht installiert.
3. Vergewissern Sie sich, dass die LED Cache Active auf der Riickseite des Controllers ausgeschaltet ist.

4. Dricken Sie die Verriegelung am Nockengriff, bis er sich 16st, 6ffnen Sie den Nockengriff vollstandig, um
den Controller-Aktivkohlebehalter aus der Mittelplatine zu 16sen, und ziehen Sie dann mit zwei Handen den
Controller-Aktivkohlebehalter halb aus dem Gehause.

Schritt 3: Setzen Sie die neue Batterie ein
Sie mussen die fehlerhafte Batterie entfernen und austauschen.

Schritte
1. Packen Sie die neue Batterie aus, und legen Sie sie auf eine Ebene, antistatische Oberflache.

Zur sicheren Einhaltung der IATA-Vorschriften werden Ersatzbatterien mit einem Ladestatus

@ von 30 Prozent oder weniger (SoC) ausgeliefert. Wenn Sie die Stromversorgung wieder
einschalten, beachten Sie, dass das Schreib-Caching erst wieder aufgenommen wird, wenn
der Ersatzakku vollstandig geladen ist und der erste Lernzyklus abgeschlossen wurde.

Wenn Sie nicht bereits geerdet sind, sollten Sie sich richtig Erden.
Entfernen Sie den Controller-Aktivkohlebehalter aus dem Gehause.

Drehen Sie den Controller-Behalter um und legen Sie ihn auf eine Ebene, stabile Oberflache.

o k~ w0 DN

Offnen Sie die Abdeckung, indem Sie die blauen Tasten an den Seiten des Controller-Kanisters driicken,
um die Abdeckung zu I6sen, und drehen Sie dann die Abdeckung nach oben und von dem Controller-
Kanister.
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6. Die Batterie im Controller-Behalter suchen.

7. Entfernen Sie die defekte Batterie aus dem Controller-Behalter:

a. Dricken Sie die blaue Taste an der Seite des Reglerbehalters.

b. Schieben Sie den Akku nach oben, bis er die Halteklammern freigibt, und heben Sie den Akku aus

dem Controller-Behalter.

c. Ziehen Sie den Akku aus dem Controller-Behalter.
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Batterieanschluss

8. Entfernen Sie den Ersatzakku aus der Verpackung. Setzen Sie den Ersatzakku ein:

a. Stecken Sie den Batteriestecker wieder in die Buchse am Controller-Aktivkohlebehalter.
Vergewissern Sie sich, dass der Stecker in der Akkubuchse auf der Hauptplatine einrastet.

b. Richten Sie die Batterie an den Haltehalterungen an der Blechseitenwand aus.

c. Schieben Sie den Akku nach unten, bis die Akkuverriegelung einrastet und in die Offnung an der
Seitenwand einrastet.

9. Setzen Sie die Abdeckung des Controller-Aktivkohlebehalters wieder ein, und verriegeln Sie sie.

Schritt 4: Montieren Sie den Controller-Behélter wieder

Nachdem Sie Komponenten im Controller-Aktivkohlebehalter ausgetauscht haben, setzen Sie ihn wieder in
das Gehause ein.

Schritte
1. Wenn Sie nicht bereits geerdet sind, sollten Sie sich richtig Erden.

2. Wenn Sie dies noch nicht getan haben, bringen Sie die Abdeckung des Controller-Kanisters wieder an.
3. Drehen Sie den Controller-Behalter um und richten Sie das Ende an der Offnung im Gehause aus.

4. Richten Sie das Ende des Controller-Aktivkohlebehalters an der Offnung im Geh&use aus, und driicken Sie
den Controller-Aktivkohlebehalter vorsichtig halb in das System.
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@ Setzen Sie den Controller-Aktivkohlebehalter erst dann vollstéandig in das Gehause ein,
wenn Sie dazu aufgefordert werden.

5. Das System nach Bedarf neu einsetzen.

6. SchlielRen Sie den Wiedereinbau des Reglerbehélters ab:

a. Den Nockengriff in gedffneter Position halten, den Controller-Behalter fest einschieben, bis er
vollstandig in die Mittelplatine einrastet, und dann den Nockengriff in die verriegelte Position schliel3en.

@ Setzen Sie den Controller-Aktivkohlebehalter nicht zu stark in das Geh&use ein, um eine
Beschadigung der Anschlisse zu vermeiden.

Der Controller beginnt zu booten, sobald er im Gehause sitzt.

a. Wenn Sie dies noch nicht getan haben, installieren Sie das Kabelverwaltungsgerat neu.

b. Verbinden Sie die Kabel mit dem Haken- und Schlaufenband mit dem Kabelmanagement-Gerat.
Schritt 5: Kompletter Batteriewechsel
Schalten Sie den Controller online.

Schritte
1. Stellen Sie den Controller mit SANTtricity System Manager online.

> Uber den SANTtricity System Manager:
i. Wahlen Sie Hardware.
i. Wenn die Grafik die Laufwerke anzeigt, wahlen Sie Zuriick von Regal anzeigen.
ii. Wahlen Sie den Controller aus, den Sie online platzieren mdchten.

iv. Wahlen Sie im Kontextmeni * Online platzieren* aus, und bestatigen Sie, dass Sie den Vorgang
ausfuhren moéchten.

Das System stellt den Controller online.
o Alternativ kdnnen Sie den Controller mithilfe der folgenden CLI-Befehle wieder online schalten:
Fiir Controller A: set controller [a] availability=online;
Fiir Controller B: set controller [b] availability=online;
2. Wenn der Controller wieder online ist, Gberprifen Sie die Warn-LEDs des Controller-Shelfs.
Wenn der Status nicht optimal ist oder eine der Warn-LEDs leuchtet, vergewissern Sie sich, dass alle

Kabel richtig eingesetzt sind, und Uberprifen Sie, ob die Batterie und der Controller-Behalter richtig
installiert sind. Gegebenenfalls den Controller-Behalter und die Batterie ausbauen und wieder einbauen.

Wenden Sie sich an den technischen Support, wenn das Problem nicht gel6st werden kann.
Falls nétig, erfassen Sie mit SANTtricity System Manager Support-Daten fiir Ihr Storage
Array.

3. Uberpriifen Sie, ob alle Volumes an den bevorzugten Eigentiimer zuriickgegeben wurden.
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a. Wahlen Sie Storage > Volumes. Uberpriifen Sie auf der Seite * All Volumes*, ob die Volumes an die
bevorzugten Eigentiimer verteilt werden. Wahlen Sie Mehr » Eigentiimerschaft andern, um die
Eigentimer des Volumes anzuzeigen.

b. Wenn alle Volumes im Besitz des bevorzugten Eigentliimers sind, fahren Sie mit Schritt 4 fort.

c. Wenn keines der Volumes zurliickgegeben wird, missen Sie die Volumes manuell zurlickgeben. Gehen
Sie zu Mehr > Volumes neu verteilen.

d. Wenn nach der automatischen Verteilung oder manuellen Verteilung nur einige der Volumes an ihre
bevorzugten Besitzer zurlickgegeben werden, missen Sie den Recovery Guru auf Probleme bei der
Host-Konnektivitat prifen.

e. Wenn kein Recovery Guru vorhanden ist oder wenn die Volumes nach der Durchfiihrung der Recovery
Guru-Schritte immer noch nicht an ihre bevorzugten Besitzer zurlickgegeben werden, wenden Sie sich
an den Support.

4. Support-Daten fir lhr Storage Array mit SANtricity System Manager erfassen
a. Wahlen Sie Support > Support Center > Diagnose.
b. Wahlen Sie Support-Daten Erfassen.

c. Klicken Sie Auf Erfassen.

Die Datei wird im Ordner Downloads |hres Browsers mit dem Namen Support-Data.7z gespeichert.

Was kommt als Nachstes?
Der Austausch des Akkus ist abgeschlossen. Sie kdnnen den normalen Betrieb fortsetzen.

Ersetzen Sie die Abdeckung SGF6112 oder SG6100-CN

Entfernen Sie die Gerateabdeckung, um zu Wartungszwecken Zugang zu den internen
Komponenten zu erhalten, und bringen Sie die Abdeckung wieder an, wenn Sie fertig
sind.

Entfernen Sie die Abdeckung

Bevor Sie beginnen

"Nehmen Sie das Gerat aus dem Schrank oder Rack" Um auf die obere Abdeckung zuzugreifen.

Schritte

1. Stellen Sie sicher, dass die Verriegelung der Gerateabdeckung nicht verriegelt ist. Falls erforderlich,
drehen Sie die blaue Kunststoffverriegelung um eine Vierteldrehung in die Entsperrungsrichtung, wie auf
der Verriegelung gezeigt.

2. Drehen Sie den Riegel nach oben und zurlick in Richtung der Riickseite des Gerategehauses, bis er
anhalt. Heben Sie dann die Abdeckung vorsichtig vom Gehause ab und legen Sie sie beiseite.
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Wickeln Sie das Gurtende eines ESD-Armbands um lhr Handgelenk, und befestigen Sie das
@ Clip-Ende an einem Metallboden, um eine statische Entladung bei Arbeiten im Inneren des
Geréats zu verhindern.

Setzen Sie die Abdeckung wieder ein

Bevor Sie beginnen
Sie haben alle Wartungsarbeiten im Gerat durchgefihrt.

Schritte

1. Halten Sie bei gedffneter Abdeckungsverriegelung die Abdeckung tber dem Gehaduse und richten Sie die
Offnung in der oberen Abdeckung an dem Stift im Gehause aus. Wenn die Abdeckung ausgerichtet ist,
senken Sie sie auf das Gehause ab.

2. Drehen Sie die Verriegelung nach vorne und unten, bis sie anhalt und die Abdeckung vollstandig im
Gehause sitzt. Stellen Sie sicher, dass an der Vorderkante der Abdeckung keine Licken vorhanden sind.

Wenn die Abdeckung nicht vollstandig eingesetzt ist, kbnnen Sie das Gerat moglicherweise nicht in das
Rack schieben.
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3. Optional: Drehen Sie die blaue Kunststoffverriegelung um eine Vierteldrehung in die Schlossrichtung, wie
auf der Verriegelung gezeigt, um sie zu verriegeln.

Nachdem Sie fertig sind
"Setzen Sie das Gerat wieder in den Schrank oder das Rack ein".

Erweiterungs-Shelf zu implementiertem SG6160 hinzufiigen

Zur Erhohung der Storage-Kapazitat konnen Sie einem SG6160, das bereits in einem
StorageGRID System bereitgestellt ist, ein oder zwei Erweiterungs-Shelves hinzufligen.

Bevor Sie beginnen
» Sie mussen Uber eine Passphrase fur die Bereitstellung verfugen.
+ Sie missen StorageGRID 11.8 oder hoher ausfihren.
 Sie haben das Erweiterungs-Shelf und zwei SAS-Kabel fir jedes Erweiterungs-Shelf.
 Dort befinden sich die Storage Appliance physisch, wo das Erweiterungs-Shelf im Datacenter hinzugeflgt

wird.

"Controller im Datacenter finden"

Uber diese Aufgabe
Um ein Erweiterungs-Shelf hinzuzufligen, fihren Sie die folgenden grundlegenden Schritte aus:

« Installieren Sie die Hardware in den Schrank oder Rack.
* Den SG6160 in den Wartungsmodus versetzen.

» SchlieRen Sie das Erweiterungs-Shelf an das E4000-Controller-Shelf oder an ein anderes Erweiterungs-
Shelf an.

 Starten Sie die Erweiterung mithilfe des Installationsprogramms fir die StorageGRID-Appliance.

* Warten Sie, bis die neuen Volumes konfiguriert sind.
Das Abschliel3en des Vorgangs fur ein oder zwei Erweiterungs-Shelfs sollte eine Stunde oder weniger pro
Appliance-Node dauern. Zur Minimierung der Ausfallzeiten weisen Sie nach den folgenden Schritten darauf
hin, die neuen Erweiterungs-Shelfs und Laufwerke zu installieren, bevor Sie das SG6160 in den

Wartungsmodus versetzen. Die verbleibenden Schritte sollten etwa 20 bis 30 Minuten pro Appliance-Node in
Anspruch nehmen.

Schritte
1. Befolgen Sie die Anweisungen fiir "Installieren von Shelfs mit 60 Laufwerken in einem Schrank oder Rack".

2. Vom Grid Manager "Setzen Sie den SG6100-CN Controller in den Wartungsmodus".
3. Verbinden Sie jedes Erweiterungs-Shelf wie in der Abbildung gezeigt mit dem E4000 Controller-Shelf.

Diese Zeichnung zeigt zwei Erweiterungs-Shelfs. Wenn nur einer vorhanden ist, verbinden Sie IOM A mit
Controller A und verbinden Sie IOM B mit Controller B
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Legende
1

2

3

Beschreibung

SG6100-CN

E4000 Controller Shelf

Controller A

305



Legende Beschreibung

4 Controller B

5 Erweiterungs-Shelf 1

6 IOM A fur Erweiterungs-Shelf 1
7 IOM B fur Erweiterungs-Shelf 1
8 Erweiterungs-Shelf 2

9 IOM A fir Erweiterungs-Shelf 2
10 IOM B flr Erweiterungs-Shelf 2

4. Schliel3en Sie die Stromkabel an, und setzen Sie Strom auf die Erweiterungs-Shelves.
a. Schlieflen Sie ein Netzkabel an jede der beiden Netzteile in jedem Erweiterungs-Shelf an.

b. Verbinden Sie die beiden Netzkabel jedes Erweiterungs-Shelf mit zwei verschiedenen PDUs im
Schrank oder Rack.

c. Schalten Sie die beiden Netzschalter fiir jedes Erweiterungs-Shelf ein.
= Schalten Sie die Netzschalter wahrend des Einschalters nicht aus.

= Die Lufter in den Erweiterungsregalen sind beim ersten Start mdglicherweise sehr laut. Das laute
Gerausch beim Anfahren ist normal.

5. Uberwachen Sie die Startseite des Installationsprogramms fiir StorageGRID-Geréte.
Die Erweiterungs-Shelfs wurden in etwa fiinf Minuten eingeschaltet und vom System erkannt. Auf der

Startseite wird die Anzahl der neu erkannten Erweiterungs-Shelves angezeigt, und die Schaltflache
Expansion starten ist aktiviert.

Beispiele fir Meldungen, die je nach Anzahl vorhandener oder neuer Erweiterungsregale auf der Startseite
erscheinen kénnen:

> Ein Banner, das oben auf der Seite angezeigt wird, gibt die Gesamtzahl der erkannten
Erweiterungsregale an.

= Das Banner zeigt die Gesamtzahl der Erweiterungs-Shelfs an, unabhangig davon, ob die Shelfs
konfiguriert und implementiert oder neu und nicht konfiguriert sind.

= Wenn keine Erweiterungs-Shelfs erkannt werden, wird das Banner nicht angezeigt.
o Eine Meldung unten auf der Seite zeigt an, dass eine Erweiterung zum Starten bereit ist.

* Die Meldung gibt die Anzahl der neu erkannten Erweiterungs-Shelfs StorageGRID an. ,Attached®
gibt an, dass das Shelf erkannt wird. ,Unconfigured® gibt an, dass das Shelf neu und noch nicht
mit dem Installationsprogramm flir StorageGRID Appliance konfiguriert ist.

@ Bereits bereitgestellte Erweiterungs-Shelfs sind in dieser Meldung nicht enthalten.
Sie werden in die Zahlung in das Banner oben auf der Seite aufgenommen.
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= Die Meldung wird nicht angezeigt, wenn keine neuen Erweiterungseinschibe erkannt werden.
6. Losen Sie bei Bedarf alle in den Meldungen auf der Startseite beschriebenen Probleme.

Verwenden Sie beispielsweise den SANTtricity System Manager, um alle Probleme mit der Storage-
Hardware zu beheben.

7. Uberpriifen Sie, ob die Anzahl der auf der Startseite angezeigten Erweiterungs-Shelfs mit der Anzahl der
hinzuzufiigenden Erweiterungs-Shelfs Ubereinstimmt.

@ Wenn die neuen Erweiterungs-Shelfs nicht erkannt wurden, tberprifen Sie, ob sie
ordnungsgemal verkabelt und eingeschaltet sind.

8. Kiicken Sie auf Erweiterung starten, um die Erweiterungs-Shelfs zu konfigurieren und fiir den Objekt-
Storage verfligbar zu machen.

9. Uberwachen Sie den Fortschritt der Erweiterungs-Shelf-Konfiguration.
Fortschrittsbalken werden auf der Webseite angezeigt, genau wie bei der Erstinstallation.

Nach Abschluss der Konfiguration wird das Gerat automatisch neu gestartet, um den Wartungsmodus zu
beenden und wieder in das Raster einzusteigen. Dieser Vorgang kann bis zu 20 Minuten dauern.

Um die Konfiguration des Erweiterungs-Shelfs erneut zu versuchen, falls dies fehlschlagt,
wechseln Sie zum Installationsprogramm der StorageGRID-Appliance, wahlen Sie Erweitert

@ > Controller neu starten und wahlen Sie dann Neustart im Wartungsmodus aus.
Nachdem der Node neu gebootet wurde, versuchen Sie den erneut Konfiguration des
Erweiterungs-Shelfs.

Wenn der Neustart abgeschlossen ist, wird die Registerkarte Aufgaben mit Auswahlmdglichkeiten zum
Neustarten des Knotens oder zum Versetzen der Appliance in den Wartungsmodus angezeigt.

10. Uberpriifen Sie den Status des Appliance Storage Node und der neuen Erweiterungs-Shelfs.

a. Wahlen Sie im Grid Manager NODES aus, und Uberprifen Sie, ob der Storage Node der Appliance
Uber ein grines Hakchen verfugt.

Das griine Hakchen bedeutet, dass keine Meldungen aktiv sind und der Node mit dem Raster
verbunden ist. Eine Beschreibung der Knotensymbole finden Sie unter "Uberwachen Sie die Status der
Node-Verbindung".

b. Wahlen Sie die Registerkarte Storage aus, und bestatigen Sie, dass in der Objektspeichertabelle flr
jedes hinzugefligte Erweiterungs-Shelf 16 neue Objektspeichern angezeigt werden.

c. Vergewissern Sie sich, dass jedes neue Erweiterungs-Shelf den Shelf-Status ,Nominal“ sowie den
Konfigurationsstatus von ,konfiguriert® aufweist.

Ersetzen Sie das Gerat
SGF6112-Gerit austauschen

Maoglicherweise mussen Sie das Gerat austauschen, wenn es nicht optimal funktioniert
oder es ausgefallen ist.

Bevor Sie beginnen
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+ Sie haben ein Ersatzgerat mit der gleichen Teilenummer wie das Gerét, das Sie austauschen. Uberprifen
Sie die an der Vorderseite der Gerate angebrachten Etiketten, um sicherzustellen, dass die Teilenummern
Ubereinstimmen.

« Sie verflgen uber Etiketten, um jedes Kabel zu identifizieren, das mit dem Gerat verbunden ist.

* Das ist schon "Das Gerat befindet sich physisch".

Uber diese Aufgabe

Auf den StorageGRID-Node kann nicht zugegriffen werden, wenn Sie die Appliance ersetzen. Wenn das Gerat
ausreichend funktioniert, kdnnen Sie zu Beginn dieses Verfahrens eine kontrollierte Abschaltung durchfiihren.

Wenn Sie die Appliance vor der Installation der StorageGRID-Software ersetzen, kdnnen Sie
nach Abschluss dieses Verfahrens moglicherweise nicht sofort auf den StorageGRID Appliance
Installer zugreifen. Sie kdnnen zwar von anderen Hosts im selben Subnetz wie die Appliance
@ auf das Installationsprogramm der StorageGRID-Appliance zugreifen, konnen jedoch nicht von

Hosts in anderen Subnetzen darauf zugreifen. Diese Bedingung sollte sich innerhalb von 15
Minuten I6sen (wenn ein ARP-Cache-Eintrag fir die urspriingliche Appliance-Zeit vorliegt), oder
Sie kdnnen den Zustand sofort Idschen, indem Sie alle alten ARP-Cache-Eintrdge manuell vom
lokalen Router oder Gateway I6schen.

Schritte
1. Zeigt die aktuellen Konfigurationen des Gerats an und zeichnet sie auf.

a. Melden Sie sich bei der zu ersetzenden Appliance an:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:
i. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

Iv. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

b. Geben Sie Ein: run-host-command ipmitool lan print Zeigt die aktuellen BMC-
Konfigurationen fir die Appliance an.

2. "Schalten Sie das Gerat aus".

3. Wenn eine der Netzwerkschnittstellen auf dieser StorageGRID-Appliance fur DHCP konfiguriert ist,
mussen Sie die permanenten DHCP-Lease-Zuordnungen auf den DHCP-Servern aktualisieren, um auf die
MAC-Adressen der Ersatz-Appliance zu verweisen. Dadurch wird sichergestellt, dass der Appliance die
erwarteten IP-Adressen zugewiesen werden.

Wenden Sie sich an |hren Netzwerk- oder DHCP-Server-Administrator, um die permanenten DHCP-Lease-
Zuweisungen zu aktualisieren. Der Administrator kann die MAC-Adressen der Ersatz-Appliance anhand
der DHCP-Serverprotokolle ermitteln oder die MAC-Adresstabellen in den Switches Uberprifen, mit denen
die Ethernet-Ports der Appliance verbunden sind.

4. Entfernen und ersetzen Sie das Gerat:

a. Beschriften Sie die Kabel und trennen Sie dann die Kabel und alle Netzwerk-Transceiver.

@ Um LeistungseinbuRen zu vermeiden, sollten Sie die Kabel nicht verdrehen, falten,
zusammendrlicken oder treten.
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b. "Entfernen Sie das fehlerhafte Gerat aus dem Schrank oder Rack".

c. Notieren Sie sich die Position der austauschbaren Komponenten (zwei Netzteile, drei NICs und zwolf
SSDs) im ausgefallenen Gerat.

Die zwolf Laufwerke befinden sich in den folgenden Positionen im Gehause (Vorderseite des
Gehauses mit entfernter Blende):

© o & 0 0 0

® ® © ®

Laufwerk
1 HDDO0
2 HDDO1
3 HDDO02
4 HDDO03
5 HDDO04
6 HDDO05
7 HDDO06
8 HDDO7
9 HDDO08
10 HDDO09
11 HDD10
12 HDD11

d. Ubertragen Sie die austauschbaren Komponenten auf das Ersatzgerét.

Befolgen Sie die Wartungsanweisungen, um die austauschbaren Komponenten wieder einzusetzen.
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Wenn Sie die Daten auf den Laufwerken behalten méchten, setzen Sie die SSD-Laufwerke
in dieselben Laufwerkssteckplatze ein, die sie im ausgefallenen Gerat belegt haben. Wenn

@ Sie dies nicht tun, zeigt das Appliance-Installationsprogramm eine Warnung an und Sie
mussen die Laufwerke in die richtigen Steckplatze einsetzen und die Appliance neu starten,
bevor sie wieder dem Netz beitreten kann.

a. "Setzen Sie das Ersatzgerat in den Schrank oder das Rack ein".
b. Ersetzen Sie die Kabel und optische Transceiver.
5. Schalten Sie das Geréat ein.

6. Wenn die Hardwareverschlisselung fur die SED-Laufwerke auf der Appliance, die Sie ausgetauscht
haben, aktiviert war, siehe "Zugriff auf ein verschliusseltes Laufwerk". Befolgen Sie die Anweisungen, um
auf das verschlisselte Laufwerk zuzugreifen, wenn das Ersatzgerat zum ersten Mal gestartet wird. Ein
Neustart ist erforderlich, um den Vorgang abzuschliel3en.

7. Warten Sie, bis die Appliance wieder mit dem Raster verbunden ist. Wenn die Appliance nicht erneut dem
Raster angeschlossen wird, befolgen Sie die Anweisungen auf der Startseite des StorageGRID-
Gerateinstallationsprogramms, um Probleme zu beheben.

Um Datenverluste zu vermeiden, wenn das Appliance Installer anzeigt, dass physische
Hardwareanderungen erforderlich sind, z. B. das Verschieben von Festplattenlaufwerken in
verschiedene Steckplatze, schalten Sie die Appliance vor Hardwareanderungen aus.

8. Wenn die von Ihnen ersetzte Appliance einen Verschlisselungsmanagement-Server (KMS) zum
Management der Schltssel fur die Node-Verschlisselung verwendet hat, ist moglicherweise eine
zusatzliche Konfiguration erforderlich, bevor der Node dem Grid beitreten kann. Wenn der Node nicht
automatisch in das Raster integriert wird, stellen Sie sicher, dass diese Konfigurationseinstellungen auf die
neue Appliance Ubertragen wurden, und konfigurieren Sie manuell alle Einstellungen, die nicht Uber die
erwartete Konfiguration verfiigen:

> "Konfigurieren Sie StorageGRID-Verbindungen"
o "Konfigurieren Sie die Node-Verschlisselung fur die Appliance"
9. Melden Sie sich bei der ersetzten Appliance an:

a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP

b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:

C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

d. Geben Sie das im aufgeflihrte Passwort ein Passwords. txt Datei:

10. Stellen Sie die BMC-Netzwerkverbindung fir die ersetzte Appliance wieder her. Es gibt zwei Mdglichkeiten:

o VVerwenden Sie statische IP, Netzmaske und Gateway

> Verwenden Sie DHCP, um eine IP, eine Netzmaske und ein Gateway zu erhalten

i. Geben Sie zum Wiederherstellen der BMC-Konfiguration fiir die Verwendung einer statischen IP,
Netzmaske und eines Gateways die folgenden Befehle ein:

run-host-command ipmitool lan set 1 ipsrc static
run-host-command ipmitool lan set 1 ipaddr Appliance IP

run-host-command ipmitool lan set 1 netmask Netmask IP
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run-host-command ipmitool lan set 1 defgw ipaddr Default gateway

i. Geben Sie den folgenden Befehl ein, um die BMC-Konfiguration so wiederherzustellen, dass DHCP
zum Abrufen einer IP, einer Netmask und eines Gateways verwendet wird:

run-host-command ipmitool lan set 1 ipsrc dhcp

11. Stellen Sie nach dem Wiederherstellen der BMC-Netzwerkverbindung eine Verbindung zur BMC-
Schnittstelle her, um die zusatzlich angewendete benutzerdefinierte BMC-Konfiguration zu prifen und
wiederherzustellen. Sie sollten beispielsweise die Einstellungen fir SNMP-Trap-Ziele und E-Mail-
Benachrichtigungen bestatigen. Siehe "Konfigurieren Sie die BMC-Schnittstelle".

12. Vergewissern Sie sich, dass der Appliance-Node im Grid Manager angezeigt wird und keine Meldungen
angezeigt werden.

Nachdem Sie fertig sind

Nach dem Austausch des Teils senden Sie das fehlerhafte Teil an NetApp zurtick, wie in den mit dem Kit
gelieferten RMA-Anweisungen beschrieben. Siehe "Teilerlickgabe Austausch" Seite flir weitere Informationen.

Verwandte Informationen

+ "Statusanzeigen anzeigen anzeigen anzeigen"

* "Anzeigen von Startcodes fur die Appliance"

SG6100-CN-Controller austauschen

Mdglicherweise missen Sie den SG6100-CN-Controller austauschen, wenn er nicht
optimal funktioniert oder ausgefallen ist.

Bevor Sie beginnen

« Sie verfligen Uber einen Ersatzcontroller mit derselben Teilenummer wie der zu ersetzenden Controller.
Uberprtifen Sie die an der Vorderseite der Controller angebrachten Tags, um sicherzustellen, dass die
Teilenummern Ubereinstimmen.

« Sie verfugen Uber Etiketten, um jedes Kabel, das mit dem Controller verbunden ist, zu identifizieren.

 Der Controller ist physisch zu finden, der im Datacenter ersetzt werden soll.

"Controller im Datacenter finden"

Uber diese Aufgabe

Auf den Appliance-Storage-Node kann nicht zugegriffen werden, wenn Sie den SG6100-CN-Controller
austauschen. Wenn der SG6100-CN-Controller ausreichend funktioniert, kdnnen Sie zu Beginn dieses
Verfahrens eine kontrollierte Abschaltung durchfuhren.

Wenn Sie den Controller vor dem Installieren der StorageGRID-Software ersetzen, kdnnen Sie
nach Abschluss dieses Verfahrens mdglicherweise nicht sofort auf den StorageGRID Appliance
Installer zugreifen. Sie kbnnen zwar von anderen Hosts im selben Subnetz wie die Appliance

@ auf das Installationsprogramm der StorageGRID-Appliance zugreifen, kdnnen jedoch nicht von
Hosts in anderen Subnetzen darauf zugreifen. Diese Bedingung sollte sich innerhalb von 15
Minuten I6sen (wenn Eintrage im ARP-Cache fiir die urspriingliche Controller-Zeit erforderlich
sind), oder Sie kdnnen den Zustand sofort I6schen, indem Sie alle alten ARP-Cacheeintrage
manuell vom lokalen Router oder Gateway l6schen.
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Schritte
1. Zeigt die aktuellen Konfigurationen des Gerats an und zeichnet sie auf.

a. Melden Sie sich bei der zu ersetzenden Appliance an:
i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
i. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
il. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -

iv. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
Wenn Sie als root angemeldet sind, andert sich die Eingabeaufforderung von $ Bis #.

b. Geben Sie Ein: run-host-command ipmitool lan print Zeigt die aktuellen BMC-
Konfigurationen fir die Appliance an.

2. Wenn der Controller SG6100-CN ausreichend funktioniert, um ein kontrolliertes Herunterfahren zu
ermaoglichen, "Fahren Sie den SG6100-CN-Controller herunter”.

3. Wenn eine der Netzwerkschnittstellen auf dieser StorageGRID-Appliance flir DHCP konfiguriert ist,
mussen Sie moglicherweise die permanenten DHCP-Lease-Zuordnungen auf den DHCP-Servern
aktualisieren, um auf die MAC-Adressen der Ersatz-Appliance zu verweisen. Das Update stellt sicher, dass
der Appliance die erwarteten IP-Adressen zugewiesen werden.

4. Entfernen und ersetzen Sie den SG6100-CN-Controller:

a. Beschriften Sie die Kabel, und ziehen Sie sie ab.

@ Um Leistungseinbulen zu vermeiden, sollten Sie die Kabel nicht verdrehen, falten,
zusammendrucken oder treten.

b. "Entfernen Sie den ausgefallenen Controller aus dem Schrank oder Rack" .
c. Notieren Sie die Position der austauschbaren Komponenten (zwei Netzteile, drei NICs und zwei SSDs)
im ausgefallenen Controller.

Die beiden Laufwerke befinden sich in den folgenden Positionen im Gehause (Vorderseite des
Gehauses mit entfernter Blende):

Laufwerk
1 HDDOO
2 HDDO1
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d. Ubertragen Sie die austauschbaren Komponenten auf den Ersatzcontroller.

Befolgen Sie die Wartungsanweisungen, um die austauschbaren Komponenten wieder einzusetzen.

Wenn Sie die Daten auf den Laufwerken behalten mochten, setzen Sie die SSD-Laufwerke
in dieselben Laufwerkssteckplatze ein, die sie im ausgefallenen Gerat belegt haben. Wenn

@ Sie dies nicht tun, zeigt das Appliance-Installationsprogramm eine Warnung an und Sie
mussen die Laufwerke in die richtigen Steckplatze einsetzen und den Controller neu starten,
bevor der Controller wieder dem Grid beitreten kann.

a. "Installieren Sie den Ersatzcontroller im Schrank oder Rack" .
b. Ersetzen Sie die Kabel und optische Transceiver.
c. Schalten Sie den Controller ein und Uberwachen Sie die Controller-LEDs.

5. Wenn die Hardwareverschlisselung fir die SED-Laufwerke auf der Appliance, die Sie ausgetauscht
haben, aktiviert war, missen Sie dies tun "Geben Sie die Passphrase fur die Laufwerkverschlisselung ein"

So greifen Sie auf die verschliUsselten Laufwerke zu, wenn die Ersatz-Appliance zum ersten Mal gestartet
wird.

6. Wenn die Appliance, bei der Sie den Controller ausgetauscht haben, zur Verschliisselung von Daten einen
Schlusselverwaltungsserver (KMS) verwendet hat, ist moglicherweise eine zusatzliche Konfiguration
erforderlich, bevor der Node dem Grid beitreten kann. Wenn der Node nicht automatisch dem Grid
hinzugeflgt wird, stellen Sie sicher, dass die folgenden Konfigurationseinstellungen auf den neuen
Controller Ubertragen wurden, und konfigurieren Sie manuell alle Einstellungen, fiir die nicht die erwartete
Konfiguration vorhanden ist:

o "Netzwerkverbindungen konfigurieren"
o "Konfigurieren Sie StorageGRID-IP-Adressen"
o "Konfigurieren Sie die Node-Verschllisselung fir die Appliance"
7. Melden Sie sich bei der Appliance mit dem ausgetauschten Controller an:
a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
C. Geben Sie den folgenden Befehl ein, um zum Root zu wechseln: su -
d. Geben Sie das im aufgefiihrte Passwort ein Passwords . txt Datei:
8. Stellen Sie die BMC-Netzwerkverbindung fiir die Appliance wieder her. Es gibt zwei Moglichkeiten:
> Verwenden Sie statische IP, Netzmaske und Gateway

> Verwenden Sie DHCP, um eine IP, eine Netzmaske und ein Gateway zu erhalten

i. Geben Sie zum Wiederherstellen der BMC-Konfiguration fiir die Verwendung einer statischen IP,
Netzmaske und eines Gateways die folgenden Befehle ein:

run-host-command ipmitool lan set 1 ipaddr Appliance IP
run-host-command ipmitool lan set 1 netmask Netmask IP
run-host-command ipmitool lan set 1 defgw ipaddr Default gateway

i. Geben Sie den folgenden Befehl ein, um die BMC-Konfiguration so wiederherzustellen, dass DHCP
zum Abrufen einer IP, einer Netmask und eines Gateways verwendet wird:
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run-host-command ipmitool lan set 1 ipsrc dhcp

9. Stellen Sie nach dem Wiederherstellen der BMC-Netzwerkverbindung eine Verbindung zur BMC-
Schnittstelle her, um die zusatzlich angewendete benutzerdefinierte BMC-Konfiguration zu prifen und
wiederherzustellen. Sie sollten beispielsweise die Einstellungen fir SNMP-Trap-Ziele und E-Mail-
Benachrichtigungen bestatigen. Siehe "Konfigurieren Sie die BMC-Schnittstelle”.

10. Vergewissern Sie sich, dass der Appliance-Node im Grid Manager angezeigt wird und keine Meldungen
angezeigt werden.

Nach dem Austausch des Teils senden Sie das fehlerhafte Teil an NetApp zurick, wie in den mit dem Kit
gelieferten RMA-Anweisungen beschrieben. Siehe "Teilerickgabe Austausch" Seite flr weitere Informationen.

E4000-Speicher-Controller (SG6160) austauschen

Moglicherweise missen Sie einen E4000-Controller austauschen, wenn er nicht optimal
funktioniert oder ausgefallen ist.

Bevor Sie beginnen
« Sie verfligen Uber einen Ersatzcontroller mit derselben Teilenummer wie der zu ersetzenden Controller.

« Sie verflgen uber Etiketten, um jedes Kabel, das mit dem Controller verbunden ist, zu identifizieren.
+ Sie haben ein ESD-Armband oder andere antistatische Vorsichtsmalinahmen getroffen.
» Sie haben einen #1 Kreuzschlitzschraubendreher.

« Sie haben die Storage Appliance physisch gefunden, an der der Controller im Datacenter ausgetauscht
wird.

@ Verlassen Sie sich beim Austausch eines Controllers in der StorageGRID Appliance nicht auf
die Anweisungen zur E-Series, da die Vorgehensweisen nicht identisch sind.

Uber diese Aufgabe
Sie haben zwei Moéglichkeiten zur Feststellung, ob ein ausgefallener Controller aufgetreten ist:

» Eine Grid Manager -Warnmeldung weist auf den Ausfall eines Storage Controllers hin; der Grid Manager
oder der Recovery Guru im SANTtricity System Manager weist Sie darauf hin, den Controller zu ersetzen.

* Die gelbe Warn-LED am Controller leuchtet und gibt an, dass der Controller einen Fehler aufweist.

@ Wenn die Warn-LEDs fur beide Controller im Shelf leuchten, wenden Sie sich an den
technischen Support, um Hilfe zu erhalten.

Wenn lhre Appliance zwei Storage-Controller enthalt, kdnnen Sie einen der Controller austauschen, wahrend
das Gerat eingeschaltet ist und Lese-/Schreibvorgange ausfihrt, sofern die folgenden Bedingungen erfiillt
sind:

» Der zweite Controller im Shelf hat optimalen Status.

* Im Feld OK to remove im Bereich Details des Recovery Guru im SANTtricity System Manager wird Ja
angezeigt, was darauf hinweist, dass es sicher ist, diese Komponente zu entfernen.

@ Wenn maoglich, schalten Sie das Gerat fur dieses Ersatzverfahren in den Wartungsmodus, um
die potenziellen Auswirkungen unvorhergesehener Fehler oder Ausfalle zu minimieren.
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Wenn der zweite Controller im Shelf nicht tiber den optimalen Status verfligt oder wenn der
Recovery Guru angibt, dass er nicht in Ordnung ist, den Controller zu entfernen, wenden Sie
sich an den technischen Support.

Schritt 1: Bereiten Sie die Ersatzsteuerung vor

Bereiten Sie den neuen E4000-Controller vor.

Schritte
1. Packen Sie die neue Steuerung aus und stellen Sie sie auf eine flache, statische Oberflache.

Bewahren Sie das Verpackungsmaterial auf, das beim Versand der fehlerhaften Steuerung verwendet
werden soll.

2. Suchen Sie die Etiketten fir MAC-Adresse und FRU-Teilenummer auf der Rickseite des Ersatzcontrollers.

Schritt 2: Den Controller offline schalten

Bereiten Sie vor, den ausgefallenen Controller zu entfernen und in den Offline-Modus zu versetzen. Sie
kénnen den SANtricity System Manager verwenden, um die folgenden Schritte auszufihren.
Schritte
1. Vergewissern Sie sich, dass die Ersatzteilnummer des ausgefallenen Controllers mit der FRU-Teilenummer
fur den Ersatz-Controller identisch ist.

Wenn ein Controller einen Fehler aufweist und ausgetauscht werden muss, wird im Bereich Details des
Recovery Guru die Ersatzteilnummer angezeigt. Wenn Sie diese Nummer manuell finden missen, kénnen
Sie auf der Registerkarte Base des Controllers nachsehen.

@ Moglicher Verlust des Datenzugriffs — Wenn die beiden Teilenummern nicht identisch
sind, versuchen Sie nicht, dieses Verfahren durchzufiihren.

2. Sichern Sie die Konfigurationsdatenbank.

Wenn beim Entfernen eines Controllers ein Problem auftritt, kdnnen Sie die gespeicherte Datei verwenden,
um lhre Konfiguration wiederherzustellen. Das System speichert den aktuellen Status der RAID-
Konfigurationsdatenbank, die alle Daten fiir Volume-Gruppen und Festplatten-Pools auf dem Controller
enthalt.

a. Wahlen Sie Support > Support Center > Diagnose.

b. Wahlen Sie Konfigurationsdaten Erfassen.

c. Klicken Sie Auf Collect.

Die Datei wird im Ordner Downloads fiir Ihren Browser mit dem Namen configurationData-
<arrayName>-<dateTime>.7z gespeichert.

3. Sammeln von Support-Daten fir die Appliance

Durch das Erfassen von Support-Daten vor und nach dem Ersetzen einer Komponente wird
sichergestellt, dass Sie einen vollstandigen Satz von Protokollen an den technischen
Support senden kdénnen, wenn der Austausch das Problem nicht behebt.
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Wenn beim Entfernen eines Controllers ein Problem auftritt, kdnnen Sie die gespeicherte Datei zum
Beheben des Problems verwenden. Das System speichert Bestands-, Status- und Performancedaten Ihres
Speicherarrays in einer einzelnen Datei.

a. Wahlen Sie Support > Support Center » Diagnose.

b. Wahlen Sie Support-Daten Erfassen Aus.

c. Klicken Sie Auf Collect.

4. Nehmen Sie den Controller, den Sie ersetzen mochten, in den Offline-Modus.

Schritt 3: Controller-Behalter entfernen
Entfernen Sie einen Controller-Behalter.

Schritte
1. Setzen Sie ein ESD-Armband an oder ergreifen Sie andere antistatische Vorsichtsmaflinahmen.
2. Beschriften Sie jedes Kabel, das am Controller-Behalter befestigt ist.

3. Trennen Sie alle Kabel vom Controller-Behalter.

@ Um eine verminderte Leistung zu vermeiden, dirfen die Kabel nicht verdreht, gefaltet,
gequetscht oder treten.

4. Drucken Sie die Verriegelung am Nockengriff, bis er sich 16st, 6ffnen Sie den Nockengriff vollstandig, um
den Controller-Aktivkohlebehalter aus der Mittelplatine zu |6sen, und ziehen Sie dann den Controller-
Aktivkohlebehalter mit zwei Handen aus dem Gehause.

5. Stellen Sie den Controller auf eine flache, statische Oberflache, wobei die abnehmbare Abdeckung nach
oben zeigt.

6. Offnen Sie die Abdeckung, indem Sie die blauen Tasten an den Seiten des Controller-Kanisters driicken,
um die Abdeckung zu I6sen, und drehen Sie dann die Abdeckung nach oben und von dem Controller-
Kanister.

Schritt 4: Bestimmen Sie die Teile, die an den Ersatz-Controller iibergeben werden sollen

Maéglicherweise sind Teile lhres Ersatzcontrollers bereits vorinstalliert. Bestimmen Sie, welche Teile in den
Behalter des Ersatzcontrollers tbertragen werden missen.

1. Setzen Sie den Ersatzcontroller mit der abnehmbaren Abdeckung nach oben auf eine flache, antistatische
Oberflache.

2. Offnen Sie die Abdeckung, indem Sie die blauen Tasten an den Seiten des Controller-Kanisters driicken,
um die Abdeckung zu I6sen, und drehen Sie dann die Abdeckung nach oben und von dem Controller-
Kanister.

3. Stellen Sie fest, ob der Ersatzcontroller eine Batterie und/oder DIMMs enthalt. Wenn dies der Fall ist,
bringen Sie die Controllerabdeckung wieder an, und fahren Sie mit fort Schritt 8: Controller austauschen.
Ansonsten:

o Wenn der Ersatzcontroller keine Batterie oder kein DIMM enthalt, fahren Sie mit fort Schritt 5:
Entfernen Sie die Batterie.

o Wenn der Ersatzcontroller eine Batterie, aber kein DIMM enthélt, fahren Sie mit fort Schritt 6:
Verschieben Sie die DIMMs.
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Schritt 5: Entfernen Sie die Batterie

Entfernen Sie den Akku aus der aulRer Betrieb genommenen Steuerung, und setzen Sie ihn bei Bedarf in die
Ersatzsteuerung ein.

Schritte
1. Entfernen Sie die Batterie aus dem Controller-Behalter:

a. Dricken Sie die blaue Taste an der Seite des Reglerbehalters.

b. Schieben Sie den Akku nach oben, bis er die Halteklammern freigibt, und heben Sie den Akku aus
dem Controller-Behalter.

c. Ziehen Sie den Batteriestecker, indem Sie den Clip an der Vorderseite des Batteriesteckers
zusammendriicken, um den Stecker aus der Steckdose zu I6sen, und ziehen Sie dann das
Batteriekabel aus der Steckdose.

Akkufreigabelasche

Batterieanschluss

2. Setzen Sie die Batterie in den Behalter des Ersatzcontrollers ein, und setzen Sie sie ein:

a. Richten Sie die Batterie an den Haltehalterungen an der Blechseitenwand aus, aber schliel3en Sie sie
nicht an. Sie schliel3en es an, sobald die restlichen Komponenten in den Ersatzbehalter des Controllers
verschoben wurden.

3. Wenn der Ersatzcontroller Gber vorinstallierte DIMMs verflgt, fahren Sie mit fort Schritt 7: Setzen Sie die
Batterie ein. Fahren Sie andernfalls mit dem nachsten Schritt fort.
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Schritt 6: Verschieben Sie die DIMMs

Entfernen Sie die DIMMs aus dem Aktivkohlebehélter des Controllers, und setzen Sie sie in den
Ersatzbehalter des Controllers ein.

Schritte
1. Suchen Sie die DIMMs auf dem Controller-Aktivkohlebehalter.

Notieren Sie sich die Position des DIMM-Moduls in den Sockeln, damit Sie das DIMM an der
@ gleichen Stelle in den Ersatz-Controller-Behalter und in der richtigen Ausrichtung einsetzen

konnen.

Entfernen Sie die DIMMs aus dem Aktivkohlebehalter:

a. Entfernen Sie das DIMM-Modul aus dem Steckplatz, indem Sie die beiden DIMM-Auswurfhalterungen
auf beiden Seiten des DIMM langsam auseinander driicken.

Das DIMM dreht sich ein wenig nach oben.

b. Drehen Sie das DIMM-Modul so weit wie mdglich, und schieben Sie es dann aus dem Sockel.

@ Halten Sie das DIMM vorsichtig an den Randern, um Druck auf die Komponenten auf
der DIMM-Leiterplatte zu vermeiden.

_.:j:?_{f (105
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DIMM-Auswerferlaschen

DIMMS

2. Vergewissern Sie sich, dass die Batterie nicht in den Behalter des Ersatzcontrollers eingesteckt ist.

3. Installieren Sie die DIMMs in der Ersatzsteuerung an derselben Stelle, an der sie sich im aulRer Betrieb
genommenen Controller befanden:

a. Dricken Sie vorsichtig, aber fest auf die Oberseite des DIMM, bis die Auswurfklammern Gber den
Kerben an den Enden des DIMM einrasten.

Das DIMM passt eng in den Steckplatz, sollte aber leicht einpassen. Falls nicht, richten Sie das DIMM-
Modul mit dem Steckplatz aus und setzen Sie es wieder ein.

@ Prifen Sie das DIMM visuell, um sicherzustellen, dass es gleichmaRig ausgerichtet und
vollstandig in den Steckplatz eingesetzt ist.

4. Wiederholen Sie diese Schritte fir das andere DIMM.

5. Wenn der Ersatzcontroller Giber einen vorinstallierten Akku verfligt, mit fortfahren Schritt 8: Controller
austauschen. Fahren Sie andernfalls mit dem nachsten Schritt fort.

Schritt 7: Setzen Sie die Batterie ein
Setzen Sie den Akku in den Behalter des Ersatzcontrollers ein.

Schritte
1. Stecken Sie den Batteriestecker wieder in die Buchse am Controller-Aktivkohlebehalter.

Vergewissern Sie sich, dass der Stecker in der Akkubuchse auf der Hauptplatine einrastet.

2. Ausrichten der Batterie an den Haltehalterungen an der Blechseitenwand.

3. Schieben Sie den Akku nach unten, bis die Akkuverriegelung einrastet und in die Offnung an der
Seitenwand einrastet.

4. Setzen Sie die Abdeckung des Controller-Aktivkohlebehalters wieder ein, und verriegeln Sie sie.

Schritt 8: Controller austauschen
Installieren Sie den Ersatz-Controller, und Uberprifen Sie, ob der Node wieder mit dem Raster verbunden ist.

Schritte
1. Setzen Sie den Ersatzcontroller in das Gerat ein.

a. Drehen Sie den Controller um, so dass die abnehmbare Abdeckung nach unten zeigt.
b. Schieben Sie den Steuerknebel in die gedffnete Stellung, und schieben Sie ihn bis zum Gerat.

c. Bewegen Sie den Nockengriff nach links, um die Steuerung zu verriegeln.
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2.

3.

4.
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d. Ersetzen Sie die Kabel.

e. Wenn der urspriingliche Controller DHCP fur die IP-Adresse verwendet hat, suchen Sie die MAC-
Adresse auf dem Etikett auf der Riickseite des Ersatzcontrollers. Bitten Sie den Netzwerkadministrator,
die DNS/Netzwerk- und IP-Adresse des entfernten Controllers mit der MAC-Adresse des
Ersatzcontrollers zu verknipfen.

@ Wenn der urspriingliche Controller DHCP fir die IP-Adresse nicht verwendet hat,
Ubernimmt der neue Controller die IP-Adresse des entfernten Controllers.

Stellen Sie den Controller mit SANtricity System Manager online:
a. Wahlen Sie Hardware.
b. Wenn die Grafik die Laufwerke anzeigt, wahlen Sie Controller & Komponenten.
c. Wahlen Sie den Controller aus, den Sie online platzieren mochten.

d. Wahlen Sie im Kontextmenu * Online platzieren* aus, und bestatigen Sie, dass Sie den Vorgang
ausfuhren méchten.

Uberpriifen Sie beim Booten des Controllers die Controller-LEDs.

> Die gelbe Warn-LED am Controller leuchtet und schaltet sich dann aus, sofern kein Fehler vorliegt.

> Je nach Host-Schnittstelle leuchtet, blinkt oder leuchtet die LED fir Host-Link moglicherweise nicht.
Wenn der Controller wieder online ist, bestatigen Sie, dass sein Status optimal lautet, und Uberprifen Sie
die Warn-LEDs fur das Controller-Shelf.

Wenn der Status nicht optimal ist oder eine der Warn-LEDs leuchtet, vergewissern Sie sich, dass alle
Kabel richtig eingesetzt sind und der Controller-Behalter richtig installiert ist. Gegebenenfalls den
Controller-Behalter ausbauen und wieder einbauen.

@ Wenden Sie sich an den technischen Support, wenn das Problem nicht geldst werden kann.

Falls erforderlich, verteilen Sie alle Volumes mithilfe von SANTtricity System Manager zurlick an ihren
bevorzugten Eigentimer.

a. Wahlen Sie Storage » Volumes.
b. Wahlen Sie Mehr > Volumes neu verteilen.
Support-Daten fir Ihr Storage Array mit SANTtricity System Manager erfassen
a. Wahlen Sie Support » Support Center » Diagnose.
b. Wahlen Sie Support-Daten Erfassen Aus.
c. Klicken Sie Auf Collect.

Die Datei wird im Ordner Downloads fiir Inren Browser mit dem Namen Support-Data.7z gespeichert.

. Wenn Sie die Appliance wahrend dieses Vorgangs in den Wartungsmodus versetzt haben, beenden Sie

den Wartungsmodus und warten Sie, bis der Knoten neu gestartet wird und sich wieder dem Grid
anschlie3t. Dieser Vorgang kann bis zu 20 Minuten dauern. So bestatigen Sie, dass der Neustart
abgeschlossen ist und der Knoten wieder dem Grid beigetreten ist:

a. Wahlen Sie im Grid Manager NODES aus.

b. .
Uberprifen Sie, ob der Appliance-Knoten einen normalen Status hat (griines Hékchen-SymboI@
links neben dem Knotennamen), was darauf hinweist, dass keine Warnungen aktiv sind und der



Knoten mit dem Grid verbunden ist.

Was kommt als Nachstes?

Der Austausch des Controllers ist abgeschlossen. Sie kdnnen den normalen Betrieb fortsetzen.

Nach dem Austausch des Teils senden Sie das fehlerhafte Teil an NetApp zurtick, wie in den mit dem Kit
gelieferten RMA-Anweisungen beschrieben. Siehe "Teilerlickgabe Austausch" Seite fir weitere Informationen.

Verlegung von SGF6112 oder SG6100-CN in Schrank oder Rack

Nehmen Sie das SGF6112 oder SG6100-CN aus einem Schrank oder Rack, um auf die
obere Abdeckung zuzugreifen oder das Gerat an einen anderen Ort zu bringen. Setzen
Sie das Gerat dann nach Abschluss der Hardwarewartung in einen Schrank oder ein
Rack ein.

Entfernen Sie SGF6112 oder SG6100-CN aus dem Schrank oder Rack

Bevor Sie beginnen
» Jedes Kabel, das mit dem SGF6112 oder SG6100-CN verbunden ist, ist mit Etiketten gekennzeichnet.

* Das ist schon "Physische Lage des SGF6112 oder SG6100-CN" Wo Sie Wartungsarbeiten im

Rechenzentrum durchfihren.

» Sie haben "Fahren Sie die SGF6112 oder SG6100-CN herunter".

@ Schalten Sie das Gerat nicht (iber den Netzschalter aus.

Schritte

1.
2.

Beschriften Sie die Netzkabel des Gerats, und ziehen Sie sie ab.

Wickeln Sie das Gurt-Ende des ESD-Armbands um lhr Handgelenk, und befestigen Sie das Clip-Ende auf
einer Metallmasse, um eine statische Entladung zu verhindern.

. Beschriften Sie die Geratedatenkabel und alle SFP+- oder SFP28-Transceiver, und trennen Sie sie

anschlie3end.

@ Um LeistungseinbuRen zu vermeiden, sollten Sie die Kabel nicht verdrehen, falten,
zusammendrucken oder treten.

. Losen Sie die beiden unverlierbaren Schrauben an der Geratevorderseite.

. Schieben Sie das SGF6112 oder SG6100-CN aus dem Rack nach vorne, bis die Montageschienen

vollstandig ausgefahren sind und die Verriegelungen auf beiden Seiten horbar einrasten.
Die obere Abdeckung des Geréts ist zuganglich.

Optional: Wenn Sie das Gerat vollstandig aus dem Schrank oder Rack entfernen, befolgen Sie die
Anweisungen fiir den Schienensatz, um das Gerat von den Schienen zu entfernen.
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Nach dem Austausch des Teils senden Sie das fehlerhafte Teil an NetApp zurlck, wie in den mit dem Kit
gelieferten RMA-Anweisungen beschrieben. Siehe "Teilerlickgabe Austausch" Seite flr weitere Informationen.

Setzen Sie SGF6112 oder SG6100-CN wieder in den Schrank oder das Rack ein

Bevor Sie beginnen
Das ist schon "Die Gerateabdeckung wieder anbringen"”.

Schritte

1. Dricken Sie die blaue Schiene, um beide Rackschienen gleichzeitig zu entbinden, und schieben Sie die
SGF6112 in das Rack, bis sie vollstédndig eingesetzt ist.

Wenn Sie den Controller nicht weiter bewegen kdnnen, ziehen Sie die blauen Laschen auf beiden Seiten
des Chassis, um den Controller vollstandig einzuschieben.

@ Bringen Sie die Frontverkleidung erst an, nachdem Sie den Controller eingeschaltet haben.

2. Ziehen Sie die unverlierbaren Schrauben an der Vorderseite des Controllers fest, um den Controller im
Rack zu befestigen.

3. Wickeln Sie das Gurt-Ende des ESD-Armbands um lhr Handgelenk, und befestigen Sie das Clip-Ende auf
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einer Metallmasse, um eine statische Entladung zu verhindern.

4. "Schliel3en Sie die Controller-Datenkabel und alle SFP+- oder SFP28-Transceiver erneut an".

@ Um LeistungseinbulRen zu vermeiden, sollten Sie die Kabel nicht verdrehen, falten,
zusammendricken oder treten.

5. "Schlief’en Sie die Controller-Stromkabel wieder an".

Nachdem Sie fertig sind
"Starten Sie das Geréat neu".
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