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Produktfunktionshandbucher

RPO von null mit StorageGRID - Ein umfassender Leitfaden
zur Replizierung an mehreren Standorten

Dieser technische Bericht bietet eine umfassende Anleitung zur Implementierung von
StorageGRID Replikationsstrategien, um im Falle eines Standortausfalls ein Recovery
Point Objective (RPO) von Null zu erreichen. Das Dokument beschreibt detailliert
verschiedene Bereitstellungsoptionen flr StorageGRID, darunter standortibergreifende
synchrone Replikation und standortibergreifende asynchrone Replikation. Darin wird
erlautert, wie StorageGRID Information Lifecycle Management (ILM)-Richtlinien
konfiguriert werden kdnnen, um die Datenbestandigkeit und -verfligbarkeit Gber mehrere
Standorte hinweg zu gewahrleisten. Daruber hinaus behandelt der Bericht
Leistungsaspekte, Fehlerszenarien und Wiederherstellungsprozesse, um einen
ununterbrochenen Kundenbetrieb zu gewahrleisten. Ziel dieses Dokuments ist es,
Informationen bereitzustellen, die sicherstellen, dass die Daten auch im Falle eines
vollstandigen Ausfalls der Website zuganglich und konsistent bleiben, indem sowohl
synchrone als auch asynchrone Replikationstechniken genutzt werden.

Ubersicht liber StorageGRID

NetApp StorageGRID ist ein objektbasiertes Storage-System, das die branchentibliche APl Amazon Simple
Storage Service (Amazon S3) unterstitzt.

StorageGRID bietet einen Single Namespace Uber mehrere Standorte mit variablen Service-Leveln basierend
auf Information Lifecycle Management-Richtlinien (ILM). Mit diesen Lebenszyklusrichtlinien kdnnen Sie den
Speicherort Ihrer Daten wahrend ihres gesamten Lebenszyklus optimieren.

StorageGRID ermdglicht die konfigurierbare Aufbewahrung und Verfiigbarkeit Ihrer Daten in lokalen und
geografisch verteilten Lésungen. Unabhangig davon, ob sich lhre Daten vor Ort oder in einer 6ffentlichen
Cloud befinden, ermoglichen integrierte Hybrid-Cloud-Workflows lhrem Unternehmen die Nutzung von Cloud-
Diensten wie Amazon Simple Notification Service (Amazon SNS), Google Cloud, Microsoft Azure Blob,
Amazon S3 Glacier, Elasticsearch und mehr.

StorageGRID Scale

Eine minimale StorageGRID Bereitstellung besteht aus einem Admin-Knoten und 3 Speicherknoten an einem
einzigen Standort. Ein einzelnes Grid kann auf bis zu 220 Knoten anwachsen. StorageGRID kann als einzelner
Standort eingesetzt oder auf bis zu 16 Standorte erweitert werden.

Der Admin-Knoten enthalt die Verwaltungsschnittstelle, einen zentralen Punkt fur Metriken und Protokollierung
und verwaltet die Konfiguration der StorageGRID Komponenten. Der Admin-Knoten enthalt auRerdem einen
integrierten Load Balancer fiir den S3-API-Zugriff.

StorageGRID kann als reine Software, als VMware Virtual Machine Appliances oder als speziell entwickelte
Appliances bereitgestellt werden.

Ein Speicherknoten kann wie folgt bereitgestellt werden:



* Ein reiner Metadatenknoten, der die Objektanzahl maximiert

* Ein reiner Objektspeicherknoten, der den Objektspeicherplatz maximiert

» Ein kombinierter Metadaten- und Objektspeicherknoten, der sowohl die Objektanzahl als auch den
Objektspeicherplatz hinzufiigt

Jeder Speicherknoten kann fiir die Objektspeicherung auf eine Kapazitat von mehreren Petabyte skaliert
werden, wodurch ein einzelner Namespace im Bereich von Hunderten von Petabyte maoglich ist. StorageGRID

bietet aulerdem einen integrierten Load Balancer fur S3-API-Operationen, der als Gateway-Knoten
bezeichnet wird.
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StorageGRID besteht aus einer Sammlung von Knoten, die in einer Site-Topologie platziert sind. Ein Standort
in StorageGRID kann ein eindeutiger physischer Standort sein oder sich als logisches Konstrukt an einem
gemeinsam genutzten physischen Standort wie andere Standorte im Grid befinden. Eine StorageGRID -Site
sollte sich nicht Gber mehrere physische Standorte erstrecken. Ein Standort stellt eine gemeinsam genutzte
Infrastruktur und Fehlerdoméane eines lokalen Netzwerks (LAN) dar.

StorageGRID und Ausfall-Domains

StorageGRID umfasst mehrere Schichten von Ausfall-Domains, die Sie bei der Entscheidung, wie Sie lhre

Lésung planen, wie Sie Ihre Daten speichern und wo |Ihre Daten gespeichert werden sollten, um das Risiko
von Ausfallen zu mindern.

» Grid-Ebene — Ein Grid, das aus mehreren Standorten besteht, kann einen Standortausfall oder eine

Isolierung aufweisen, und der/die zugangliche(n) Standort(e) kann/kdnnen weiterhin als Grid betrieben
werden.

« Standort-Ebene — Ausfalle innerhalb eines Standorts kdnnen den Betrieb dieses Standorts beeintrachtigen,
beeintrachtigen aber nicht den Rest des Grids.

* Node-Ebene — Ein Node-Ausfall hat keine Auswirkungen auf den Betrieb des Standorts.



* Festplattenebene — ein Festplattenausfall beeintrachtigt den Betrieb des Node nicht.

Objektdaten und Metadaten

Bei Objekt-Storage ist die Storage-Einheit ein Objekt und nicht eine Datei oder ein Block. Im Gegensatz zur
Baumstruktur eines File-Systems oder Block-Storage werden die Daten im Objekt-Storage in einem flachen,
unstrukturierten Layout organisiert. Objekt-Storage entkoppelt den physischen Standort der Daten von der
Methode zum Speichern und Abrufen dieser Daten.

Jedes Objekt in einem objektbasierten Storage-System besteht aus zwei Teilen: Objekt-Daten und Objekt-
Metadaten.

* Objektdaten stellen die eigentlichen zugrunde liegenden Daten dar, zum Beispiel ein Foto, einen Film oder
eine Krankenakte.

» Objektmetadaten sind alle Informationen, die ein Objekt beschreiben.

StorageGRID verwendet Objektmetadaten, um die Standorte aller Objekte im Grid zu verfolgen und den
Lebenszyklus eines jeden Objekts mit der Zeit zu managen.

Objektmetadaten enthalten Informationen wie die folgenden:

« Systemmetadaten, einschliellich einer eindeutigen ID fir jedes Objekt, des Objektnamens, des Namens
des S3-Buckets, des Mandantenkontonamens oder der ID, der logischen GroRRe des Objekts, des Datums
und der Uhrzeit der ersten Erstellung des Objekts sowie des Datums und der Uhrzeit der letzten Anderung
des Objekts.

 Der aktuelle Speicherort der Replikatkopie oder des I6schcodierten Fragments jedes Objekts.
« Alle mit dem Objekt verknupften Schlissel-Wert-Paare flr benutzerdefinierte Benutzer-Metadaten.
» Bei S3-Objekten sind alle dem Objekt zugeordneten Objekt-Tag-Schliissel-Wert-Paare vorhanden

» Fir segmentierte Objekte und mehrteilige Objekte, Segmentkennungen und Datengrof3en.

Objektmetadaten sind individuell anpassbar und erweiterbar und bieten dadurch Flexibilitat fir die Nutzung von
Applikationen. Detaillierte Informationen dartber, wie und wo StorageGRID Objektmetadaten speichert, finden
Sie unter "Management von Objekt-Metadaten-Storage".

Das Information Lifecycle Management-System (ILM) von StorageGRID wird zur Orchestrierung der
Platzierung, Dauer und Aufnahme aller Objektdaten in Ihrem StorageGRID System verwendet. ILM-Regeln
bestimmen, wie StorageGRID Objekte mithilfe von Replikaten der Objekte oder Erasure Coding eines Objekts
Uber Nodes und Standorte hinweg im Zeitverlauf speichert. Dieses ILM-System ist flr die Konsistenz der
Objektdaten in einem Grid verantwortlich.

Erasure Coding

StorageGRID bietet die Moglichkeit, Codedaten auf Knoten- und Laufwerksebene zu I6schen. Mit
StorageGRID -Geraten I6schen wir die auf jedem Knoten gespeicherten Daten auf allen Laufwerken innerhalb
des Knotens und bieten so lokalen Schutz vor mehreren Festplattenausfallen, die zu Datenverlust oder
Unterbrechungen fiihren. Wiederherstellungen nach Laufwerksfehlern erfolgen lokal auf dem Knoten und
erfordern keine Datenreplikation Uber das Netzwerk.

Darlber hinaus verwenden StorageGRID Gerate Erasure-Coding-Schemata, um Objektdaten tber die Knoten
innerhalb eines Standorts oder verteilt auf drei oder mehr Standorte im StorageGRID -System zu speichern,
wobei die ILM-Regeln von StorageGRID vor Knotenausfallen schitzen.

Erasure Coding bietet ein Speicherlayout, das gegentber Knoten- und Standortausfallen robust ist und einen


https://docs.netapp.com/us-en/storagegrid/admin/managing-object-metadata-storage.html

geringeren Aufwand als die Replikation verursacht. Alle StorageGRID -Erasure-Coding-Verfahren sind an
einem einzigen Standort einsetzbar, sofern die Mindestanzahl der Knoten, die zum Speichern der Datenblécke
erforderlich sind, erreicht ist. Das bedeutet, dass fir ein EC-Schema von 4+2 mindestens 6 Knoten zur
Verfliigung stehen missen, um die Daten zu empfangen.

Erasure-coding Minimum number Recommended Total Site loss Storage overhead
scheme (k+m) of deployed sites number of recommended protection?

Storage Nodes at number of

each site Storage Nodes
4432 3 3 9 Yes 50%
6+2 b 3 12 Yes 33%
8+2 5 3 15 Yes 25%
643 3 4 12 Yes 50%
9+3 A4 4 16 Yes 33%
2+1 3 3 9 Yes 50%
4+1 5 3 15 Yes 25%
6+1 7 3 21 Yes 17%
T+5 3 5 15 Yes T1%

Metadatenkonsistenz

In StorageGRID werden Metadaten normalerweise mit drei Replikaten pro Standort gespeichert, um
Konsistenz und Verfugbarkeit zu gewahrleisten. Diese Redundanz tragt dazu bei, die Datenintegritat und
-Verfligbarkeit auch bei einem Ausfall aufrechtzuerhalten.

Die Standardkonsistenz wird auf einer Grid-weiten Ebene definiert. Benutzer konnen die Konsistenz auf
Bucket-Ebene jederzeit andern.

Die in StorageGRID verfigbaren Bucket-Konsistenzoptionen sind:
+ All: Bietet die hochste Konsistenz. Alle Nodes im Grid erhalten die Daten sofort, andernfalls schlagt die
Anforderung fehl.
 Stark-global:

o Legacy Strong Global: Gewahrleistet Lese-nach-Schreib-Konsistenz fur alle Client-Anfragen an allen
Standorten.

= Dies ist das Standardverhalten fur alle Systeme, die von Version 11.9 oder alter auf Version 12.0
aktualisiert wurden, ohne dass manuell auf das neue Quorum Strong Global umgestellt wurde.

o Quorum Strong-global: Garantiert Lese-nach-Schreib-Konsistenz fir alle Clientanforderungen auf
allen Sites. Bietet Konsistenz flir mehrere Knoten oder sogar einen Site-Ausfall, wenn das Quorum flr
die Metadatenreplikation erreicht werden kann.

= Dies ist das Standardverhalten fur alle Systeme, die neu mit Version 12.0 oder héher installiert
werden.



= QUORUM-Konsistenz wird als Quorum von Storage Node-Metadatenreplikaten definiert, wobei
jeder Standort Uber 3 Metadatenreplikate verfugt. Es kann wie folgt berechnet werden: 1+((N*3)/2),
wobei N die Gesamtzahl der Standorte ist

= Beispielsweise missen aus einem Raster mit 3 Standorten mindestens 5 Replikate erstellt werden,
innerhalb eines Standorts dirfen maximal 3 Replikate vorhanden sein.

» Strong-site: Garantiert Lese-nach-Schreiben Konsistenz fur alle Client-Anfragen innerhalb einer Site.

» Read-after-New-write(default): Bietet Read-after-write-Konsistenz fiir neue Objekte und eventuelle
Konsistenz flur Objektaktualisierungen. Hochverfiigbarkeit und garantierte Datensicherung Empfohlen fiir
die meisten Falle.

 Verfiigbar: Bietet eventuelle Konsistenz fir neue Objekte und Objekt-Updates. Verwenden Sie fir S3-
Buckets nur nach Bedarf (z. B. fUr einen Bucket mit Protokollwerten, die nur selten gelesen werden, oder
fur HEAD- oder GET-Vorgange flr nicht vorhandene Schliissel). Nicht unterstitzt fir S3 FabricPool-
Buckets.

Konsistenz von Objektdaten

Metadaten werden automatisch innerhalb von und Uber Standorte hinweg repliziert, Entscheidungen zur
Platzierung von Objektdaten liegen bei Ihnen. Objektdaten kdnnen in Replikaten innerhalb und tber Standorte
hinweg gespeichert werden, in Erasure Coding innerhalb von oder Uiber Standorte hinweg, in einer
Kombination oder in Replikaten und in Storage-Schemata, die nach Erasure Coding codiert sind. ILM-Regeln
koénnen fir alle Objekte angewendet oder so gefiltert werden, dass sie nur fur bestimmte Objekte, Buckets
oder Mandanten gelten. ILM-Regeln legen fest, wie Objekte gespeichert werden, wie Replikate und/oder
Erasure Coding codiert wird, wie lange Objekte an diesen Standorten gespeichert werden, ob sich die Anzahl
der Replikate oder Erasure Coding-Schemata andert oder sich der Standort im Laufe der Zeit andert.

Jede ILM-Regel wird mit einem von drei Aufnahmeverhalten zum Schutz von Objekten konfiguriert: Dual
Commit, Balanced oder Strict.

Die Dual-Commit-Option erstellt sofort zwei Kopien auf zwei beliebigen verschiedenen Speicherknoten im Grid
und meldet dem Client, dass die Anfrage erfolgreich war. Die Knotenauswahl erfolgt innerhalb des Standorts
der Anfrage, kann aber unter bestimmten Umstanden auch Knoten eines anderen Standorts verwenden. Das
Objekt wird der ILM-Warteschlange hinzugefiigt, um gemaf den ILM-Regeln ausgewertet und platziert zu
werden.

Die Option ,ausgewogen” wertet das Objekt sofort anhand der ILM-Richtlinie aus und platziert das Objekt
synchron, bevor die Anfrage als erfolgreich an den Client zurlickgesendet wird. Kann die ILM-Regel aufgrund
eines Ausfalls oder unzureichenden Speicherplatzes zur Erflillung der Platzierungsanforderungen nicht sofort
eingehalten werden, wird stattdessen Dual Commit verwendet. Sobald das Problem behoben ist, platziert ILM
das Objekt automatisch gemalf’ der definierten Regel.

Die strikte Option wertet das Objekt sofort anhand der ILM-Richtlinie aus und platziert das Objekt synchron,
bevor die Anfrage als erfolgreich an den Client zurlickgesendet wird. Kann die ILM-Regel aufgrund eines
Ausfalls oder unzureichenden Speicherplatzes zur Erfiillung der Platzierungsanforderungen nicht sofort erfillt
werden, schlagt die Anfrage fehl und der Kunde muss es erneut versuchen.

Lastverteilung

StorageGRID kann mit Client-Zugriff Gber die integrierten Gateway-Nodes, einen externen Load Balancer von
3Rd Party, DNS-Round Robin oder direkt zu einem Storage-Node implementiert werden. Mehrere Gateway
Nodes kénnen an einem Standort implementiert und in Hochverflugbarkeitsgruppen konfiguriert werden, die fir
automatisches Failover und Failback bei einem Ausfall des Gateway Node sorgen. Sie kénnen
Lastausgleichsmethoden in einer Loésung kombinieren, um einen zentralen Zugriffspunkt fur alle Standorte in
einer Ldsung bereitzustellen.



Die Gateway-Knoten gleichen standardmafig die Last zwischen den Speicherknoten an dem Standort aus, an
dem sich der Gateway-Knoten befindet. StorageGRID kann so konfiguriert werden, dass die Gateway-Knoten
die Last mithilfe von Knoten von mehreren Standorten ausgleichen kénnen. Diese Konfiguration wirde die
Latenz zwischen diesen Standorten zur Antwortlatenz der Clientanfragen addieren. Diese Konfiguration sollte
nur vorgenommen werden, wenn die Gesamtlatenz fir die Clients akzeptabel ist.

Durch eine Kombination aus lokalem und globalem Lastausgleich kann ein RTO von Null erreicht werden. Um
einen unterbrechungsfreien Clientzugriff zu gewahrleisten, ist ein Lastausgleich der Clientanfragen erforderlich.
Eine StorageGRID Lésung kann an jedem Standort viele Gateway-Knoten und Hochverfiigbarkeitsgruppen
enthalten. Um einen unterbrechungsfreien Zugriff fir Clients an jedem Standort auch bei einem Standortausfall
zu gewahrleisten, sollten Sie eine externe Load-Balancing-Lésung in Kombination mit StorageGRID Gateway-
Knoten konfigurieren. Konfigurieren Sie Hochverfligbarkeitsgruppen fir Gateway-Knoten, die die Last
innerhalb jedes Standorts verwalten, und verwenden Sie den externen Load Balancer, um die Last auf die
Hochverfligbarkeitsgruppen zu verteilen. Der externe Load Balancer muss so konfiguriert sein, dass er eine
Zustandsprifung durchfihrt, um sicherzustellen, dass Anfragen nur an betriebsbereite Standorte gesendet
werden. Weitere Informationen zum Lastausgleich mit StorageGRID finden Sie unter "Technischer Bericht zum
StorageGRID Load Balancer"Die

Anforderungen fur Zero RPO mit StorageGRID

Um ein Recovery Point Objective (RPO) von null in einem Objekt-Storage-System zu erreichen, ist es bei
einem Ausfall entscheidend:

« Sowohl Metadaten als auch Objektinhalte werden synchron betrachtet und als konsistent betrachtet

* Der Zugriff auf den Objektinhalt bleibt trotz des Fehlers erhalten.

Bei einer Bereitstellung an mehreren Standorten ist Quorum Strong Global das bevorzugte Konsistenzmodell,
um sicherzustellen, dass Metadaten Uber alle Standorte hinweg synchronisiert werden. Dies ist fir die
Erflllung der Null-RPO-Anforderung unerlasslich.

Objekte im Speichersystem werden auf der Grundlage von Information Lifecycle Management (ILM)-Regeln
gespeichert, die vorschreiben, wie und wo Daten wahrend ihres gesamten Lebenszyklus gespeichert werden.
Bei der synchronen Replikation kann man zwischen strikter Ausfihrung und ausgewogener Ausfihrung
abwagen.

» Fur ein RPO von null ist eine strikte Ausflhrung dieser ILM-Regeln nétig, da so sichergestellt wird, dass
Objekte ohne Verzogerung oder Fallback an den definierten Standorten platziert werden, sodass die
Datenverflugbarkeit und -Konsistenz erhalten bleiben.

* Das ILM-Balance-Aufnahmeverhalten von StorageGRID sorgt fur ein Gleichgewicht zwischen
Hochverfiigbarkeit und Ausfallsicherheit, sodass Benutzer auch bei einem Standortausfall weiterhin Daten
aufnehmen kénnen.

Synchrone Implementierungen an mehreren Standorten

Multi-Site-Lésungen: StorageGRID ermdglicht Ihnen die synchrone Replikation von Objekten tGiber mehrere
Sites innerhalb des Grids hinweg. Durch das Einrichten von Information Lifecycle Management (ILM)-Regeln
mit ausgewogenem oder striktem Verhalten werden Objekte sofort an den angegebenen Orten platziert. Durch
Konfigurieren der Bucket-Konsistenzebene auf Quorum Strong Global wird auch die synchrone
Metadatenreplikation sichergestellt. StorageGRID verwendet einen einzigen globalen Namespace und
speichert die Platzierungsorte der Objekte als Metadaten, sodass jeder Knoten weil3, wo sich alle Kopien oder
Erasure-Coded-Teile befinden. Wenn ein Objekt nicht von der Site abgerufen werden kann, von der die
Anforderung gestellt wurde, wird es automatisch von einer Remote-Site abgerufen, ohne dass Failover-
Verfahren erforderlich sind.


https://www.netapp.com/media/17068-tr4626.pdf
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Sobald der Ausfall behoben ist, sind keine manuellen Failback-Prozesse erforderlich. Die Replizierungs-
Performance hangt von dem Standort mit dem niedrigsten Netzwerkdurchsatz, der héchsten Latenz und der
niedrigsten Performance ab. Die Performance eines Standorts basiert auf der Anzahl der Nodes, der Anzahl
und Geschwindigkeit der CPU-Kerne, dem Arbeitsspeicher, der Anzahl der Laufwerke und den
Laufwerkstypen.

Multi-Grid-Lésungen: StorageGRID kann Mandanten, Benutzer und Buckets mithilfe von Grid-tbergreifender
Replikation (CGR) zwischen mehreren StorageGRID-Systemen replizieren. CGR kann ausgewahlte Daten auf
mehr als 16 Standorte erweitern, die nutzbare Kapazitat Ihres Objektspeichers erhdhen und Disaster Recovery
bereitstellen. Die Replikation von Buckets mit CGR umfasst Objekte, Objektversionen und Metadaten und
kann bidirektional oder einseitig erfolgen. Der Recovery-Zeitpunkt (Recovery Point Objective, RPO) hangt von
der Performance des jeweiligen StorageGRID-Systems und der Netzwerkverbindungen zwischen diesen
Systemen ab.

Zusammenfassung:

* Die Grid-interne Replizierung umfasst sowohl synchrone als auch asynchrone Replizierung, die mithilfe
des ILM-Aufnahmeverhaltens und der Konsistenzkontrolle flir Metadaten konfigurierbar ist.

* Die Replizierung zwischen dem Grid erfolgt nur asynchron.

Bereitstellung liber mehrere Standorte in einem einzigen Grid

In den folgenden Szenarien werden die StorageGRID Lésungen mit einem optionalen externen Load Balancer
konfiguriert, der die Anfragen an die integrierten Load-Balancer-Hochverfligbarkeitsgruppen verwaltet.
Dadurch wird sowohl ein RTO von Null als auch ein RPO von Null erreicht. ILM ist mit Balanced Ingest
Protection fir die synchrone Platzierung konfiguriert. Jeder Bucket ist mit der Quorum-Version des Strong
Global-Konsistenzmodells fur Grids mit 3 oder mehr Standorten und der Legacy-Version des Strong Global-
Konsistenzmodells fur 2 Standorte konfiguriert.

Szenario 1:

Bei einer StorageGRID Losung mit zwei Standorten gibt es mindestens zwei Replikate jedes Objekts und
sechs Replikate aller Metadaten. Nach der Wiederherstellung nach einem Ausfall werden die Aktualisierungen
vom Ausfallort automatisch mit dem wiederhergestellten Standort/den wiederhergestellten Knoten
synchronisiert. Bei nur zwei Standorten ist es unwahrscheinlich, dass in Ausfallszenarien, die Uber einen
vollstandigen Standortausfall hinausgehen, ein RPO von Null erreicht werden kann.



DC1

Site 1 Storage Node

Site 2 Storage Node

DC2

Szenario 2:

In einer StorageGRID Lésung mit drei oder mehr Standorten gibt es mindestens 3 Replikate oder 3 EC-
Chunks von jedem Objekt und 9 Replikate aller Metadaten. Nach der Wiederherstellung nach einem Ausfall
werden die Aktualisierungen vom Ausfallort automatisch mit dem wiederhergestellten Standort/den
wiederhergestellten Knoten synchronisiert. Mit drei oder mehr Standorten ist es moéglich, einen RPO von Null
zu erreichen.



DC3

Ausfallszenarien fir mehrere Standorte

Ausfall

Ausfall eines Laufwerks mit einem
Node

Ausfall eines einzelnen Nodes an
einem Standort

Ausfall mehrerer Nodes an einem
Standort

Ergebnis an zwei Standorten +
Vermachtnis Starke globale
Prasenz

Jede Appliance nutzt mehrere
Festplattengruppen und kann den
Ausfall von mindestens einem
Laufwerk pro Gruppe ohne
Unterbrechung oder Datenverlust
Uberstehen.

Keine Unterbrechung von
Prozessen oder Datenverlust:

Auf diesen Standort gerichtete
Unterbrechung von Client-
Vorgangen, jedoch kein
Datenverlust.

Der auf den anderen Standort
gerichtete Betrieb bleibt ohne
Unterbrechung und ohne
Datenverlust erhalten.

Site 1 Storage Node

Site 2 Storage Node
SN

Site 3 Storage Node

Ergebnis von 3 oder mehr
Standorten + Quorum Strong
Global

Jede Appliance nutzt mehrere
Festplattengruppen und kann den
Ausfall von mindestens einem
Laufwerk pro Gruppe ohne
Unterbrechung oder Datenverlust
Uberstehen.

Keine Unterbrechung von
Prozessen oder Datenverlust:

Der Betrieb wird auf alle anderen
Standorte geleitet und erfolgt ohne
Unterbrechung und Datenverlust.



Ausfall

Ausfall eines einzelnen Nodes an
mehreren Standorten

Ausfall eines einzelnen Standorts

Ausfall eines Standorts und eines
einzelnen Node

10

Ergebnis an zwei Standorten +
Vermachtnis Starke globale
Prasenz

Keine Unterbrechungen oder
Datenverluste bei:

* Im Raster existiert mindestens
eine Replikatkopie.

e Im Raster sind ausreichend
EC-Blocke vorhanden

Betriebsausfall und Gefahr von
Datenverlusten bei:

* Es existieren keine Duplikate.

* Es sind nicht genltigend EC-
Spannfutter vorhanden

Einige Clientvorgange werden
unterbrochen, bis die Stérung
behoben ist. GET- und HEAD-
Operationen werden ohne
Unterbrechung fortgesetzt.
Reduzieren Sie die Bucket-
Konsistenz auf ,Lesen nach neuem
Schreiben* oder niedriger, um den
Betrieb in diesem Fehlerzustand
ununterbrochen fortzusetzen.

Einige Clientvorgdnge werden
unterbrochen, bis der Fehler
behoben ist. Der Betrieb von HEAD
wird ohne Unterbrechung
fortgesetzt. GET-Operationen
werden ohne Unterbrechung
fortgesetzt, wenn eine
Replikatkopie oder ausreichend
viele EC-Chunks vorhanden sind.
Reduzieren Sie die Bucket-
Konsistenz auf ,Lesen nach neuem
Schreiben” oder niedriger, um den
Betrieb in diesem Fehlerzustand
ununterbrochen fortzusetzen.

Ergebnis von 3 oder mehr
Standorten + Quorum Strong
Global

Keine Unterbrechungen oder
Datenverluste bei:

* Im Raster existiert mindestens
eine einzige Replikatkopie.

* Im Raster sind ausreichend
EC-Blocke vorhanden

Betriebsausfall und Gefahr von
Datenverlusten bei:

 Es existieren keine Duplikate.

* Es sind nicht genltigend EC-
Chucks vorhanden, um das
Objekt abzurufen

Keine Unterbrechung von
Prozessen oder Datenverlust:

Keine Betriebsunterbrechung oder
Datenverlust. Moglicher
Datenverlust abhangig von der
Anzahl der Replikate. Lokales
Erasure Coding kann Datenverlust
verhindern.



Ausfall

Von jedem verbleibenden Standort
aus einen Standort und einen Node

Ausfall mehrerer Standorte

Netzwerkisolierung eines Standorts

Ergebnis an zwei Standorten +
Vermachtnis Starke globale
Prasenz

Es existieren nur zwei Standorte.
Siehe: Einzelner Standort plus ein
einzelner Knoten.

Es gibt keine betriebsbereiten
Standorte mehr. Daten gehen
verloren, wenn auch nur ein
Standort nicht vollstandig
wiederhergestellt werden kann.

Der Betrieb der Kunden wird
unterbrochen, bis der Fehler
behoben ist. Reduzieren Sie die
Bucket-Konsistenz auf ,Lesen nach
neuem Schreiben® oder niedriger,
um den Betrieb in diesem
Fehlerzustand ununterbrochen
fortzusetzen. Kein Datenverlust

Ergebnis von 3 oder mehr
Standorten + Quorum Strong
Global

Der Betrieb wird gestort, wenn das
Quorum fiir die Metadatenreplikate
nicht erreicht werden kann.
Reduzieren Sie die Bucket-
Konsistenz auf ,Lesen nach neuem
Schreiben* oder niedriger, um den
Betrieb in diesem Fehlerzustand
ununterbrochen fortzusetzen.
Méoglicher Datenverlust bei
dauerhaftem Ausfall, abhangig von
der Anzahl der Replikatkopien.
Lokales Erasure Coding kann
Datenverlust verhindern.

Der Betrieb wird gestort, wenn das
Quorum fiir die Metadatenreplikate
nicht erreicht werden kann.
Reduzieren Sie die Bucket-
Konsistenz auf ,Lesen nach neuem
Schreiben* oder niedriger, um den
Betrieb in diesem Fehlerzustand
ununterbrochen fortzusetzen. Bei
einem permanenten Ausfall ist ein
Datenverlust maglich, wenn nicht
genlgend I6schcodierte
Datenbldcke Ubrig bleiben. Lokales
Erasure-Coding oder das Erstellen
von Replikaten kdnnen
Datenverlust verhindern.

Der Betrieb des isolierten
Standorts wird beeintrachtigt sein,
es wird jedoch keinen Datenverlust
geben. Reduzieren Sie die Bucket-
Konsistenz auf ,Lesen nach neuem
Schreiben® oder niedriger, um den
Betrieb in diesem Fehlerzustand
ununterbrochen fortzusetzen.
Keine Betriebsunterbrechungen an
den Ubrigen Standorten und kein
Datenverlust.

Eine Multi-Grid-Implementierung an mehreren Standorten

Um eine zusatzliche Redundanzebene hinzuzufligen, werden in diesem Szenario zwei StorageGRID Cluster
eingesetzt und mithilfe der Cross-Grid-Replikation synchron gehalten. Fir diese Losung verfligt jeder
StorageGRID Cluster Uber drei Standorte. Zwei Standorte werden fiir die Objektspeicherung und Metadaten
verwendet, wahrend der dritte Standort ausschliellich fir Metadaten genutzt wird. Beide Systeme werden mit
einer ausgewogenen ILM-Regel konfiguriert, um die Objekte mithilfe von Erasure Coding an jedem der beiden
Datenstandorte synchron zu speichern. Buckets werden mit dem Quorum Strong Global-Konsistenzmodell
konfiguriert. Jedes Grid wird mit einer bidirektionalen Cross-Grid-Replikation auf jedem Bucket konfiguriert.
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Dies ermoglicht die asynchrone Replikation zwischen den Regionen. Optional kann ein globaler Load Balancer
implementiert werden, um Anfragen an die integrierten Load Balancer-Hochverfligbarkeitsgruppen beider
StorageGRID -Systeme zu verwalten und so ein RPO von Null zu erreichen.

Die Lésung nutzt vier Standorte, die gleichmaRig in zwei Regionen aufgeteilt sind. Region 1 enthalt die 2
Storage-Standorte von Grid 1 als primares Grid der Region und den Metadaten-Standort von Grid 2. Region 2
enthalt die 2 Storage-Standorte von Grid 2 als primares Grid der Region und den Metadaten-Standort von Grid
1. In jeder Region kann der gleiche Standort den Speicherort des primaren Grids der Region sowie den nur-
Metadaten-Standort des anderen Regionengitters beherbergen. Wenn Nodes als dritter Standort nur
Metadaten verwendet werden, sorgen sie fir die erforderliche Konsistenz fiir die Metadaten und nicht fir das
Duplizieren des Storage von Objekten an diesem Standort.

/ Region 1 \ / Region 2 \
DC1 DC3

Region 1

Region 2

GRID 1 site

Grid 1, Site 1 Storage Node

Grid 1, Site 2 Storage Node

8l Grid 1, Site 3 Metadata-only Node
GRID 2 site

| Grid 2, Site 1 Storage Node

BEEEH
A 4

Diese Losung mit vier separaten Standorten bietet vollstdndige Redundanz von zwei separaten StorageGRID-
Systemen mit einem RPO von 0 und nutzt sowohl synchrone Replizierung an mehreren Standorten als auch
asynchrone Replizierung in mehreren Grids. Bei jedem einzelnen Standort kann der Client-Betrieb auf beiden
StorageGRID Systemen unterbrechungsfrei ausgeflihrt werden.

Grid 2, Site 2 Storage Node

Grid 2, Site 3 Metadata-only Node

EEEOREAO000

In dieser Lésung gibt es vier Kopien, die nach Erasure Coding codiert wurden, und 18 Replikate aller
Metadaten. Dies ermdglicht mehrere Ausfallszenarien ohne Auswirkungen auf den Client-Betrieb. Bei einem
Ausfall werden die Updates nach dem Ausfall automatisch mit dem ausgefallenen Standort bzw. den
ausgefallenen Nodes synchronisiert.

Ausfallszenarien fir mehrere Standorte und Grids

Ausfall Ergebnis

Ausfall eines Laufwerks mit einem Node Jede Appliance nutzt mehrere Festplattengruppen
und kann den Ausfall von mindestens einem Laufwerk
pro Gruppe ohne Unterbrechung oder Datenverlust
Uberstehen.
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Ausfall

Ausfall eines einzelnen Nodes an einem Standort in
einem Grid

Ausfall eines einzelnen Nodes an einem Standort in
jedem Grid

Ausfall mehrerer Nodes an einem Standort in einem
Grid

Ausfall mehrerer Nodes an einem Standort in jedem
Grid

Ausfall eines einzelnen Nodes an mehreren
Standorten in einem Grid

Ausfall eines einzelnen Nodes an mehreren
Standorten in jedem Grid

Ausfall eines einzelnen Standorts in einem Grid

Ausfall eines Standorts in jedem Grid

Ausfall eines einzelnen Standorts und eines einzelnen

Node in einem Grid

Ein Standort und ein Node von jedem verbleibenden
Standort in einem einzelnen Grid

Ausfall eines einzelnen Standorts

Ausfall eines Standorts in jedem Grid DC1 und DC3

Ausfall eines Standorts in jedem Grid DC1 und DC4
oder DC2 und DC3

Ausfall eines Standorts in jedem Grid DC2 und DC4

Netzwerkisolierung eines Standorts

Schlussfolgerung

Das Erreichen eines Recovery Point Objective (RPO) von null mit StorageGRID ist ein wichtiges Ziel, um die

Ergebnis

Keine Unterbrechung von Prozessen oder
Datenverlust:

Keine Unterbrechung von Prozessen oder
Datenverlust:

Keine Unterbrechung von Prozessen oder
Datenverlust:

Keine Unterbrechung von Prozessen oder
Datenverlust:

Keine Unterbrechung von Prozessen oder
Datenverlust:

Keine Unterbrechung von Prozessen oder
Datenverlust:

Keine Unterbrechung von Prozessen oder
Datenverlust:

Keine Unterbrechung von Prozessen oder
Datenverlust:

Keine Unterbrechung von Prozessen oder
Datenverlust:

Keine Unterbrechung von Prozessen oder
Datenverlust:

Keine Unterbrechung von Prozessen oder
Datenverlust:

Der Betrieb wird unterbrochen, bis entweder der

Fehler behoben oder die Bucket-Konsistenz verringert

wird; jedes Grid hat 2 Standorte verloren

Alle Daten sind noch an 2 Standorten vorhanden

Keine Unterbrechung von Prozessen oder
Datenverlust:

Keine Unterbrechung von Prozessen oder
Datenverlust:

Der Betrieb des isolierten Standorts wird

unterbrochen, aber es gehen keine Daten verloren

Es gibt keine Unterbrechung des Betriebs an den
verbleibenden Standorten oder Datenverluste.
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Datenaufbewahrung und Verflgbarkeit bei Standortausfallen sicherzustellen. Durch den Einsatz der robusten
Replikationsstrategien von StorageGRID, einschlieBlich synchroner Replizierung an mehreren Standorten und
asynchroner Multi-Grid-Replizierung, kdnnen Unternehmen den unterbrechungsfreien Client-Betrieb
gewahrleisten und Uber mehrere Standorte hinweg fir Datenkonsistenz sorgen. Die Implementierung von ILM-
Richtlinien (Information Lifecycle Management) und die Verwendung von Nodes, die nur Metadaten enthalten,
erhohen die Ausfallsicherheit und Performance des Systems noch weiter. Mit StorageGRID kénnen
Unternehmen ihre Daten zuversichtlich managen, da sie wissen, dass sie auch bei komplexen
Ausfallszenarien zuganglich und konsistent bleiben. Dieser umfassende Ansatz fir Datenmanagement und
-Replikation unterstreicht die Bedeutung einer sorgfaltigen Planung und Ausfiihrung bei der Erreichung eines
Null-RPO-Ziels und der Sicherung wertvoller Informationen.

Cloud Storage Pool fur AWS oder Google Cloud erstellen

Sie konnen einen Cloud Storage Pool verwenden, wenn Sie StorageGRID-Objekte in
einen externen S3-Bucket verschieben mdchten. Der externe Bucket kann zu Amazon S3
(AWS) oder Google Cloud gehoren.

Was Sie bendtigen
» StorageGRID 11.6 wurde konfiguriert.

 Sie haben bereits einen externen S3-Bucket auf AWS oder Google Cloud eingerichtet.

Schritte
1. Navigieren Sie im Grid Manager zu ILM > Storage Pools.

2. Wabhlen Sie im Abschnitt Cloud-Speicherpools der Seite Erstellen aus.
Das Popup-Fenster ,,Cloud-Speicherpool erstellen“ wird angezeigt.

3. Geben Sie einen Anzeigenamen ein.

4. Wahlen Sie in der Dropdown-Liste Provider Type * Amazon S3* aus.
Dieser Provider-Typ funktioniert fur AWS S3 oder Google Cloud.
5. Geben Sie den URI fur den S3-Bucket ein, der fiir den Cloud-Storage-Pool verwendet werden soll.
Es sind zwei Formate zulassig:
https://host:port
http://host:port
6. Geben Sie den S3-Bucket-Namen ein.
Der angegebene Name muss exakt mit dem Namen des S3-Buckets Ubereinstimmen. Andernfalls schlagt
die Erstellung von Cloud-Storage-Pool fehl. Sie kdnnen diesen Wert nicht andern, nachdem der Cloud-

Speicherpool gespeichert wurde.

7. Geben Sie optional die Zugriffsschlissel-ID und den geheimen Zugriffsschlissel ein.
8. Wahlen Sie in der Dropdown-Liste * Zertifikat nicht Gberprtfen* aus.
9. Klicken Sie Auf Speichern.

Erwartetes Ergebnis
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https://host:port
http://host:port

Es muss sichergestellt werden, dass ein Cloud-Storage-Pool flir Amazon S3 oder Google Cloud erstellt wurde.

Von Jonathan Wong

Cloud Storage Pool fur Azure Blob Storage erstellen

Sie kdnnen einen Cloud Storage Pool verwenden, wenn Sie StorageGRID-Objekte in
einen externen Azure Container verschieben mochten.

Was Sie bendétigen
» StorageGRID 11.6 wurde konfiguriert.

» Sie haben bereits einen externen Azure-Container eingerichtet.

Schritte

1.
2.

Navigieren Sie im Grid Manager zu ILM > Storage Pools.

Wahlen Sie im Abschnitt Cloud-Speicherpools der Seite Erstellen aus.

Das Popup-Fenster ,,Cloud-Speicherpool erstellen“ wird angezeigt.

3. Geben Sie einen Anzeigenamen ein.

. Wahlen Sie in der Dropdown-Liste Provider Type * Azure Blob Storage* aus.

5. Geben Sie den URI fur den S3-Bucket ein, der fiir den Cloud-Storage-Pool verwendet werden soll.

8.
9.

Es sind zwei Formate zulassig:
https://host:port

http://host:port

. Geben Sie den Azure-Containernamen ein.

Der angegebene Name muss exakt mit dem Azure-Containernamen tbereinstimmen. Andernfalls schlagt
die Erstellung des Cloud-Storage-Pools fehl. Sie kdnnen diesen Wert nicht andern, nachdem der Cloud-
Speicherpool gespeichert wurde.

. Geben Sie optional den zugeordneten Kontonamen und den Kontokschliissel des Azure-Containers fir die

Authentifizierung ein.
Wahlen Sie in der Dropdown-Liste * Zertifikat nicht Gberprifen* aus.

Klicken Sie Auf Speichern.

Erwartetes Ergebnis

Erstellen eines Cloud-Storage-Pools fiir Azure Blob Storage bestatigen

Von Jonathan Wong

Verwenden Sie einen Cloud Storage Pool fur Backups

Sie kdnnen eine ILM-Regel erstellen, um Objekte fur Backups in einen Cloud Storage-
Pool zu verschieben.
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Was Sie bendtigen
» StorageGRID 11.6 wurde konfiguriert.

+ Sie haben bereits einen externen Azure-Container eingerichtet.

Schritte
1. Navigieren Sie im Grid Manager zu ILM > Regeln > Erstellen.

Geben Sie eine Beschreibung ein.

Geben Sie ein Kriterium ein, um die Regel auszulésen.
Klicken Sie Auf Weiter.

Replizieren Sie das Objekt auf Storage Nodes.

Flgen Sie eine Platzierungsregel hinzu.

Replizieren des Objekts in den Cloud Storage Pool
Klicken Sie Auf Weiter.

© © N o g &~ WD

Klicken Sie Auf Speichern.

Erwartetes Ergebnis

Vergewissern Sie sich, dass im Aufbewahrungsdiagramm die lokal in StorageGRID gespeicherten Objekte und
in einem Cloud-Speicherpool fir Backups angezeigt werden.

Vergewissern Sie sich, dass bei Auslésung der ILM-Regel im Cloud Storage Pool eine Kopie vorhanden ist
und Sie das Objekt lokal abrufen kdnnen, ohne ein Objekt wiederherstellen zu missen.

Von Jonathan Wong

Konfigurieren Sie den Integrationsservice fur die
StorageGRID Suche

Dieser Leitfaden enthalt detaillierte Anweisungen zum Konfigurieren des NetApp
StorageGRID Suchintegrationsservices mit Amazon OpenSearch Service oder On-
Premises Elasticsearch.

Einfihrung

StorageGRID unterstitzt drei Arten von Plattform-Services.

» StorageGRID CloudMirror Replikation. Spiegeln bestimmter Objekte aus einem StorageGRID-Bucket
auf ein angegebenes externes Ziel

« Benachrichtigungen. Bucket-spezifische Ereignisbenachrichtigungen senden Benachrichtigungen tber
bestimmte Aktionen, die an Objekten durchgefiihrt werden, an einen bestimmten externen Amazon Simple
Notification Service (Amazon SNS).

* Integrationsservice suchen. Senden von einfachen Storage Service (S3) Objektmetadaten in einen
angegebenen Elasticsearch-Index, wo Sie die Metadaten mithilfe des externen Service durchsuchen oder
analysieren konnen.

Plattform-Services werden vom S3-Mandanten tGber die Mandanten-Manager-Ul konfiguriert. Weitere
Informationen finden Sie unter "Uberlegungen bei der Verwendung von Plattform-Services".
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https://docs.netapp.com/us-en/storagegrid-116/tenant/considerations-for-using-platform-services.html

Dieses Dokument dient als Erganzung zum "StorageGRID 11.6 Mandantenleitfaden" Und enthalt Schritt-flr-
Schritt-Anleitungen und Beispiele fur die Endpunkt- und Bucket-Konfiguration fiir Suchintegrations-Services.
Die hier enthaltene Anleitung zur Einrichtung von Amazon Web Services (AWS) oder lokalen Elasticsearch-
Services dienen nur zu Test- oder Demonstrationszwecken.

Zielgruppen sollten mit Grid Manager, Mandanten-Manager vertraut sein und tber den S3-Browser Zugang
verfigen, um grundlegende Vorgange zum Hochladen (PUT) und Herunterladen (GET) fiir StorageGRID-
Suchintegrationstests durchzufiihren.

Erstellung von Mandanten und Aktivierung von Plattform-Services

1. Erstellen Sie einen S3-Mandanten mithilfe von Grid Manager, geben Sie einen Anzeigenamen ein und
wahlen Sie das S3-Protokoll aus.

2. Wahlen Sie auf der Berechtigungsseite die Option Plattformdienste zulassen. Wahlen Sie ggf. andere
Berechtigungen aus.

Create a tenant

{:J Enter details o Selact permissions

Select permissions

3. Richten Sie das urspriingliche Kennwort des Mandanten-Root-Benutzers ein, oder wahlen Sie, falls im
Raster der Identifikationsverbund aktiviert ist, welche féderierte Gruppe Root-Zugriffsberechtigungen hat,
um das Mandantenkonto zu konfigurieren.

4. Klicken Sie auf als Stamm anmelden und wéahlen Sie Bucket: Erstellen und verwalten.

Dies fuhrt Sie zur Seite Tenant Manager.

5. Wahlen Sie im Tenant Manager My Access Keys aus, um den S3-Zugriffsschllssel fur spatere Tests zu
erstellen und herunterzuladen.

Integrationsservices mit Amazon OpenSearch suchen

Einrichtung des Amazon OpenSearch Service (ehemals Elasticsearch)

Verwenden Sie dieses Verfahren fiir eine schnelle und einfache Einrichtung des OpenSearch-Dienstes nur zu

Test-/Demo-Zwecken. Wenn Sie On-Premises-Elasticsearch flr Suchintegrationsservices verwenden, lesen
Sie den Abschnitt Suchintegrations-Services fir On-Premises-Elasticsearch.

Sie mussen Uber eine giiltige Anmeldung fir die AWS-Konsole, einen Zugriffsschllssel, einen
geheimen Zugriffsschlissel und die Berechtigung zum Abonnieren des OpenSearch-Dienstes
verflgen.
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https://docs.netapp.com/us-en/storagegrid-116/tenant/index.html

1. Erstellen Sie mithilfe der Anweisungen von eine neue Domane "AWS OpenSearch Service — erste
Schritte", Mit Ausnahme der folgenden:

o Schritt 4: Domain-Name: Sgdemo

o Schritt 10: Feinkornige Zugriffssteuerung: Deaktivieren Sie die Option Enable Fine-genarainable
Access Control.

o Schritt 12: Zugriffsrichtlinie: Wahlen Sie Zugriffsrichtlinie auf Zugriffsebene konfigurieren, wahlen Sie
die Registerkarte JSON aus, um die Zugriffsrichtlinie anhand des folgenden Beispiels zu andern:

= Ersetzen Sie den hervorgehobenen Text durch lhre eigene AWS IAM-ID (Identity and Access
Management) und lhren Benutzernamen.

= Ersetzen Sie den markierten Text (die IP-Adresse) durch die 6ffentliche IP-Adresse lhres lokalen
Computers, Uber den Sie auf die AWS-Konsole zugreifen.

= Offnen Sie eine Browserregisterkarte flr "https://checkip.amazonaws.com” Um lhre 6ffentliche IP
zu finden.

"Version": "2012-10-17",
"Statement": [

{

"Effect": "Allow",
"Principal":
{"AWS": "arn:aws:iam:: nnnnnn:user/xyzabc"},
"Action": "es:*",
"Resource": "arn:aws:es:us-east-1:nnnnnn:domain/sgdemo/*"
by
{
"Effect": "Allow",
"Principal": {"AWS": "*"},
"Action": [
"es:ESHttp*"
I
"Condition": {
"IpAddress": {
"aws:Sourcelp": [ "nnn.nnn.nn.n/nn"
]
}
by
"Resource": "arn:aws:es:us-east-1:nnnnnn:domain/sgdemo/*"

}
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https://docs.aws.amazon.com/opensearch-service/latest/developerguide/gsgcreate-domain.html
https://docs.aws.amazon.com/opensearch-service/latest/developerguide/gsgcreate-domain.html
https://checkip.amazonaws.com/

Fine-grained access control

Fine-gr asned aoens controd peovides numeroun featre to help you keep your dats secure Featuees include documens-level secusity, feld-
bevel vecurity, read -only usen, and OpenSearch Deahboandh/Kibana ternent. Fine-grained accen control regueres 2 master user. Learn more

=z

Enable fine-grained access control

SAML authentication for OpenSearch Dashboards/Kibana

SAML puthentiaton Lot you ute your erating identey provider for wngle ugn-on for OpenSearch Dahboant/M2una Learn meore [

@ Touse SAML authentication, you must first enable fine-grained access control.

Amazon Cognito authentication

Enable to uwe Amaron Cognito suthentication for OpenSearch Dashboardu/Xibana Amazon Cognita supports a variety of identity providen
for viername -panword authentication Lesm more B

Enable Amazon Cognito authentication

Access policy
Acurus poticeey control whether a request s sccepted or repected when it resches the Amazon Openfearch Sermce domain Hf you spedity an
SLeoUnt, uier, of role in this policy, you Mmunt g your reguests. Learn more [

Domain access policy
Only use fine-grained access control

Allow open sotEs 1o the domuan

Do not set domain level access policy
Al reguests to the dorman will be dersed

© Configure domain level access policy

Visual editor Import policy

Access policy
j- “tatesent”; | -
& |
L | "Lffece”: "Allow",
L5 “Principal”: {
? T T e L Ry, em—
L b
L “Action®: “es:tt,
ie “Resource”: 'jrn:hu:cl:ui‘clll.!:dm:mth}l'ﬁiﬁt"
1 ).
2. {
13 "Iffect”: "Allow",
18+ TPrincipal”: {
13 e
18 Y
17= “Action™: |
18 “es:lDerpe*
19 *
8= “Coadition™: {
1= “Ipaddress”™: {
3= “bwi:tourcels®: |
i3 TALG . —
i ]
% }
~ G .
:: ) Rasogree®: “am M:n-.n-un-l.-:“:doum.'lﬂm!' -
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2. Warten Sie 15 bis 20 Minuten, bis die Domain aktiv ist.

OpenSearch Service

sgdemo .. Delete Actions ¥

General information

sodemo @ Acthve OpenSearch 1.7 |lagest|

3. Klicken Sie auf OpenSearch Dashboards URL, um die Domane in einer neuen Registerkarte zu 6ffnen, um
auf das Dashboard zuzugreifen. Wenn ein Fehler beim Zugriff verweigert wird, Gberprifen Sie, ob die
Quell-IP-Adresse der Zugriffsrichtlinie korrekt auf Ihre 6ffentliche IP-Adresse des Computers eingestellt ist,
um den Zugriff auf das Domain-Dashboard zu ermoglichen.

4. Wahlen Sie auf der Willkommensseite des Dashboards ,Explore“ auf eigene Faust aus. Wahlen Sie im
Meni ,Management — Entwicklungstools®

9. Geben Sie unter Dev Tools — Console ein PUT <index> Wo Sie den Index zum Speichern von
StorageGRID-Objektmetadaten verwenden. Im folgenden Beispiel verwenden wir den Indexnamen
'sgmetadaten’. Klicken Sie auf das kleine Dreieck-Symbol, um den PUT-Befehl auszuflihren. Das erwartete
Ergebnis wird im rechten Bereich angezeigt, wie im folgenden Beispiel Screenshot dargestellt.

S OpenSearch Dashboards

= Dev Tools

Console

History Settings Help

1 PUT sgmetadata D2, 1~ |{
2 "acknowledged™ : true,
3 "shards acknowledged” : true,
4 "index" : "sgmetadata”

5-

6. Uberpriifen Sie, ob der Index tber die Benutzeroberflache von Amazon OpenSearch unter sgdomain >
Indizes sichtbar ist.
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Endpoint-Konfiguration fiir Plattform-Services

Gehen Sie wie folgt vor, um die Endpunkte der Plattformservices zu konfigurieren:

1. In Tenant Manager wechseln Sie zu STORAGE(S3) > Plattform-Services-Endpunkten.

2. Klicken Sie auf Endpunkt erstellen, geben Sie Folgendes ein und klicken Sie dann auf Weiter:

° Beispiel fur einen Anzeigenamen aws-opensearch

o Der Domanenendpunkt im Beispiel-Screenshot unter Schritt 2 des vorhergehenden Verfahrens im URI-
Feld.

o Die Domane ARN, die in Schritt 2 des vorhergehenden Verfahrens im Feld URN verwendet wurde und
addieren /<index>/ doc Bis zum Ende von ARN.

In diesem Beispiel wird URN arn:aws:es:us-east-1:211234567890:domain/sgdemo
/sgmedata/ doc.
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Create endpoint

o Enter details

Enter endpoint details

Enter the endpoint's display name, URI, and URN.
Display name @

aws-opensearch

URl @
https://search-sgdemo-/ | i -co50-]e

URN ©

r

sestus-east- 1 ——— 0200 sgdemo/ sgmetadata/_doc

3. Um auf die Amazon OpenSearch sgdomain zuzugreifen, wahlen Sie als Authentifizierungstyp den
Zugriffsschlissel aus, und geben Sie dann den Amazon S3-Zugriffsschlissel und den geheimen Schlissel

ein. Um zur nachsten Seite zu gelangen, klicken Sie auf Weiter.
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Create endpoint

@ Enterdetalts — Select authentication type @ Verify server

L Ophional L Ophonal

Authentication type @

Select the method used to authenticate connections to the endpoint.
Access Key v
Access key ID @

A A | ||/ ()

Secret access key @

Previous Continue

4. Um den Endpunkt zu Uberprifen, wahlen Sie Operating System CA Certificate und Test and Create
Endpoint aus. Wenn die Uberpriifung erfolgreich ist, wird ein Endpunkt-Bildschirm angezeigt, der der
folgenden Abbildung entspricht. Wenn die Uberpriifung fehlschlagt, tiberpriifen Sie, ob der URN umfasst

/<index>/ doc Am Ende des Pfads und der AWS Zugriffsschlissel und der Geheimschlussel sind
korrekt.

Platform services endpoints

A platform services endpoint stores the information StorageGRIC needsto use an external resource as a target for a platform service (CloudMirror replication, notifications, or search integration . You must
configure an endpoint for each pletform service you plan to use

1 endpoint Create endpoint

Display name & Lasterror a Type

s s e = UrH @ =
(] e ]
A5 hitps:/search-sed e - ——————— - armaws Es us-east-
Search 7 2
cpansearch L.egz.amazonaws.com/ 1 ki 1 0310/ sgdemio sgmetadata/_doc

Suchintegrations-Services fiir On-Premises-Elasticsearch

Elasticsearch-Einrichtung vor Ort

Dieses Verfahren dient der schnellen Einrichtung von vor-Ort-Elasticsearch und Kibana mit Docker nur zu
Testzwecken. Wenn Elasticsearch und Kibana-Server bereits vorhanden sind, fahren Sie mit Schritt 5 fort.
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1.

2.

24

Folgen Sie diesen Anweisungen "Docker-Installationsvorgang” So installieren Sie den Docker. Wir
verwenden den "CentOS Docker Installationsverfahren” In diesem Setup.

sudo yum install -y yum-utils

sudo yum-config-manager --add-repo
https://download.docker.com/linux/centos/docker-ce.repo
sudo yum install docker-ce docker-ce-cli containerd.io
sudo systemctl start docker

o Um den Docker nach dem Neustart zu starten, geben Sie Folgendes ein:
sudo systemctl enable docker

° Stellen Sie die ein vm.max _map count Wert fir 262144:
sysctl -w vm.max map count=262144

o Um die Einstellung nach dem Neustart zu behalten, geben Sie Folgendes ein:
echo 'vm.max map count=262144' >> /etc/sysctl.conf

Folgen Sie den "Elasticsearch Quick Start Guide" Selbstverwalteter Abschnitt zum Installieren und
Ausfluihren der Elasticsearch- und Kibana-Docker. In diesem Beispiel wurde die Version 8.1 installiert.

Beachten Sie den Benutzernamen/das Kennwort und das Token, das Elasticsearch erstellt
hat. Sie missen diese zum Starten der Kibana Ul und der StorageGRID-Plattform-
Endpunktauthentifizierung verwenden.


https://docs.docker.com/engine/install/
https://docs.docker.com/engine/install/centos/
https://www.elastic.co/guide/en/elasticsearch/reference/current/getting-started.html

Elasticsearch Service || Self-managed

install and run Elasticsearch
1. Install and start Docker Desktop.

2. Run:

VWhen you start Elasticsearch for the first time, the following security configuration
occurs automatically:
s Certificates and keys are generated for the transport and HTTP layers.

* The Transport Layer Security (TLS) configuration settings are written to
elasticsearch.yml.
* A password is generated for the elastic user

= An enroliment token is generated for Kibana.

You might need to scroll back a bit in the terminal to view the password

wore and enrollment token.

3. Copy the generated password and enrollment token and save them in a secure
location. These values are shown only when you start Elasticsearch for the first time.

You'll use these to enroll Kibana with your Elasticsearch cluster and log in.

F:] If you need to reset the password for the elastic user or other built-in
h-reset-password tool. To generate new

NOTE Users, runthe elasticsearc
enrollment tokens for Kibana or Elasticsearch nodes, run the
-create-enrollment-toksn tool. These tools are available in

B e
TadolLliloid

the Elasticsearch bin directory.

Install and run Kibana

To analyze, visualize, and manage Elasticsearch data using an intuitive Ul, install Kibana.

1. In a new terminal session, run:

docker pull docker.elastic.co/kibana/kibana:3

docker run --pname kib-81 --net elastic -p ! docker.elastic.co/fk

When you start Kibana, a unique link is output to your terminal.
2. To access Kibana, click the generated link in your terminal.
a. In your browser, paste the enrollment token that you copied and click the
bution to connect your Kibana instance with Elasticsearch.
b. Legin to Kibana as the elastic user with the password that was generated

when you started Elasticsearch.
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3. Nachdem der Kibana-Docker-Container gestartet wurde, wird der URL-Link aufgerufen
https://0.0.0.0:5601 Wird in der Konsole angezeigt. Ersetzen Sie 0.0.0.0 durch die Server-IP-
Adresse in der URL.

4. Melden Sie sich mit dem Benutzernamen bei der Kibana-Benutzeroberflache an elastic Und das
Passwort, das im vorherigen Schritt von Elastic generiert wurde.

5. Wenn Sie sich zum ersten Mal anmelden mdchten, wahlen Sie auf der BegriBungsseite ,Explore”. Wahlen
Sie im Menu Verwaltung > Entwicklungstools.

6. Geben Sie auf dem Bildschirm Dev Tools Console die Eingabe ein PUT <index> Dort, wo Sie diesen
Index zum Speichern von StorageGRID-Objektmetadaten verwenden. Wir verwenden den Indexnamen
sgmetadata In diesem Beispiel. Klicken Sie auf das kleine Dreieck-Symbol, um den PUT-Befehl
auszufuhren. Das erwartete Ergebnis wird im rechten Bereich angezeigt, wie im folgenden Beispiel
Screenshot dargestellt.

& elastic

= . Dev Tools Console

Console Search Profiler Grok Debugger Painless Lab sera

History Settings Help

1 PUT sgmetadata [ 2N 1+ {
2 “"acknowledged” : true,
3 "shards_acknowledged” : true,
4 “index” : "sgmetadata”

Endpoint-Konfiguration fur Plattform-Services
Gehen Sie wie folgt vor, um Endpunkte fir Plattformservices zu konfigurieren:
1. In Tenant Manager wechseln Sie zu STORAGE (S3) > Plattform-Services-Endpunkten
2. Klicken Sie auf Endpunkt erstellen, geben Sie Folgendes ein und klicken Sie dann auf Weiter:
° Beispiel fir Anzeigename: elasticsearch
° URI: https://<elasticsearch-server-ip or hostname>:9200

° URNE: urn:<something>:es:::<some-unique-text>/<index-name>/ doc Wobei der
Indexname der Name ist, den Sie auf der Kibana-Konsole verwendet haben. Beispiel:
urn:local:es:::sgmd/sgmetadata/ doc
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Create endpoint

o Enter details

Enter endpoint details

Enter the endpoint's display name, URI, and URN.
Display name @

elasticsearch

URl @

Attps: /10 ——— . ()

URN ©

urn:local:es::sgmd/sgmetadata/_doc

| o m

3. Wahlen Sie Basic HTTP als Authentifizierungstyp, geben Sie den Benutzernamen ein elastic Und das
durch den Elasticsearch-Installationsprozess generierte Passwort. Um zur nachsten Seite zu gelangen,
klicken Sie auf Weiter.

Authentication type @

Select the method used to authenticate connections to the endpoint.
Basic HTTP W
Username @
elastic

Password @

[ — @

Previous Continue
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4.

Wabhlen Sie Zertifikat nicht Gberprifen und Endpunkt erstellen und testen, um den Endpunkt zu Gberprifen.
Wenn die Uberprifung erfolgreich ist, wird ein Endpunkt-Bildschirm angezeigt, der dem folgenden
Screenshot dhnelt. Wenn die Uberpriifung fehlschlégt, (iberpriifen Sie, ob die Eintrage fiir URN, URI und
Benutzername/Passwort korrekt sind.

Platform services endpoints

A platform services endpoant stores the informatian S'.Cl'_'l.;i-::p|: neads to use an extenal rescurce as a target ftora plathorm service CloudMrrar replicateon, rotifications, or search imtegration . You must

configure an endpaint far each platferm senvice you plon 1o uwse,

2 endpoinits Create endpolnt

: um@ = URN @ =

tipeearch-sgdemo -ty L2 3holpeElccirpwdy 3rle Tius-east SITLATRG RS Easl
L &6 amatonans.com 1:2 1081 1500188 domainssgdamo sprmetad ata;_doc

elasticsearch Search NEnpssl| L — ) umilocal es:gmd; sgmetadata/_toc

Konfiguration des integrierten Service fiir die Bucket-Suche

Nachdem der Plattform-Service-Endpunkt erstellt wurde, besteht der nachste Schritt darin, diesen Service auf
Bucket-Ebene zu konfigurieren, um Objektmetadaten an den definierten Endpunkt zu senden, sobald ein
Objekt erstellt, geléscht oder seine Metadaten oder Tags aktualisiert werden.

Sie kénnen die Suchintegration mit Tenant Manager konfigurieren, um eine benutzerdefinierte StorageGRID-
Konfigurations-XML auf einen Bucket anzuwenden wie folgt:

1.
2.

Wahlen Sie in Tenant Manager ,STORAGE(S3)" > ,Buckets®

Klicken Sie auf Create Bucket. Geben Sie den Bucket-Namen ein (z. B. sgmetadata-test) Und
akzeptieren Sie die Standardeinstellung us-east-1 Werden.

3. Klicken Sie Auf Weiter > Bucket Erstellen.
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Um die Seite ,Bucket-Ubersicht* aufzurufen, klicken Sie auf den Bucket-Namen und wahlen Sie ,Platform
Services* aus.

. Wahlen Sie das Dialogfeld Integration der Suche aktivieren aus. Geben Sie im angegebenen XML-Feld die

Konfigurations-XML-XML-Datei unter Verwendung dieser Syntax ein.

Der hervorgehobene URN muss mit dem von Ihnen definierten Endpunkt fur Plattformservices
Ubereinstimmen. Sie kdnnen eine weitere Browserregisterkarte 6ffnen, um auf den Mandantenmanager
zuzugreifen und URN vom definierten Endpunkt der Plattformdienste zu kopieren.

In diesem Beispiel haben wir kein Prafix verwendet, was bedeutet, dass die Metadaten fir jedes Objekt in
diesem Bucket an den zuvor definierten Elasticsearch-Endpunkt gesendet werden.



<MetadataNotificationConfiguration>

<Rule>
<ID>Rule-1</ID>
<Status>Enabled</Status>
<Prefix></Prefix>
<Destination>

<Urn> urn:local:es:::sgmd/sgmetadata/ doc</Urn>

</Destination>

</Rule>

</MetadataNotificationConfiguration>

6. Verwenden Sie S3-Browser, um eine Verbindung zu StorageGRID mit dem Mandantenzugriff/geheimen
Schlussel herzustellen und Testobjekte in hochzuladen sgmetadata-test Bucket und figen Sie Tags
oder benutzerdefinierte Metadaten zu Objekten hinzu.

o 53 Breweer 855 - Fres Version (for non-commercial use only) (Administrater) - 3g6060-platform-service — | 4

Accounts  Buckets  Files Tool: UpgradetoPro!l Heip Mew vernon avalable

l{’fl-?\hw bucket = Path: EI SBT3
L sgmetadata-test | File Sire Type Last Modsfied Storage Class
M Koats jog 762 53 KB | |aa/2022 123952 AM | STANDARD
&/ Lighthouse jpg E4B.12KB JPG File 3192022 123952 AM  STANDARD
feastl b 45 bytes Text Document 31972022 123952 AM  STANDARD
| 1es1Z o 35 bytas Taxt Document IHZZ 123952 AM  STANDARD
1:1 Upload = E_Dmndn.ld ﬁ Delete | 5] New Felder i.-'i‘f Refresh L (TRE S g e e

Tasks (14) Permissions Hup Headers Ta3gs Propedies Preview Versions Evenilog

URL:  https://10.193.204.106: 10445/ sgmetadata-test/Koala. jpg (3 Copy
| Key Value

date 01-01-2020

wmnar lestuser

project lest

type IPg

G Add J” Edit Delele | Dafault Tags o Apply changes | o= Raload

7. Verwenden Sie die Kibana Ul, um zu tberprtifen, ob die Objektmetadaten in den Index der sgmetadaten
geladen wurden.

a. Wahlen Sie im MenU Verwaltung > Entwicklungstools.

b. Fugen Sie die Beispielabfrage in das Konsolenfenster auf der linken Seite ein, und klicken Sie auf das
Dreieckssymbol, um sie auszufiihren.

Das Beispielergebnis fur die Abfrage 1 im folgenden Beispiel-Screenshot zeigt vier Datenséatze. Dies
entspricht der Anzahl der Objekte im Bucket.
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GET sgmetadata/ search

"query": {
"match all": { }

. Orw Tools = L
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Das Beispielergebnis flir Abfrage 2 im folgenden Screenshot zeigt zwei Datensatze mit Tag-Typ jpg.




GET

sgmetadata/ search

"query": {
"match":

{

"tags.type":
" query"

}

{
"jpg"

}
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Wo Sie weitere Informationen finden

Sehen Sie sich die folgenden Dokumente und/oder Websites an, um mehr Uber die in diesem Dokument
beschriebenen Informationen zu erfahren:

» "Was sind Plattform-Services"

+ "StorageGRID 11.6-Dokumentation”

Von Angela Cheng

Node-Klonen

Uberlegungen und Performance von Node-Klonen

Uberlegungen zu Node-Klonen

Node-Klone kdnnen eine schnellere Methode zum Austausch vorhandener Appliance-Nodes fiir eine
Technologieaktualisierung sein, die Kapazitat erhéhen oder die Performance lhres StorageGRID Systems
steigern. Node-Klon kann auch fiir die Konvertierung in Node-Verschlisselung mit einem KMS oder die
Anderung eines Storage-Node von DDP8 zu DDP16 niitzlich sein.
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Die genutzte Kapazitat des Quell-Node ist nicht relevant fir die Zeit, die fir den Abschluss des
Klonprozesses erforderlich ist. Node-Klon ist eine vollstandige Kopie des Node, einschlieRlich freiem
Speicherplatz im Node.

Quell- und Ziel-Appliances mussen dieselbe PGE-Version aufweisen
Der Zielknoten muss immer eine gréRere Kapazitat als die Quelle haben
o Stellen Sie sicher, dass die neue Ziel-Appliance eine grof3ere Laufwerksgrolle als die Quelle hat

o Wenn das Zielgerat Uber Laufwerke gleicher GréRRe verfligt und fir DDP8 konfiguriert ist, kdnnen Sie
das Ziel fur DDP16 konfigurieren. Wenn die Quelle bereits fir DDP16 konfiguriert ist, ist ein Node-Klon
nicht moéglich.

o Beachten Sie beim Wechsel von SG5660 oder SG5760 Appliances zu SG6060 Appliances, dass die
SG5x60 60 Laufwerke mit Kapazitat haben, bei denen die SG6060 nur 58 hat.

Fir den Klonprozess eines Node muss der Quell-Node fir die Dauer des Klonens offline im Grid sein.
Wenn ein zusatzlicher Knoten wahrend dieser Zeit offline geht, sind moglicherweise die Client-Services
betroffen.

11.8 und unten: Ein Storage-Node kann nur 15 Tage offline sein. Wenn der Klonprozess fast 15 Tage
betragt oder 15 Tage Uberschreitet, kdnnen Sie das Erweiterungs- und Ausmusterung verwenden.

> 11.9: Die 15-Tage-Grenze wurde entfernt.

Bei einem SG6060 oder SG6160 mit Erweiterungs-Shelfs missen Sie die Zeit fur die richtige Shelf-
LaufwerksgrofRe zur Zeit der Basis-Appliance hinzufligen, um die volle Klondauer zu erhalten.

Die Anzahl der Volumes in einer Ziel-Storage-Appliance muss gréfer oder gleich der Anzahl der Volumes
im Quell-Node sein. Sie kdnnen einen Quell-Node mit 16 Objektspeicher-Volumes (rangedb) nicht auf
einer Ziel-Storage-Appliance mit 12 Objektspeicher-Volumes klonen, selbst wenn die Ziel-Appliance Uber
eine grofRere Kapazitat als der Quell-Node verflgt. Die meisten Storage Appliances verfligen tber 16
Objektspeicher-Volumes, auflier der SGF6112 Storage Appliance mit nur 12 Objektspeicher-Volumes. Sie
koénnen beispielsweise nicht von einem SG5760 in ein SGF6112 klonen.


https://docs.netapp.com/us-en/storagegrid-116/tenant/what-platform-services-are.html
https://docs.netapp.com/us-en/storagegrid-116/index.html

Schatzungen der Performance von Node-Klonen

Die folgenden Tabellen enthalten berechnete Schatzungen fur die Dauer von Node-Klonen. Die Bedingungen
variieren, sodass Eintrage in BOLD das 15-Tage-Limit fiir einen Knoten nach unten Uberschreiten kénnen.

DDP8

S$G5612/SG5712/SG5812 — BELIEBIG

Geschwindigkeit der GroRe des 8-TB- 10-TB- 12-TB- 16-TB- 18 TB 227TB
Netzwerkschnittstelle 4-TB- Laufwerke Laufwerk Laufwerks Laufwerk Laufwerks Laufwerks
Laufwerks groRe groRe groBe groRe groRe
10 GBIT 1 Tag 2 Tage 25Tage 3 Tage 4 Tage 45Tage 5.5 Tage
25 GB 1 Tag 2 Tage 25Tage 3 Tage 4 Tage 45Tage 5.5 Tage
SG5660 — SG5760/SG5860
Geschwindigkeit der GroRe des 8-TB- 10-TB- 12-TB- 16-TB- 18 TB 22TB
Netzwerkschnittstelle 4-TB- Laufwerke Laufwerk Laufwerks Laufwerk Laufwerks Laufwerks
Laufwerks groRe groRe groRe groRe groRe
10 GBIT 3.5Tage 7 Tage 85Tage 10.5Tage 13,5 Tage 15,5 Tage 18,5 Tage
25 GB 3.5 Tage 7 Tage 8.5Tage 10.5Tage 13,5Tage 15,5 Tage 18,5 Tage
SG5660 — SG6060/SG6160
Geschwindigkeit der GroRe des 8-TB- 10-TB- 12-TB- 16-TB- 18 TB 22TB
Netzwerkschnittstelle 4-TB- Laufwerke Laufwerk Laufwerks Laufwerk Laufwerks Laufwerks
Laufwerks groRe groRe groRe groRe groRe
10 GBIT 25Tage 4.5Tage 55Tage 6.5Tage 9 Tage 10 Tage 12 Tage
25 GB 2 Tage 4 Tage 5 Tage 6 Tage 8 Tage 9 Tage 10 Tage

SG5760/SG5860 — SG5760/SG5860

Geschwindigkeit der GroRe des 8-TB- 10-TB- 12-TB- 16-TB- 18 TB 22TB

Netzwerkschnittstelle 4-TB- Laufwerke Laufwerk Laufwerks Laufwerk Laufwerks Laufwerks
Laufwerks groRe grofe groRe groRe grofe

10 GBIT 3.5Tage 7 Tage 8.5Tage 10.5Tage 13,5Tage 15,5 Tage 18,5 Tage

25 GB 3.5Tage 7 Tage 8.5Tage 10.5Tage 13,5Tage 15,5 Tage 18,5 Tage
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SG5760/SG5860 — SG6060/SG6160

Geschwindigkeit der GroRe des 8-TB-
Netzwerkschnittstelle 4-TB- Laufwerke
Laufwerks
10 GBIT 25Tage 4.5Tage
25 GB 2 Tage 3.5 Tage
SG6060/SG6160 — SG6060/SG6160
Geschwindigkeit der GroRe des 8-TB-
Netzwerkschnittstelle 4-TB- Laufwerke
Laufwerks
10 GBIT 2.5Tage 4.5Tage
25 GB 2 Tage 3 Tage
DDP16
SG5760/SG5860 — SG5760/SG5860
Geschwindigkeit der GroRe des 8-TB-
Netzwerkschnittstelle 4-TB- Laufwerke
Laufwerks
10 GBIT 3.5 Tage 6.5Tage
25 GB 3.5 Tage 6.5Tage
SG5760/SG5860 — SG6060/SG6160
Geschwindigkeit der GroRe des 8-TB-
Netzwerkschnittstelle 4-TB- Laufwerke
Laufwerks
10 GBIT 2.5Tage 5 Tage
25 GB 2 Tage 3.5 Tage
S$G6060/SG6160 — SG6060/SG6160
Geschwindigkeit der GroRe des 8-TB-
Netzwerkschnittstelle 4-TB- Laufwerke
Laufwerks
10 GBIT 3 Tage 5 Tage
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10-TB-
Laufwerk
groRe

5.5 Tage

4.5 Tage

10-TB-
Laufwerk
groRe

5.5 Tage

4 Tage

10-TB-
Laufwerk
groRe

8 Tage

8 Tage

10-TB-
Laufwerk
groRe

6 Tage

4 Tage

10-TB-
Laufwerk
groRe

6 Tage

12-TB-
Laufwerks
grofe

6.5 Tage

5.5 Tage

12-TB-
Laufwerks
groRe

6.5 Tage

4.5 Tage

12-TB-
Laufwerks
groRe

9.5 Tage

9.5 Tage

12-TB-
Laufwerks
groRe

7.5 Tage

5 Tage

12-TB-
Laufwerks
groRe

7 Tage

16-TB-
Laufwerk
groRe

9 Tage

7 Tage

16-TB-
Laufwerk
groRe

8.5 Tage

6 Tage

16-TB-
Laufwerk
groRe

12,5 Tage

12,5 Tage

16-TB-
Laufwerk
groRe

10 Tage

6.5 Tage

16-TB-
Laufwerk
groRe

9.5 Tage

18 TB
Laufwerks
groRe

10 Tage

8 Tage

18 TB
Laufwerks
groRe

9.5 Tage

7 Tage

18 TB
Laufwerks
groRe

14 Tage

14 Tage

18 TB
Laufwerks
groRe

11 Tage

7 Tage

18 TB
Laufwerks
groRe

10.5 Tage

22TB
Laufwerks
grofe

12 Tage

9.5 Tage

22TB
Laufwerks
groRe

11.5 Tage

8.5 Tage

22TB
Laufwerks
groRe

17 Tage

17 Tage

22TB
Laufwerks
groRe

13 Tage

8.5 Tage

22TB
Laufwerks
groRe

13 Tage



Geschwindigkeit der GroRe des 8-TB- 10-TB- 12-TB- 16-TB- 18 TB 22TB

Netzwerkschnittstelle 4-TB- Laufwerke Laufwerk Laufwerks Laufwerk Laufwerks Laufwerks
Laufwerks groRe groRe groRe groRe groRe
25 GB 2 Tage 3.5Tage 4.5Tage 5 Tage 7 Tage 7.5Tage 9 Tage

Erweiterungs-Shelf (oberhalb von SG6060/SG6160 fiir jedes Shelf auf der Quell-Appliance hinzufiigen)

Geschwindigkeit der GroRe des 8-TB- 10-TB- 12-TB- 16-TB- 18 TB 227TB

Netzwerkschnittstelle 4-TB- Laufwerke Laufwerk Laufwerks Laufwerk Laufwerks Laufwerks
Laufwerks groRe groRe groRe groRe groRe

10 GBIT 3.5Tage 5 Tage 6 Tage 7 Tage 9.5Tage 10.5Tage 12 Tage

25 GB 2 Tage 3 Tage 4 Tage 4.5Tage 6 Tage 7 Tage 8.5 Tage

Von Aron Klein

Standortverlagerung von Grid-Standorten und
standortweites Netzwerkanderungsverfahren

Dieser Leitfaden beschreibt die Vorbereitung und das Verfahren fur den Standortwechsel
in einem Grid mit mehreren Standorten von StorageGRID. Sie sollten Uber ein
vollstandiges Verstandnis dieser Vorgehensweise verfugen und im Voraus planen, um
einen reibungslosen Prozess zu gewahrleisten und Unterbrechungen fur Kunden zu
minimieren.

Informationen zum Andern des Grid-Netzwerks des gesamten Grid finden Sie unter
"Andern Sie die IP-Adressen fur alle Nodes im Grid".

Uberlegungen vor Standortverlagerung

 Die Standortverschiebungen sollten abgeschlossen sein und alle Nodes innerhalb von 15 Tagen online
sein, um eine Wiederherstellung der Cassandra-Datenbank zu vermeiden.
"Stellen Sie Storage Node langer als 15 Tage wieder her"

* Wenn eine ILM-Regel in der aktiven Richtlinie striktes Aufnahmeverhalten verwendet, sollten Sie sie in
Erwagung ziehen, um einen Ausgleich oder eine doppelte Provisionierung zu erreichen, wenn der Kunde
weiterhin Objekte im Grid bei der Standortverlagerung ABLEGEN mochte.

Bei Storage Appliances mit 60 oder mehr Laufwerken: Verschieben Sie das Shelf niemals bei installierten
Festplatten. Beschriften Sie die einzelnen Laufwerke, und entfernen Sie sie vor dem
Verpacken/Verschieben aus dem Speichergehause.

+ Andern der StorageGRID-Appliance Grid-Netzwerk-VLAN kann Remote iiber das Admin-Netzwerk oder
das Client-Netzwerk durchgefiihrt werden. Oder planen Sie, vor Ort zu sein, um die Anderung vor oder
nach dem Umzug durchzufihren.

* Prufen Sie, ob die Kundenanwendung vor dem PUT ein Objekt vom TYP HEAD oder GET Nonexistent
verwendet. Wenn ja, andern Sie die Bucket-Konsistenz in strong-site, um HTTP 500-Fehler zu vermeiden.
Wenn Sie sich nicht sicher sind, iberpriifen Sie die S3-Ubersicht Grafana-Diagramme Grid-Manager >
Support > Metriken, bewegen Sie die Maus Uber das Diagramm 'gesamte abgeschlossene Anfrage'.
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https://docs.netapp.com/us-en/storagegrid-118/maintain/changing-nodes-network-configuration.html
https://docs.netapp.com/us-en/storagegrid-118/maintain/recovering-storage-node-that-has-been-down-more-than-15-days.html

Wenn eine sehr hohe Anzahl von 404 get Object oder 404 Head Objects vorhanden ist, verwenden
wahrscheinlich eine oder mehrere Anwendungen Head oder Get Nonexistence Objects. Die Zahlung wird
akkumuliert, Maus Uber verschiedene Zeitachse, um den Unterschied zu sehen.

174 day

116 day

150

39hour : L - 1
10.2 Mil

152 Mil

258K

Total Completed Requests

Verfahren zum Andern der Grid-IP-Adresse vor Standortverlagerung

Schritte

1. Wenn das neue Netznetz-Subnetz am neuen Standort verwendet wird,
"Flgen Sie das Subnetz der Subnetzliste des Netznetzes hinzu"

2. Melden Sie sich beim primaren Admin-Knoten an, verwenden Sie Change-IP, um Grid IP-Anderungen
vorzunehmen, missen Sie die Anderung * inszenieren*, bevor Sie den Knoten fiir die Verlagerung
herunterfahren.

a. Wahlen Sie 2 und dann 1 fiir Grid IP-Anderung
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Editing: Hode IP/subnet and gateway

Ose up arrow to recall a previously typed wvalue, which you can then edit
Use d or 0.0.0.0/0 as the IPfmask to delete the metwork from the mode

Ose g to complete the editing session early and return to the previous menu
Press <enter> to use the wvalue shown in square brackets

Site: LONDON

=2

LONDON-ADMI Grid IP/mask
LONDON-51 Grid IP/mask

L45.74.14/2¢6
45,74, 16/2¢6

45.74.248/26
E5.74.26/26

ol e O o B

o aaa

ol o e B
=2

bt bt Bt bl

LONDON-52 Grid IP/mask .45,74,.17/26 0.45.74.27/26
LONDON-53 Grid IB/mask .45.74.18/26 0.45.74.28/26
LONDON-ADM1 Grid Gateway [ 10.45.74.1 ]:

LONDON-51 Grid Gateway [ 12.45.74.1 ]:

LONDON-52 Grid Gateway [ 12.45.74.1 ]:

LONDON-53 Grid Gateway [ 12.45.74.1 ]:

Site: OXFCRD

OXFCRD-ADM1 Grid IF/mask [ 10.45.75.14/26 ]:

OXFCRD-51 Grid IF/mask [ 10.45.75.16/26 ]:

OXFCRD-52 Grid IF/mask [ 10.45.75.17/26 1:

OXFCRD-53 Grid IF/mask [ 10.45.75.18/26 ]:

OXFCRD-ADM1 Grid Gateway [ I 45:759:1 1:

OXFCRD-51 Grid Gateway [ I.45.75:.1 ]:

OXFCRD-52 Grid Gateway [ I.45.75:.1 ]:

OXFCRD-53 Grid Gateway [ 10.45.75.1 ]:

Finished editing. Press Enter to return to menu.l

b. Wahlen Sie 5, um die Anderungen anzuzeigen

Site: LONDON

LONDON-ADM1 Grid IF
LONDON-51 Grid IF
LONDON-52 Grid IF
LONDON-53 Grid IF
Press Enter to cnntinuel

10.45.74.14/26
10.45.74.16/2¢6
10.45.74.17/26
10.45.74.18/26

oM m M

[
1
1

c. Wahlen Sie 10, um die Anderung zu validieren und anzuwenden.



Welcome to the StorageGRID IP Change Tool.

Selected nodes: all

1: SELECT HCDES to edit

2: EDIT IP/mask and gateway

3: EDIT admin network subnet lists

4: EDIT grid metwork subnet list

5: SHOW changes

[ SHOW full configuration, with changes highlighted
T: VALIDATE changes

8: SAVE changes, so you can resume later
GS: CLEAR all changes, to start fresh

10: APPLY changes to the grid

0: Exit

Selection: lGI

d. In diesem Schritt muss Stufe ausgewahlt werden.

Validating new networking configuration... L
{Checking for Grid Network IP address swaps...

Applyving these changes will update the following nodes:

LONDON-ADM1
LONDON-51
LONDCON-52
LONDON-53

The following nodes will also require restarting:
LONDOH-ADM]
LONDON-51
LONDCH-52
LONDON-53
Select one of the following options:
apply: apply all changes and automatically restart nodes {if necessary)
stage: stage the changes; no changes will take effect until the nodes are restarted

cancel: do not make any network changes at this time

[apply/stagefcancel] > stagel

e. Wenn der priméare Admin-Knoten in der obigen Anderung enthalten ist, geben Sie 'a’ ein, um den
primdaren Admin-Knoten manuell neu zu starten



EP 10.45.74.14 - PuTTY

Validating new networking configuration... P
Checking for Grid Network IP address swaps..

Applying these changes will update the following nodes:

LONDCN-ADHL
LONDCN-51
LONDON-52
LONDON=53

The following nodes will also require restarting:

LONDON=-RDM1
LONDCN-51
LONDON=52
LONDCN-53

Select one of the following options:

apply: apply all changes and automatically restart nodes (if necessary)
stage: stage the changes; no changes will take sffect until the nodes are restarted
cancel: do not make any network changes at this time

[apply/stage/cancel]> stage

Generating new grid networking description file... PASSED.
Running provisioning... PASSED.

Updating nectwork configuration on LONDON-51...
Updating network configuration on LOMDOM-52...
Updating nectwork configuration on LONDON-53... -
Updating network configuration on LONDOM-RDML... ED.

Finished staging network changes. You must manually restart these nodes for the changes to take effect:

LONDON-ADM1 (has IP 10.45.74.14 until restart)
LONDON=51 (has IP 10.45.74.1€ until restart)
LONDON-52 (has IP 10.45.74.17 uncil rescarc)
LONDON-53 (has IP 10.45.74.18 until restart)

Importing bundles..

...................

ol IMPORTANT *

A new recovery package has been generated as a result of the *
configuration change. Select Maintenance > Recovery Package
in the Grid Manager to download it.

Hetwork Update Complete. Primary admin restart required. Select 'continue’ to restart this node immediately, 'abort' TO restart manually.
Enter a to abort, ¢ to continue [afc]>

f. Driicken Sie ENTER, um zum vorherigen Menu zurtickzukehren und die Change-ip-Schnittstelle zu
verlassen.

Network Update Complete. Primazry admin restart required. Select "continue' to restart this node immsdiately, '"abort' to restart manually.
Encer a to abort, < to continue [a/cl> a

Restart aborted. You must manually restart this node as soon as posasible

Prass Enter to returm to the previous m.em:.l

3. Laden Sie das neue Wiederherstellungspaket vom Grid Manager herunter. Grid-Manager > Wartung >
Recovery-Paket

4. Wenn eine VLAN-Anderung auf der StorageGRID-Appliance erforderlich ist, lesen Sie den Abschnitt
VLAN-Anderung der Appliance.

5. Fahren Sie alle Knoten und/oder Gerate am Standort herunter, kennzeichnen/entfernen Sie ggf.
Festplattenlaufwerke, und entfernen Sie sie aus dem Rack, packen Sie sie aus, und verschieben Sie sie.

6. Wenn Sie die ip-Adresse des Admin-Netzwerks und/oder des Client-VLAN und der ip-Adresse andern
mochten, kdnnen Sie die Anderung nach der Verlagerung vornehmen.

VLAN-Anderung der Appliance

Bei der folgenden Vorgehensweise wird davon ausgegangen, dass Sie Remote-Zugriff auf das Admin- oder
Client-Netzwerk der StorageGRID Appliance haben, um die Anderung Remote durchzufiihren.

Schritte

1. Vor dem Herunterfahren des Geréts
"Stellen Sie das Gerat in den Wartungsmodus".
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2. Verwenden eines Browsers fur den Zugriff auf die StorageGRID-Appliance-Installer-GUI mit https://<admin-
or-client-network-ip>:8443. Grid IP kann nicht verwendet werden, da die neue Grid-IP bereits vorhanden
ist, sobald die Appliance im Wartungsmodus gestartet wird.

3. Andern Sie das VLAN fiir das Grid-Netzwerk. Wenn Sie iber das Client-Netzwerk auf die Appliance
zugreifen, kénnen Sie das Client-VLAN derzeit nicht andern. Sie kdnnen es nach dem Umzug andern.

4. ssh zur Appliance und Herunterfahren des Node mit 'shutdoown -h now'

5. Sobald die Appliances an einem neuen Standort bereit sind, kdnnen Sie Uber die Benutzeroberflache des
StorageGRID-Appliance-Installationsprogramms auf zugreifen https://<grid-network-ip>:8443. Uberpriifen
Sie mithilfe der Ping/nmap-Tools in der GUI, ob sich der Speicher im optimalen Zustand und der
Netzwerkverbindung zu anderen Grid-Nodes befindet.

6. Wenn Sie planen, die Client-Netzwerk-IP zu andern, kdnnen Sie das Client-VLAN zu diesem Zeitpunkt
andern. Das Client-Netzwerk ist erst bereit, wenn Sie die Client-Netzwerk-ip-Adresse mit dem Change-ip-
Tool in einem spateren Schritt aktualisieren.

7. Beenden Sie den Wartungsmodus. Wahlen Sie im Installationsprogramm der StorageGRID-Appliance die
Option Erweitert > Controller neu starten aus, und wahlen Sie dann Neustart in StorageGRID aus.

8. Wenn alle Nodes eingeschaltet sind und Grid kein Verbindungsproblem zeigt, aktualisieren Sie ggf. das
Admin-Netzwerk und das Client-Netzwerk der Appliance mithilfe von Change-ip.

Migration von objektbasiertem Storage von ONTAP S3 zu
StorageGRID

Die Losung ermoglicht S3 der Enterprise-Klasse durch die nahtlose Migration von
objektbasiertem Storage von ONTAP S3 zu StorageGRID

Die Lésung ermdglicht S3 der Enterprise-Klasse durch die nahtlose Migration von
objektbasiertem Storage von ONTAP S3 zu StorageGRID

Demo Zur Migration

Dies ist eine Demonstration zur Migration von Benutzern und Buckets von ONTAP S3 zu StorageGRID.

Die Losung ermoglicht S3 der Enterprise-Klasse durch die nahtlose Migration von
objektbasiertem Storage von ONTAP S3 zu StorageGRID

Die Losung ermdglicht S3 der Enterprise-Klasse durch die nahtlose Migration von
objektbasiertem Storage von ONTAP S3 zu StorageGRID

ONTAP wird vorbereitet

Fir Demonstrationszwecke werden ein SVM Objektspeicher-Server, Benutzer, Gruppen, Gruppenrichtlinien
und Buckets erstellt.

Erstellen Sie die virtuelle Speichermaschine

Navigieren Sie im ONTAP System Manager zu Storage VMs und fligen Sie eine neue Storage VM hinzu.
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= [ ONTAP System Manager

DASHBOARD clustert

INSIGHTS
Health

STORAGE

Overview

Volumes

LUNs 4 SIMBOX
Consistency groups [ |
NVMe namespaces

Shares

Buckets

Qtrees

Quotas

Storage VMs

Aktivieren Sie die Kontrollk&stchen ,S3 aktivieren® und ,TLS aktivieren®, und konfigurieren Sie die HTTP(S)-
Ports. Definieren Sie die IP-Adresse und die Subnetzmaske und definieren Sie das Gateway und die
Broadcast-Doméane, wenn Sie nicht den Standard oder die in lhrer Umgebung erforderlichen Standards
verwenden.

41



Add storage VM

STORAGE VM NAME

svm_demo

Access protocol

() SMB/CIFS, NFS, S3  iSCS f NVMe

[ ] Enable SMB/CIFS
[ enable NFS
B Enable s3

S3 SERVER NAME

s3portal.demo.netapp.com

B enable TLs

PORT

‘443@

CERTIFICATE
(© use system-generated certificate (i )

O Use external-CA signed certificate

[] use HTTP (non-secure)

PORT

‘ 8080 B

DEFAULT LANGUAGE ()

cutf 8

NETWORK INTERFACE
Use multiple network interfaces when client traffic is high.

onPrem-01

IP ADDRESS SUBNET MASK GATEWAY BROADCAST DOMAIN AND PORT V74

Add optional gateway

192.168.0.200 24| Default v

Storage VM administration

[_] enable maximum capacity limit
The maximum capacity that all volumes in this storage VM can allocate. Lea M

[ Manage administrator account

kave

Im Rahmen der SVM-Erstellung wird ein Benutzer erstellt. Laden Sie die S3-Schlussel fir diesen Benutzer
herunter, und schliel3en Sie das Fenster.




Added storage VM

STORAGE VM 53 SERVER NAME
svm_demo s3portal.demo.netapp.com

User details

USER NAME
sm_s3_user

1\ The secret key won't be displayed again. Save this key for future use.

ACCESS KEY

34EH21411SMW1YOV3NQY

SECRET KEY

Download

Sobald die SVM erstellt wurde, bearbeiten Sie die SVM und fiigen Sie die DNS-Einstellungen hinzu.

Services

NIS Name service switch X &

Not configured Services lookup order @
HOSTS
Files, then DNS

GROUP
Files

NAME MAP
Files

NETGROUP

DNS

Not configured




Definieren Sie den DNS-Namen und die IP-Adresse.

Add DNS domain

DNS domains

demo.netapp.com

Name servers

192.168.0.253

SVM S3-Benutzer erstellen

Jetzt konnen wir die S3-Benutzer und -Gruppe konfigurieren. Bearbeiten Sie die S3-Einstellungen.
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Protocols

NFS

Not configured

NVMe

Not configured

Neuen Benutzer hinzufigen.

2 @& SMB/CIFS

Not configured

S3

STATUS

() Enabled

s
Disabled

HTTP
Enabled
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Storage VMs

~+ Add
S3

(. Enabled

Server

FQON
s3portal.demo.netapp.com

ns TLS PORT

Disabled 443

HTTP HTTP PORT
Enabled 8080

root

sm_s3_user 34EH21411SMW1YOV3NQY

Geben Sie den Benutzernamen und den Ablauf des Schlissels ein.

Storage VMs

+ Add
S3

(. Enabled

Server

FQON
s3portal.demo.netapp.com

ns TLS PORT
Disabled 443

HTTP HTTP PORT

Enabled 8080

root

sm_s3_user 34EH21411SMW1YOV3NQY

Laden Sie die S3-Schlissel fir den neuen Benutzer herunter.

Valid forever

Valid forever




Added user

USER NAME
demo_s3_user

ACCESS KEY

3TVPI142)JGE3Y7FV2KCO

SECRET KEY

75a1QqKBU4quA132twl4g4iC4Gg5PP30ncy0sPES

Key

KEY EXPIRATION TIME
Valid forever

/\ The secret key won't be displayed again. Save this key for future use.

Download iflq:pse

SVM S3-Gruppe erstellen

Flgen Sie in den SVM S3-Einstellungen auf der Registerkarte Groups eine neue Gruppe mit dem oben
erstellten Benutzer und FullAccess-Berechtigungen hinzu.
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Add group

NAME

demo_s3_group

USERS

demo_s3 user x

POLICIES

FullAccess x

Erstellung von SVM S3 Buckets

Navigieren Sie zum Bereich ,Buckets®, und klicken Sie auf die Schaltflache ,+Hinzufiigen®.
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= [ ONTAP System Manager

DASHBOARD Buckets

INSIGHTS +~d
STORAGE

Overview

Volumes

LUNs

Consistency groups
NVMe namespaces

Shares

Buckets

Qtrees
Quotas
Storage VMs
Tiers

Geben Sie einen Namen und eine Kapazitat ein, und deaktivieren Sie das Kontrollkastchen ,Zugriff auf
ListBucket aktivieren...“. Klicken Sie anschliellend auf die Schaltflache ,Weitere Optionen®.




Add bucket

NAME

bucket

CAPACITY

100@”&3 v|

|:| Enable ListBucket access for all users on the storage VM “svm_demo®.

Enabling this will allow users to access the bucket.

fMore options

Aktivieren Sie im Bereich "Weitere Optionen" das Kontrollkastchen Versionierung aktivieren und klicken Sie auf
die Schaltflache "Speichern".
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Add bucket

NAME

‘ bucket

FOLDER (OPTIONAL)

Specify the folder to map to this bucket. Know more

CAPACITY

‘ 100

[ | Use for tiering

If you select this option, the system will try to select low-cost media with optimal performance for the tiered data.

. Enable versioning

Versioning-enabled buckets allow you to recover objects that were accidentally deleted or overwritten. After versioning is enabled, it can't be
disabled. However, you can suspend versioning.

PERFORMANCE SERVICE LEVEL

Extreme

Not sure?

Wiederholen Sie den Prozess, und erstellen Sie einen zweiten Bucket ohne aktivierte Versionierung. Geben
Sie einen Namen ein, der mit der gleichen Kapazitat wie Bucket One identisch ist, und deaktivieren Sie das
Kontrollkastchen ,Zugriff auf ListBucket aktivieren...“. Klicken Sie anschliel3end auf die Schaltflache
~opeichern®.
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Add bucket

NAME

ontap-dummy

CAPACITY

1OOHHGiB v|

|:| Enable ListBucket access for all users on the storage VM "svm_demo”,

Enabling this will allow users to access the bucket.

More options

Von Rafael Guedes und Aron Klein

Die Losung ermoglicht S3 der Enterprise-Klasse durch die nahtlose Migration von
objektbasiertem Storage von ONTAP S3 zu StorageGRID

Die Losung ermdglicht S3 der Enterprise-Klasse durch die nahtlose Migration von
objektbasiertem Storage von ONTAP S3 zu StorageGRID

StorageGRID wird vorbereitet

Wenn Sie mit der Konfiguration fir diese Demo fortfahren, erstellen wir einen Mandanten, Benutzer,
Sicherheitsgruppe, Gruppenrichtlinie und Bucket.

Erstellen Sie die Serviceeinheit

Navigieren Sie zur Registerkarte , Tenants“ und klicken Sie auf die Schaltflache ,Create”

52



= N NetApp | StorageGRID Grid Manager

DASHBOARD

ALERTS @ ¥ Te n a n tS

NODES
ent values, select the

TENANTS

™ v

CONFIGURATION

Name @ % Logical spaceused @ & Quota utilization @ % Quota @ 2 Objectcount @ 2 Signin/Copy URL @

MAINTENANCE

SUPPORT

No tenants found

Geben Sie die Details fur den Mandanten ein, indem Sie einen Mandantennamen angeben, und wahlen Sie S3
fur den Clienttyp aus. Es ist kein Kontingent erforderlich. Plattformdienste missen nicht ausgewahlt oder S3-
Auswahl zugelassen werden. Sie kdnnen wahlen, ob Sie eine eigene Identitdtsquelle verwenden mochten.
Legen Sie das Root-Passwort fest und klicken Sie auf die Schaltflache ,Fertigstellen®.

Klicken Sie auf den Namen der Serviceeinheit, um die Details der Serviceeinheit anzuzeigen. Sie brauchen
die Mieter-ID spater, also kopieren Sie sie ab. Klicken Sie auf die Schaltflache Anmelden. Dadurch gelangen
Sie zur Anmeldung beim Mandantenportal. Speichern Sie die URL fir die spatere Verwendung.

View information for each tenant account. Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date. To view more recent values, select the
tenant name
Name @ 2 Logical spaceused @ = Quota utilization @ = Quota @ = Objectcount @ = Sign in/Copy URL @
ANt ¢ 0 bytes 0 = [E]
)
1

Dadurch gelangen Sie zur Anmeldung beim Mandantenportal. Speichern Sie die URL fur die zuklinftige
Verwendung, und geben Sie die Anmeldedaten des Stammbenutzers ein.
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Q LabStatus @ P

NetApp Support | NetApp

StorageGRIDi Tenant Manager

Recent Optional v

" AccountID  27041610751165610501

Username root
NetApp*

Password | seeese g

Sign in

Erstellen Sie den Benutzer

Navigieren Sie zur Registerkarte Benutzer, und erstellen Sie einen neuen Benutzer.

= N NetApp | StorageGRID Tenant Manager

DASHBOARD
STORAGE ($3) N U Se rS
My access keys
View local and federated users. Edit properties and group membership of local users.
Buckets

Platform services endpoints

ACCESS MANAGEMENT A

Groups

Users
Username = FullName 3 Denied 3 Type =

Identity federation

Root Local
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Enter user credentials

Create a new local user and configure user access.
Fullname @

Demo S3 User

Username @

demo_s3_user

Password

serennes

Confirm password

Deny access

Do you want to prevent this user from signing in regardless of assigned group permissions?

Nachdem der neue Benutzer erstellt wurde, klicken Sie auf den Benutzernamen, um die Details des Benutzers

zu offnen.

Kopieren Sie die Benutzer-ID aus der URL, die spater verwendet werden soll.
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A Notsecure | hips://192.168.0.80/ui/#/users/ebc132e2-cfc3-42c0-3445-3b4465cb523c

@ PowerControls @ Accounts m clusterl-mgmt @ cluster2-mgmt @ Blus XP

etApp | StorageGRID Tenant Manager

Demo S3 User

~
Overview
Full name: @ Demo S3 User /'
endpoints
Username: @ demo_s3_user
EMENT A
User type: @ Local
Denied access: @ Yes
Access mode: @ No Groups
Group membership: @ None
Password Access [r\r Access keys Groups

Change password

Change this user's password.

Um die S3-Schlissel zu erstellen, klicken Sie auf den Benutzernamen.

= N NetApp | StorageGRID Tenant Manager

DASHBOARD
STORAGE (S3) A U S e rS
My access keys
View local and federated users. Edit properties and group membership of local users
Buckets

Platform services endpoints 2 users m

ACCESS MANAGEMENT A

Groups.
Users
Username S FullName 32 Denied 3 Type =
Identity federation
Root Local
m L\ user Demo S3 User v Local

Wahlen Sie die Registerkarte ,Zugriffsschlissel“ aus und klicken Sie auf die Schaltflache ,Schliissel erstellen®.
Es ist nicht notwendig, eine Verfallszeit einzustellen. Laden Sie die S3-Schlussel herunter, da sie nach dem
SchlielRen des Fensters nicht mehr abgerufen werden koénnen.
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Create access key

@ Choose expiration time a Download access key

Download access key

To save the keys for future reference, select Download .csv, or copy and paste the values to another location.

0 You will not be able to view the Access key ID or Secret access key after you close this dialog.

Access key ID

TCT7L1IXSMIOS091E86TR @j

Secret access key

RIJNCSN5SFX9RSWgFdj6SQ7wMrfRZYuSbQLANQTOC rD

Erstellen Sie die Sicherheitsgruppe

Gehen Sie nun zur Seite Gruppen und erstellen Sie eine neue Gruppe.
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Create group

° Choose a group type @ Manage permissions @ SetS up policy

Choose a group type @

Create a new local group or import a group from the external identity source.

Local group Federated group
Create local groups to assign permissions to any local users you defined in StorageGRID.

Display name

Demo S3 Group

Unique name @

demo_s3_group

(&)
A
T

Continue

Legen Sie die Gruppenberechtigungen auf schreibgeschiitzt fest. Dies sind die Berechtigungen der
Mandanten-Ul, nicht die S3-Berechtigungen.
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@ Choose a group type - . e Manage permissions -

Manage group permissions

Select an access mode for this group and select one or more permissions.

Access mode @

Select whether users can change settings and perform operations or whether they can only view settings and features.

Read-write @ Read-only

Group permissions @

Select the permissions you want to assign to this group.

Root access

Allows users to access all administration features. Root access permission supersedes all other permissions.

Manage all buckets Manage endpoints Manage your own S3
credentials

Allows users to change settings of Allows users to configure

all S3 buckets (or Swift endpoints for platform services. Allows users to create and delete

containers) in this account. their own S3 access keys.

pre"‘OUS m

S3 Berechtigungen werden Uber die Gruppenrichtlinie (IAM-Richtlinie) gesteuert. Legen Sie die
Gruppenrichtlinie auf Benutzerdefiniert fest, und fiigen Sie die json-Richtlinie in das Feld ein. Diese Richtlinie
ermoglicht Benutzern dieser Gruppe, die Buckets des Mandanten aufzulisten und alle S3-Vorgange in dem
Bucket mit dem Namen ,Bucket” oder Unterordner im Bucket mit dem Namen ,Bucket" auszufiihren.
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"Statement": |

{

"Effect": "Allow",

"Action": "s3:ListAllMyBuckets",

"Resource": "arn:aws:s3:::*"
by
{

"Effect": "Allow",

"Action": "s3:*",

"Resource": ["arn:aws:s3:::bucket","arn:aws:s3:::bucket/*"]
}

Create group

@ Choose a group type - @ Manage permissions ——— e Set S3group policy ——— @ Hf: et

Set S3 group policy @

An S3 group policy controls user access permissions to specific specific S3 resources, including buckets. Non-root users have no access
by default.

No S3 Access

"Effect": "Allow",
Read Only Access "Action": "s3:ListAlIMyBuckets",

"Resource": "arn:aws:s3:::
Full Access h

@ Custom "Effect": "Allow",

"Action": "s3:"",
"Resource": ["arn:aws:s3:::bucket”,"arn:aws:s3:::bucket !|

(o]
v

B m

Flgen Sie schlieBlich den Benutzer zur Gruppe hinzu, und beenden Sie den Vorgang.
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Create group

@ Choose agrouptype ——— @ Manage permissions - @ Set S3 group policy ——— o Mdumm

Add users

Select local users to add to the group Demo S$3 Group.

-

Username $ FullName £ Denied $

demo_s3_user Demo S3 User v

Previous Create group

Erstellen Sie zwei Buckets

Navigieren Sie zur Registerkarte ,Buckets®, und klicken Sie auf die Schaltflache ,Bucket erstellen®.

= N NetApp | StorageGRID Tenant Manager

DASHBOARD

STORAGE (S3) A B u C kets

My access keys
Create buckets and manage bucket settings

Buckets
Platform services endpoints 0 buckets Create |~(kﬂ

ACCESS MANAGEMENT A
Console [4

Groups

Users
Name 3 Region & ObjectCount @ % SpaceUsed @ 3 Date Created %

Identity federation

No buckets found

Create bucket

Definieren Sie den Bucket-Namen und die Region.
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Create bucket

. M ge object settings
o Enter details "‘( =l

Enter bucket details

Enter the bucket's name and select the bucket's region.

Bucket name @

bucket]

Region @

us-east-1 v

Aktivieren Sie in diesem ersten Bucket die Versionierung.

Create bucket

@ Enter details ° hf?nége object settings

Manage object settings

Object versioning

Enable object versioning if you want to store every version of each object in this bucket. You can then retrieve previous versions of an

object as needed.

Enable object versioning

Previous Create iucket

Erstellen Sie nun einen zweiten Bucket ohne aktivierte Versionierung.
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Create bucket

- Manage object settings
° Enter details @ . . -

Enter bucket details

Enter the bucket's name and select the bucket's region.

Bucket name @

sp,dummy{

Region @

us-east-1 v

Aktivieren Sie die Versionierung fiir diesen zweiten Bucket nicht.

Create bucket

@ Enter details a N‘la..nlajg‘e BUJRCL Bt

Manage object settings

Object versioning

Enable object versioning if you want to store every version of each object in this bucket. You can then retrieve previous versions of an

object as needed.

Enable object versioning

_‘-hc reate bucket

Von Rafael Guedes und Aron Klein
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Die Losung ermoglicht S3 der Enterprise-Klasse durch die nahtlose Migration von
objektbasiertem Storage von ONTAP S3 zu StorageGRID

Die Losung ermdglicht S3 der Enterprise-Klasse durch die nahtlose Migration von
objektbasiertem Storage von ONTAP S3 zu StorageGRID
Fiillen Sie den Quelleimer aus

Lassen Sie uns einige Objekte in den Quell-ONTAP-Bucket legen. Wir verwenden S3Browser flr diese Demo,
aber Sie kénnen jedes Tool verwenden, mit dem Sie vertraut sind.

Konfigurieren Sie S3Browser mithilfe der oben erstellten ONTAP-Benutzer-s3-Schllssel, um eine Verbindung
zu Ihrem ONTAP-System herzustellen.
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| Add New Account - O X

© AddNewAccount online help
i

Enter new account details and click Add new account

Display name:

IBucket (onginal and post-migration) I

Assign any name to your account

Account type:

\83 Compatible Storage vJ
Choose the storage you want to work with. Default is Amazon S3 Storage

1 REST Endpoint:

[s3portal.demo.netapp.com:8080

Specify S3-compatible AP| endpoint It can be found in storage documentation. Example: rest server.com:8080

Access Key ID:
|3TVPI142JGE3Y7FV2KCO

Required to sign the requests you send to Amazon S3, see more details at hitps://s3browser.com/keys

Secret Access Key:

Required to sign the requests you send to Amazon S3, see more details at https://s3browser.com/keys

[[] Encrypt Access Keys with a password:

Tum this option on if you want to protect your Access Keys with a master password.

[[] Use secure transfer (SSL/TLS)
If checked. all communications with the storage will go through encrypted SSL/TLS channel

advanced settings.. & Add "&?cw‘“ @ Cancel

Nun kénnen einige Dateien in den Bucket mit aktivierter Versionierung hochgeladen werden.
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S3 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (original and post-migration) S
g 9 B e 7

Accounts Buckets Files Bookmark Tools UpgradetoPro! Help

T

New bucket &8 Add external bucket == Refresh Path: | /
=

----- {__| ontap-dummy

Name Size - Type LastModified Storage Class

B (st
m Upload folder(s)

QUP"”G -I | Download % Delete m New Folder E& Refresh
g

Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
Task Size %  Progress Status Speed
E S3 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (oniginal and post-migration) ) .
[ open X
| T " > ThisPC > Downloads v O Search Downloads Pl
Organize v New folder v @ @
‘ Downloads # # Name i Date modified Type Size
Documents # [ ] 9141P1_q imagetgz 3/22/20241:225AM  TGZFile 2,641,058 KB
[&] Pictures  # clusterl_demo_s3_user_s3_user.bt 3/23/202411:04PM  Text Document 1KB
[ This PC cluster1_svm_demo_s3_details (1).txt 3/23/202411:03PM  Text Document 1KB
—j ——— cluster]_svm_demo_s3_details.bt 3/23/202411:01PM  Text Document 1KB
9 8 his.exe 3/22/20241:24AM  Application 2121KB
&8 Cloud Storage o [ hotfix-install-11.6.0.14 3/23/202411:55AM 14 File 717,506 KB
I Desktop 7/18/20206:39PM  Shortcut 2K8
putty
Documents ¢l s3browser-11-6-7.exe 3/23/202412:36 PM  Application 9,807 KB
Jl Downloads
D Music
(&= Pictures
B videos
‘is Local Disk (C:)
v
: e
File name: | "s3browselemo_s3_user_s3_user.bt” cluster_svm_demo_s3_details (1).b¢" “cluster]_svm_demo_s3_details.bd" "hfs.exe" "putty” v|
| Open I l Cancel J
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E S3 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (original and post-migration)

H e 7
Accounts Buckets Files Bookmarks Tools UpgradetoPro! Help
5 New bucket & Add external bucket £ Refresh Path:
i t_l ontap-dummy Name Size Type LastModified Storage Class
& bucket =l clusterl_dem... 157 bytes TextDocument  3/23/2024 11:23:25PM  STANDARD
; clusterl_svm.. 211bytes Text Document 3/23/2024 11:23.25PM  STANDARD
; clusterl_svm.. 211bytes Text Document 3/23/2024 11:23.25PM  STANDARD
[ putty exe 834.05KB Application 3/23/2024 11:23:25PM  STANDARD
[1hfs.exe 207MB Application 3/23/2024 11:23:25PM  STANDARD
[®s3browser-11.. 958 MB Application 3/23/2024 11:23.26 PM  STANDARD
N
ﬁ‘ Upload ~ Download Delete @ New Folder ’ %, Refresh
Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
Lassen Sie uns nun einige Objektversionen im Bucket erstellen.
Eine Datei I6schen.
g] S3 Browser 11.6.7 - Free Version (for non-commercial use o - Bucket (o 2 =
= : B W 7 =
Accounts  Buckets Files Bookmarks Tools UpgradetoPro! Help
5 New bucket & Add external bucket 42 Refresh Path:
i i_i ontap-dummy Name Size Type LastModified Storage Class
{2 bucket E clusterl_dem... 157 bytes TextDocument  3/23/2024 11:23:25PM STANDARD
=l clusterl_svm... 211 bytes Text Document 3/23/2024 11:23:25PM STANDARD
=l clusterl_svm.. 211bytes Text Document 3/23/2024 11:23:25PM  STANDARD
[#putty.exe 834.05KB Application 3/23/2024 11:23:25PM  STANDARD
(i hfs.exe 207MB Application 3/23/2024 11:23:25PM  STANDARD
[#5s3browser-11.. 958 MB Application 3/23/2024 11:23:26 PM  STANDARD

A Upload ~ Download ) Delete E@New Foldes
" & *

Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog

Task

Size %

Progress

Status

Confirm File Delete

o Are you sure to delete ‘putty.exe’?

e

™ W

Laden Sie eine Datei hoch, die bereits im Bucket vorhanden ist, um die Datei Gber sich selbst zu kopieren und

eine neue Version davon zu erstellen.
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™

row

& s

53] Open

1 & > ThisPC > Downloads v Search Downloads p
. Storage Class
Organize ¥ New folder | o
L 1 STANDARD
‘ Downloads # Name Date modified Type Size N STANDARD
El * M . o £ > £A1 LR ¥ W STANDARD
] Documents | | 9141P1_g_image.tgz TGZ File 2,641,058 KB
== p; o , W STANDARD
[&=] Pictures * || cluster]_demo_s3_user_s3_user.bt Text Document 1KB
[ cluster d 3_details (1).b¢ Text D 1KB i ISTANDARD
. cluster1_svm_demo_s: ails (1) ext Document
& This PC sl e ‘ .
. || clusterl_svm_demo_s3_details.bdt Text Document 1KB
) 3D Objects
#8 hfs.exe Application 2,121KB
¢* Cloud Storage o 3 nts 14
B 9 | hotfix-install-11.6.0.14 4File
[ Desktop P putty Shortcut
|s| Documents ¢y s3browser-11-6-7.exe Application
JL Downloads
D Music
[ Pictures
B videos
‘s Local Disk (C:)
v
File name: | hfs.exe v
n — AS 27
Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
In S3Browser kénnen wir die Versionen der Objekte anzeigen, die wir gerade erstellt haben.
[ 53 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (original and post-migration) = e 7 i - 8 X
Accounts Buckets Files Bookmarks Tools UpgradetoPro! Help .
o New bucket ofs Add external bucket £2 Refresh patr:[ /| /28713
] ontap-dummy Name Size Type LastModified Storage Class
{2 bucket [ cluster1_dem.. 157bytes TextDocument  3/23/2024 11:2325PM  STANDARD
" clusterl_svm.. 211bytes TextDocument 3/23/2024 11:2325PM  STANDARD
: clusterl_svm.. 211bytes TextDocument 3/23/2024 11:23:25PM  STANDARD
[Ehfs exe 207MB Application 3/23/2024 11:23:36 PM  STANDARD
[#s3browser-11.. 958 MB Application 3/23/2024 11:23:26 PM  STANDARD
4 Uplosd - Download oeite (] New Folder ‘ iF Refresh S fies (11,63 M5) 3nd O Fokiers
Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
URL:  http://bucket.s3portal.demo.netapp.com:8080/ [ copy
Key LastModified ETag Size Storage Class Owner Version Id
[ cluster1_demo_s3_user_s3_user.t
revision # 1 (current) 3/23/2024 11:23:25 PM acf4c9543e97ef3678b2b6ed6able 1bc 157 bytes STANDARD Unknown (Unknown) MzgOMjQTMDAWL.
[7] cluster1_svm_demo_s3_details (1)txt
revision # 1 (current) 3/23/2024 11:23:25 PM 407753b646abcfef19fde 71 eefb 504 211 bytes STANDARD Unknown (Unknown) NDgOMjQTMDAw.
[7] cluster1_svm_demo_s3_details txt
revision #: 1 (current) 3/23/2024 11:23:25 PM 17d20651856f480a587af39%feccc10e2 211 bytes STANDARD Unknown (Unknown) NTU2NzIOMDAWL.
[ hfs.exe
revision #: 2 (current) 3/23/2024 11:23:36 PM 9e8557e98ed1269372ff0ace91d63477 207MB STANDARD Unknown (Unknown) NzQ1OTE4MDAwW.
revision # 1 N 3/23/2024 11:23:25 PM 9e8557¢98ed1269372f0ace91d63477 207MB STANDARD Unknown (Unknown) Njk20DI3MDAwLn.
[Eputty exe )
revision # 2 (deleted) Unknown (Unknown) NjMzMDAWMC52
revision # 1 54cb91395cdaad9d47882533c21fc0e9d 834.05KB STANDARD Unknown (Unknown) NzE2NzEyMDAWL.
[Fs3browser-11-6-7.exe
revision # 1 (current) 3/23/2024 11:23:26 PM 2e36b97054782962d6937¢5df082f0-2 958 MB STANDARD Unknown (Unknown) NDY20DcwMDEu.

Festlegen der Replikationsbeziehung

Beginnen Sie damit, Daten von ONTAP an StorageGRID zu senden.

Navigieren Sie im ONTAP Systemmanager zu ,Schutz/Ubersicht*. Scrollen Sie nach unten zu "Cloud object

Stores" und klicken Sie auf "Add" und wahlen Sie "StorageGRID".
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= [PIONTAP System Manager Search actions, objects, and pages Q Qo ©

Lets you select specific volumes for protection if you Lets you select which volumes you want to be backed up ‘ Lets you protect a consistency group with a zero
DASHBOARD e don't need to protect entire storage VMs. to a cloud destination. ‘ recovery time objective.

INSIGHTS
(@ Netapp SnapCenter software simplifies backup, restore, and clone management for the applications hosted across ONTAP enabled platforms. Use NetApp SnapCenter for application-consistent

STORAGE

NETWORK

Bucket protection
SnapMirror (local or remote)
PROTECTION | 2 of the 2 buckets aren't protected.

EVENTS & JOBS

Relationships Back up to cloud
2 of the 2 buckets aren't backed up to the cloud.
HOSTS

CLUSTER

Protect buckets

Lets you select specific buckets for setting up SnapMirror protection to either an ONTAP destination or a cloud destination.

(—%SmrageGRlD o
Il oness

aws Amazon S3 o

=
{5 others plicate data or metadata to the cloud target. A valid data container must be created with the object store provider. This assumes that the user has valid
bject store provider to access the data bucket.

+add v

Geben Sie die StorageGRID-Informationen ein, indem Sie einen Namen, URL-Stil (fir diese Demo verwenden
wir Pfad-styl URLs). Setzen Sie den Umfang des Objektspeichers auf ,Storage VM*.

Add cloud object store

NAME

sgws_demo

URL STYLE

Path-style URL

OBJECT STORE SCOPE

O Cluster O Storage VM

USE BY o

O SnapMirror O ONTAP S3 SnapMirror

SERVER NAME (FQDN)

192.168.0.80

Wenn Sie SSL verwenden, legen Sie hier den Load Balancer-Endpunkt-Port fest und kopieren Sie das




StorageGRID-Endpunkitzertifikat. Andernfalls deaktivieren Sie das SSL-Kontrollkastchen und geben den
HTTP-Endpunkt-Port hier ein.

Geben Sie die S3-Benutzerschlissel und den Bucket-Namen der StorageGRID aus der obigen StorageGRID-
Konfiguration fir das Ziel ein.

ACCESS KEY

7CT7L1IX5MIOS5091E86TR

SECRET KEY

L P e L T

CONTAINER NAME ()

bucketl

Network for cloud object store

NODE IP ADDRESS SUBNET MASK BROADCAST DOMAIN GATEWAY

onPrem-01 192.168.0.113 24 Default 192.168.0.1

[ ] use HTTP proxy

Nachdem jetzt ein Zielziel konfiguriert ist, kdnnen wir die Richtlinieneinstellungen fur das Ziel konfigurieren.
Erweitern Sie ,Lokale Richtlinieneinstellungen®, und wahlen Sie ,kontinuierlich“ aus.

Pl ONTAP System Manager Search actions, objects, and pages

Back up to cloud
DASHBOARD 2 of the 2 buckets aren't backed up to the cloud.
INSIGHTS

STORAGE

NETWORK

EVENTS & JORS Lets you select specific buckets for setting up SnapMirror protection to either an ONTAP destination or a cloud destination.

PROTECTION
~ Local policy settings @
Relationships

HOSTS

Protection policies = Snapshot policies =2 Schedules
CLUSTER

Applicable when this cluster is the destination Applicable when this cluster is the source or wh...

A0,5,10, 15,20, 25, 30, 35, 40, 45, 50, and 55 minutes past the
hour, every he

At minutes past the hour, every hour 3 Schedules
No schedules 3 Schedules AL12:15 AM, 06:15 AM, 12:15 PM and 06:15 PM, every day

s AL0215 AM, 10:15 AM and 0:15 PM, every day

o M AL, 102030 40 3 it st e o, vy b

Bearbeiten Sie die kontinuierliche Richtlinie, und andern Sie die ,Recovery Point Objective® von ,1 Stunde* auf
»3 Sekunden®.




Policies Pprotection overview

Protection policies

Policy type

Continuous (Al

Continuous Policy for S3 bucket mirroring. Continuous Cluster

THROTTLE RECOVERY POINT OBJECTIVE
Unlimited 1 Hours

Jetzt kdnnen wir SnapMirror konfigurieren, um den Bucket zu replizieren.

SnapMirror create -source-path sv_Demo: /Bucket/bucket -Destination-path sgws_Demo: /Objstore
-Policy kontinuierlich

Der Bucket zeigt nun ein Wolkensymbol in der Bucket-Liste unter Schutz an.
Buckets

Lifecycle rules  Capacity (available | total)

0 100 Gi8 100 GiB

0 100 Gi8 100 GiB

Wenn wir den Bucket auswahlen und die Registerkarte ,SnapMirror (ONTAP oder Cloud)* aufrufen, wird der
Status der SnapMirror-Umsendung angezeigt.
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bucket

ru SnapMirror (ONTAP or cloud)

Destination Relationship health State

sgws_demo:/objstore

© Healthy © Mirrored

Details zur Replikation

Wir verfligen jetzt Gber einen erfolgreich replizierenden Bucket von ONTAP zu StorageGRID. Aber was ist
eigentlich Replikation? Unsere Quelle und unser Ziel sind beide versionierte Buckets. Replizieren die
vorherigen Versionen auch an das Zielsystem? Wenn wir uns unseren StorageGRID-Bucket mit S3Browser
ansehen, sehen wir, dass die bestehenden Versionen nicht repliziert wurden und unser geldéschtes Objekt nicht

vorhanden ist, und es gibt auch keine Léschmarkierungen fir dieses Objekt. Unser dupliziertes Objekt hat nur
eine Version im StorageGRID Bucket.

[ 53 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (Migration Temp]
Acc

- 8 x
Buckets Files Bookmarks Tools UpgradetoProl  Help
5 New bucket o Add external bucket 2 Refresh path:[ 7 | s 0 3
bucket Name Size Type LastModified Storage Class
sg-dummy clusterl_dem.. 157bytes Text Document 3/24/2024 121353 AM  STANDARD
clusterl_svm... 211bytes TextDocument  3/24/2024 121353AM  STANDARD
cluster]_svm... 211bytes TextDocument  3/24/2024 121353AM  STANDARD
5 hfs exe 207MB 3/24/2024 121353 AM | STANDARD
[ s3brdyser-11.. 958MB Application 3/24/2024 121353 AM - STANDARD
Upload ~ |} Download Delete [ 2] New Fold Refresh
ploa ownlosd | g Delete [ gl New Folder |2 Rere

Tasks(1) Permissions Headers Tags Properiies Preview Versions Eventlog

URL:  http://192.168.0.80:8080/bucket/hfs.exe

[ copy
Key LastModified ETag Size Storage Class Owner Version ld
[hfs exe

revision #: 1 (current) 3242024 121353 AM "9e8557698ed1269372face91d63477" 207MB STANDARD tenant_demo (27041610751 NjUSRDhCNDIRT

Flgen Sie in unserem ONTAP Bucket eine neue Version zu demselben Objekt hinzu, das wir zuvor verwendet
haben, und sehen Sie sich an, wie es repliziert wurde.
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[ 53 Browser 11.6.7 - Free Version (for I use only) - Bucks i and p

® 7 - 8 X
Accounts Buckets Files Bookmarks Tools UpgradetoPro! Help
45 New bucket s Add extemal bucket £ Refresh path [ / | /B0 703
] ontap-dummy Name Size Type LastModified Storage Class
& bucket clusterl_dem.. 157bytes TextDocument  3/23/2024 11:23:25PM  STANDARD
clusterl_svm... 211bytes TextDocument  3/23/2024 11:2325PM  STANDARD
cluster]_svm... 211bytes TextDocument  3/23/2024 11:2325PM  STANDARD
[ putty.exe 83405KB Application 3/23/2024 11:2325PM  STANDARD
[Ehfs exe 207MB Application 3/24/2024 121452 AM - STANDARD
[@s3browser-11.. 958MB Application 3/23/2024 11:2326PM  STANDARD
4 Uplosd - ownload Delete L‘@Nm Folder |, Refresh O ALl w0 ey
Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
URL:  http://bucket.s3portal.demo.netapp.com:8080/ [ copy
Key LastModified ETag Size Storage Class Owner Versionld
cluster]_demo_s3_user_s3_user
revision #: 1 (current) 3/23/2024 112325 PM acf4c9543e97ef3678b2bGedba60e 1bc 157 bytes STANDARD Unknown (Unknown) MzgOMQTMDAWL
cluster!_svm_demo_s3_details (1)
revision # 1 (current) 3/23/2024 11:2325PM 407753b646a6cfef19fde71eefS4 211bytes STANDARD Unknown (Unknown) NDgOMQIMDAW.
cluster!_svm_demo_s3_details txt
revision #: 1 (current) 3/23/2024 11:2325PM 17d206518561480a587af3%feccc10e2 211bytes STANDARD Unknown (Unknown) NTU2NzZIOMDAWL
[hfs exe
revision # 3 curent)
revision|, ;2 3/23/2024 112336 PM 9e8557€982d1269372ff0ace91d63477 207MB STANDARD Unknown (Unknown) NzQ1OTE4MDAW.
revision #: 1 3/23/2024 11:2325PM 9e8557698ed1269372Mace91d63477 207MB STANDARD Unknown (Unknown) Njk20DI3MDAWLN.
[@putty.exe
revision #: 1 (curent) 3/23/2024 11:2325PM 54cb91395¢cdaad9dd7882533c21c0e9 83405KB STANDARD Unknown (Unknown) NzE2NZEyMDAWL.
[Es3browser-11-67.exe
revision #: 1 (current) 3/23/2024 11:2326 PM 2e36/b970514782962d6937c5df08210-2 958MB STANDARD Unknown (Unknown) NDY20DcwMDEU

Wenn wir uns die StorageGRID-Seite ansehen, sehen wir, dass auch in diesem Bucket eine neue Version
erstellt wurde, aber die erste Version vor der SnapMirror-Beziehung fehlt.

[ 3 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (Migration Temp)

—
w 2
Accounts  Buckets Files Bookmarks Tools UpgradetoPro!  Help
o New bucket s Add external bucket 2 Refresh path: [/ | /8
] bucket Name Sze Type LastModified Storage Class
&l sg-dummy clusterl_dem... 157bytes TextDocument  3/24/2024 121353AM  STANDARD
 clusterl_svm.. 211bytes TextDocument  3/24/2024121353AM  STANDARD
211bytes TextDocument  3/24/2024 121353AM  STANDARD
83405KB Application 3/24/2024 121428 AM  STANDARD
207MB Application 3/24/2024 121456 AM  STANDARD
[Es3browser-11.. 953MB Application 3/24/2024 121353AM  STANDARD
4 Upload + | g Download | g Delte LT:Q”'W Folder |, Reresh 108 (20708
Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
URL:  http://192.168.0.80:8080/bucket/hfs.exe [P
Key L LastModified ETag Size Storage Class Owner Version Id
[hfs.exe i
[revision#:2(curenty ———— [3/24/2004 121456 AM *928557e98ed1269372f0ace9 1k LTAM 207MB STANDARD tenant_demo (27041610751 OEMR]YANDgIRT.
revision # 1 3/24/2024 121353 AM "9¢8557e98ed1269372f0ace9 | iRLNEM STANDARD tenant_demo (27041610751... | NjUSRDhCNDIRT.

Dies liegt daran, dass der ONTAP SnapMirror S3-Prozess nur die aktuelle Version des Objekts repliziert. Aus
diesem Grund haben wir auf der StorageGRID-Seite einen versionierten Bucket erstellt, um das Ziel zu sein.
Auf diese Weise kann StorageGRID einen Versionsverlauf der Objekte verwalten.

Von Rafael Guedes und Aron Klein

Die Losung ermoglicht S3 der Enterprise-Klasse durch die nahtlose Migration von
objektbasiertem Storage von ONTAP S3 zu StorageGRID

Die Lésung ermdglicht S3 der Enterprise-Klasse durch die nahtlose Migration von
objektbasiertem Storage von ONTAP S3 zu StorageGRID
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Migrieren Sie S3 Schliissel

Bei einer Migration sollten Sie die Anmeldeinformationen fiir die Benutzer meistens migrieren, statt auf der
Zielseite neue Anmeldeinformationen zu generieren. StorageGRID stellt API's bereit, mit denen s3 Schlissel in

einen Benutzer importiert werden kénnen.

Durch die Anmeldung bei der StorageGRID-Management-Ul (nicht der Mandanten-Manager-Ul) wird die Seite
»,API Documentation“ gedffnet.

Q @~ ZARootv

= N NetApp | StorageGRID Grid Manager

DASHBOARD Documentation Center

wers @ Dashboard S

NODES
About
Health @ Available Storage @

TENANTS
[ Overall st

CONFIGURATION

MAINTENANCE

Erweitern Sie den Abschnitt "Accounts”, wahlen Sie "POST /Grid/Account-enable-s3-key-Import", klicken Sie
auf "Try it out" und klicken Sie dann auf die Schaltflache Ausfihren.

accounts Operations on accounts

; SR Enables the Import S3 Credentials feature on this node. Warning: Enabling this feature allows Grid Manager users with Change Tenant Root Password permission o
/grid/account-enable-s3-key-import ;o fyll access to tenant data. This feature should be disabled immediately after use

Parameters

No parameters

T |

Scrollen Sie jetzt noch unter ,Accounts” nach unten zu ,POST /Grid/Accounts/{id}/users/{user_id}/s3-Access-
keys*

Hier werden wir die Mieter-ID und die Benutzer-Konto-ID eingeben, die wir zuvor gesammelt haben. Fillen Sie
die Felder und die Schlissel von unserem ONTAP-Benutzer in der json-Box. Sie kdnnen den Ablauf der
Schlissel einstellen, oder entfernen Sie die ", "lauft ab": 123456789" und klicken Sie auf Ausfliihren.
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m /grid/accounts/{id}/users/{user_id}/s3-access-keys Imports S3 credentials for a given user in a tenant account

Parameters
Name Description
Id * required
string ID of Storage Tenant Account
(path)

27041610751165610501
user_id " reauired
string ID of user in tenant account
(path)

ebc132e2-cfc3-42c0-a445-3b4465cb523c
body * e

Edit Value Model

(body)

{
"accessKey": “3TVPI142)GE3Y7FV2KCO",
"secretAccessKey™: "75a1QqKBU4quA132twI4g41CaGg5PP30OncyOsPES™

Nachdem Sie alle Benutzerschlisselimporte abgeschlossen haben, sollten Sie die Schlisselimportfunktion in
»<Accounts® ,POST /Grid/Account-disable-s3-key-Import* deaktivieren.

m /grid/account-disable-s3-key-import Disables the Import S3 Credentials feature on this node. a
Parameters Caﬁ‘iﬂ
No parameters
Responses Response content type I application/json v ]

Wenn wir uns das Benutzerkonto in der Mandantenmanager-Ul ansehen, sehen wir, dass der neue Schlissel
hinzugefugt wurde.
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- Demo S3 User

Overview
Full name: @ Demo S3 User /'
Username: @ demo_s3_user
User type: @ Local
Denied access: @ Yes
Access mode: @ Read-only
Group membership: @ Demo S3 Group
Password Access Access keys Groups

Manage access keys

Add or delete access keys for this user.

AccesskeylD S Expirationtime $

................ 86TR None

................ E None

Der letzte Cut-Over

Wenn beabsichtigt ist, einen standig replizierenden Bucket von ONTAP auf StorageGRID zu haben, kénnen
Sie hier enden. Wenn es sich um eine Migration von ONTAP S3 zu StorageGRID handelt, ist es an der Zeit,
diese zu beenden und sie zu Ubernehmen.

Bearbeiten Sie im ONTAP System Manager die S3-Gruppe und stellen Sie sie auf ,ReadOnly Access" ein.
Dadurch wird verhindert, dass Benutzer Daten in den ONTAP S3-Bucket schreiben.
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Edit group

NAME

demo_s3_group

USERS

demo_s3_user x

POLICIES

ReadOnlyAccess x

Jetzt missen Sie nur noch DNS konfigurieren, der vom ONTAP Cluster zum StorageGRID-Endpunkt fiihrt.
Stellen Sie sicher, dass Ihr Endpunktzertifikat korrekt ist, und fligen Sie die Domanennamen des Endpunkts in
StorageGRID hinzu, wenn Anforderungen nach virtuellem Hosted-Stil erforderlich sind
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Endpoint Domain Names

Virtual Hosted-Style Requests
Enable support of S3 virtual hosted-style requests by specifying APl endpoint domain names. Support is disabled if this list is empty. Examples: s3.example.com,

s3.example.co.uk, s3-east.example.com

Endpoint 1 s3portal.demo.netapp.com +

Ihre Clients missen entweder warten, bis die TTL ablauft, oder DNS bereinigen, um das neue System
aufzulésen, damit Sie testen kénnen, ob alles funktioniert. Alles, was noch (ibrig ist, ist die Bereinigung der
anfanglichen temporaren S3-Schlissel, die wir zum Testen des StorageGRID-Datenzugriffs (NICHT der
importierten Schlissel) verwendet haben, um die SnapMirror-Beziehungen zu entfernen und die ONTAP-Daten

zu entfernen.

Von Rafael Guedes und Aron Klein
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