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Erfassung zusatzlicher StorageGRID-Daten

PUT- und GET-Performance werden uberwacht

Sie kdonnen die Performance bestimmter Vorgange, z. B. Objektspeicher und -Abruf,
Uberwachen, um Anderungen zu identifizieren, die méglicherweise weitere
Untersuchungen erfordern.

Uber diese Aufgabe

Zum Monitoring der PUT- und DER GET-Performance kdnnen S3-Befehle direkt von einer Workstation oder
mit der Open-Source-S3tester-Applikation ausgefliihrt werden. Mit diesen Methoden kénnen Sie die Leistung
unabhangig von Faktoren bewerten, die aulerhalb von StorageGRID liegen, z. B. Probleme mit einer Client-
Applikation oder Probleme mit einem externen Netzwerk.

Wenn SIE Tests fur PUT- und GET-Vorgange durchflhren, beachten Sie folgende Richtlinien:

» Objektgrofien sind vergleichbar mit den Objekten, die normalerweise in das Grid eingespeist werden.

» Durchflihrung von Vorgangen an lokalen und Remote Standorten

Meldungen im "Prufprotokoll"geben die Gesamtzeit an, die fur die Ausfuhrung bestimmter Vorgange bendétigt
wird. Um z. B. die Gesamtverarbeitungszeit fur eine S3-GET-Anforderung zu bestimmen, kénnen Sie den Wert
des ZEITATTRIBUTS in der SGET-Audit-Nachricht prifen. Das ZEITATTRIBUT finden Sie auch in den Audit-
Meldungen fiir die folgenden S3-Operationen: DELETE, GET, HEAD, Metadata Updated, POST, PUT

Bei der Analyse von Ergebnissen sollten Sie die durchschnittliche Zeit zur Erflllung einer Anfrage sowie den
Gesamtdurchsatz betrachten, den Sie erreichen kdnnen. Wiederholen Sie die gleichen Tests regelmafig, und
notieren Sie die Ergebnisse, damit Sie Trends identifizieren kdnnen, die eine Untersuchung erfordern konnten.

« Sie kdbnnen "Laden Sie S3tester von Github herunter".

Uberwachen von Objektverifizierungsvorgingen

Das StorageGRID System kann die Integritat von Objektdaten auf Storage-Nodes
uberprufen und sowohl beschadigte als auch fehlende Objekte prufen.

Bevor Sie beginnen
+ Sie sind im Grid Manager mit einem angemeldet"Unterstutzter Webbrowser".

+ Sie haben die "Berechtigung fur Wartung oder Root-Zugriff".

Uber diese Aufgabe
Zwei "Verifizierungsprozesse" arbeiten zusammen, um die Datenintegritdt zu gewahrleisten:

» Hintergrundiiberpriifung lauft automatisch und Uberprtft kontinuierlich die Richtigkeit der Objektdaten.

Hintergrund-Verifizierung Gberprift automatisch und kontinuierlich alle Storage-Nodes, um festzustellen, ob
es beschadigte Kopien von replizierten und mit Erasure Coding verschlisselten Objektdaten gibt. Falls
Probleme gefunden werden, versucht das StorageGRID System automatisch, die beschadigten
Objektdaten durch Kopien zu ersetzen, die an anderer Stelle im System gespeichert sind. Die
Hintergrunduberprifung wird nicht fiir Objekte in einem Cloud-Storage-Pool ausgefiihrt.


https://docs.netapp.com/de-de/storagegrid/audit/index.html
https://github.com/s3tester
../admin/web-browser-requirements.html
https://docs.netapp.com/de-de/storagegrid/admin/admin-group-permissions.html
https://docs.netapp.com/de-de/storagegrid/troubleshoot/verifying-object-integrity.html

@ Die Warnung Unidentified Corrupt Object Detected wird ausgel6st, wenn das System ein
korruptes Objekt erkennt, das nicht automatisch korrigiert werden kann.

* Objektexistenz-Priifung kann von einem Nutzer ausgeldst werden, um die Existenz (obwohl nicht die
Richtigkeit) von Objektdaten schneller zu Gberpriifen.

Die ObjektExistenz Uberprift, ob alle erwarteten replizierten Kopien von Objekten und mit Erasure Coding
verschlisselten Fragmenten auf einem Storage Node vorhanden sind. Die Prifung des Objektbestandes
bietet eine Mdglichkeit zur Uberpriifung der Integritat von Speichergeraten, insbesondere dann, wenn
kirzlich Probleme mit der Hardware die Datenintegritat beeintrachtigen kénnten.

Sie sollten die Ergebnisse aus Hintergrundverifizierungen und Objektprifungen regelmaiig Uberprifen.
Untersuchen Sie alle Instanzen beschadigter oder fehlender Objektdaten sofort, um die Ursache zu ermitteln.

Schritte
1. Prufen Sie die Ergebnisse aus Hintergrundverifizierungen:

a. Wahlen Sie Knoten > Speicherknoten > Objekte.
b. Uberpriifen Sie die Uberpriifungsergebnisse:

= Um die Verifizierung replizierter Objektdaten zu priifen, sehen Sie sich die Attribute im Abschnitt
Uberpriifung an.

Verification

Status: @ No errors il
Percent complete: & 0.00% |||
Average stat time: @ 0.00 microseconds ils
Objects verified: @ o il
Object verification rate: @ 0.00 objects | second ||.
Data verified: @ 0 bytes III
Data verification rate: @ 0.00 bytes | second |||
Missing objects: @ o |||
Corrupt objects: @ 0 ||I
Corrupt cbjects unidentified: @ i)

Quarantined objects: @ o il

= Um die Uberpriifung von Fragment mit Léschungscode zu (iberpriifen, wahlen Sie Storage Node >
ILM aus, und sehen Sie sich die Attribute im Abschnitt zur Verifizierung von Erasure-Coding an.



Erasure coding verification

Status: @ Idle ih
Next scheduled: @ 2021-10-08 10:45:19 MDT
Fragments verified: @ 0 il
Data verified: @ 0 bytes Ii I
Corrupt copies; @ a HI
Corrupt fragments: @ o il
Missing fragments: @ 0 Il 1

Wabhlen Sie das Fragezeichen neben dem Namen eines Attributs aus(?), um Hilfetext anzuzeigen.

2. Uberpriifen Sie die Ergebnisse von Objektpriifauftragen:

a. Wahlen Sie Wartung > Objektexistenzpriifung > Auftragsverlauf.

b. Scannen Sie die Spalte ,Fehlende Objektkopien erkannt®. Wenn bei einem Auftrag 100 oder mehr
Objektkopien fehlen und die Warnung ,Moglicherweise verlorene Objekte” ausgeldst wurde, wenden

Sie sich an den technischen Support.

Q

Nodes (volumes) @

Perform an object existence check if you suspect storage volumes have been damaged or are corrupt. You can veri

.-“ZM}ssing object copies detect:d\, (7]

=

DC2-51 (3 volumes)

DC1-53 (1 volume)

DC1-52 (1 volume)

DC1-51 (3 volumes)
DC1-52 (3 volumes)
DC1-53 (3 volumes)
and 7 more

Object existence check
defined by your ILM policy, still exist on the volumes.
Active job Job history
JobiD @ Status *
15816859223101303015 Completed
12538643155010477372 Completed
5490044849774982476 Completed
3395284277055907678 Completed
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Audit-Meldungen prufen

Audit-Meldungen helfen lhnen, die detaillierten Vorgange lhres StorageGRID Systems
besser zu verstehen. Sie konnen mithilfe von Audit-Protokollen Probleme beheben und
die Performance bewerten.

Wahrend des normalen Systembetriebs generieren alle StorageGRID Services wie folgt Audit-Meldungen:
« Systemaudits-Meldungen betreffen das Auditing des Systems selbst, den Status von Grid-Nodes,

systemweite Task-Aktivitaten und Service-Backup-Vorgange.

 Audit-Nachrichten zum Objekt-Storage beziehen sich auf die Storage- und das Management von Objekten
in StorageGRID, einschlief3lich Objekt-Storage und -Abruf, Grid-Node- zu Grid-Node-Transfers und
Verifizierungen.

* Audit-Meldungen zu Lese- und Schreibzugriffen von Clients werden protokolliert, wenn eine S3-Client-
Applikation zum Erstellen, Andern oder Abrufen eines Objekts fordert.

» Managementaudits protokollieren Benutzeranfragen an die Management-API.
Jeder Admin-Knoten speichert Audit-Meldungen in Textdateien. Die Revisionsfreigabe enthalt die aktive Datei

(Audit.log) sowie komprimierte Audit-Protokolle aus friiheren Tagen. Jeder Node im Raster speichert auch eine
Kopie der auf dem Node generierten Audit-Informationen.

Sie kdnnen Uber die Befehlszeile des Admin-Knotens direkt auf Audit-Log-Dateien zugreifen.
StorageGRID kann standardmafig Audit-Informationen senden oder das Ziel andern:

+ StorageGRID ist standardmaRig auf lokale Node-Uberwachungsziele eingestellt.

+ Die Audit-Protokolleintrdge von Grid Manager und Tenant Manager kdnnen an einen Storage Node
gesendet werden.

» Optional kdnnen Sie das Ziel der Audit-Protokolle andern und Audit-Informationen an einen externen
Syslog-Server senden. Lokale Protokolle von Audit-Datensatzen werden weiterhin generiert und
gespeichert, wenn ein externer Syslog-Server konfiguriert ist.

+ "Informationen zum Konfigurieren der Protokollverwaltung" .

Details zur Audit-Log-Datei, zum Format der Audit-Meldungen, zu den Typen der Audit-Meldungen und zu den
verflgbaren Tools zur Analyse von Audit-Meldungen finden Sie unter "Prifung von Audit-Protokollen”.

Erfassen von Protokolldateien und Systemdaten

Sie kdnnen StorageGRID -Protokolldateien und Systemdaten, einschlief3lich
Konfigurationsdaten, abrufen und an den technischen Support senden.

Bevor Sie beginnen
+ Sie sind beim Grid Manager auf einem beliebigen Admin-Knoten mit einem"Unterstltzter Webbrowser" .
+ Sie haben "Bestimmte Zugriffsberechtigungen".

 Sie haben die Provisionierungs-Passphrase.

Uber diese Aufgabe

Verwenden Sie den Grid Manager, um"Log-Dateien" , Systemdaten und Konfigurationsdaten von jedem Grid-
Knoten fur den von Ihnen ausgewahlten Zeitraum. Die Daten werden gesammelt und archiviert in einem


https://docs.netapp.com/de-de/storagegrid/monitor/configure-log-management.html
https://docs.netapp.com/de-de/storagegrid/audit/index.html
../admin/web-browser-requirements.html
https://docs.netapp.com/de-de/storagegrid/admin/admin-group-permissions.html
logs-files-reference.html

.tar.gz Datei, die Sie dann auf Ilhren lokalen Computer herunterladen oder an den technischen Support
senden kdnnen.

Optional kénnen Sie das Ziel der Uberwachungsprotokolle &ndern und Uberwachungsinformationen an einen
externen Syslog-Server senden. Wenn ein externer Syslog-Server konfiguriert ist, werden weiterhin lokale
Protokolle von Priufdatensatzen generiert und gespeichert. Sehen "Konfigurieren Sie die Protokollverwaltung
und den externen Syslog-Server" .

Schritte

1.
2.

Wahlen Sie Support > Tools > Protokollsammlung. Es wird eine Tabelle mit Knoten angezeigt.

Wahlen Sie die Grid-Knoten aus, fiir die Sie Protokolldateien sammeln mochten.

Sie kdnnen nach Knotenname, Site und Knotentyp sortieren. Die Spalten ,Site“ und ,Knotentyp“ enthalten
Filter zur Auswahl nach einzelnen Sites und Knotentypen.

3. Wahlen Sie Weiter.

. Wahlen Sie den Datums- und Zeitbereich der Daten aus, die in die Protokolldateien aufgenommen werden

sollen.

Wenn Sie einen sehr langen Zeitraum auswahlen oder Protokolle von allen Knoten in einem grof3en Raster
sammeln, kann das Protokollarchiv zu grofd werden, um auf einem Knoten gespeichert zu werden, oder zu
grof3, um von einem Admin-Knoten zum Download abgerufen zu werden. Wenn eines dieser Szenarien
eintritt, starten Sie die Protokollerfassung mit einem kleineren Datensatz neu.

. Wahlen Sie die Protokolltypen aus, die Sie sammeln mdchten.

o Anwendungsprotokolle: Anwendungsspezifische Protokolle, die der technische Support am
haufigsten zur Fehlerbehebung verwendet. Die gesammelten Protokolle sind eine Teilmenge der
verfigbaren Anwendungsprotokolle.

o Audit-Protokolle: Protokolle mit den wahrend des normalen Systembetriebs generierten Audit-
Meldungen.

o Netzwerkverfolgung: Protokolle, die zum Debuggen des Netzwerks verwendet werden.

o Prometheus-Datenbank: Zeitreihenmetriken von den Diensten auf allen Knoten.

. Optional kénnen Sie im Textfeld Notizen Notizen zu den Protokolldateien eingeben, die Sie erfassen.

Mithilfe dieser Hinweise kdnnen Sie Informationen zum technischen Support Gber das Problem geben, das
Sie zum Erfassen der Protokolldateien aufgefordert hat. Ihre Notizen werden zu einer Datei mit dem
Namen, zusammen mit anderen Informationen Uber die Log-Datei-Sammlung hinzugefigt info.txt. Die
info.txt Datei wird im Archivpaket der Protokolldatei gespeichert.

Geben Sie im Textfeld Bereitstellungspassphrase die Bereitstellungspassphrase fir Ihr StorageGRID
-System ein.

Wahlen Sie Protokolle sammeln.

Auf der Seite ,Protokollsammlung“ kdnnen Sie den Fortschritt der Protokolldateisammlung fur jeden Grid-
Knoten Uberwachen.

Wenn Sie eine Fehlermeldung Uber die Protokollgrofie erhalten, versuchen Sie, Protokolle flr einen
kiirzeren Zeitraum oder fiir weniger Nodes zu sammeln.

Wenn die Protokollerfassung fehlschlagt:


https://docs.netapp.com/de-de/storagegrid/monitor/configure-log-management.html
https://docs.netapp.com/de-de/storagegrid/monitor/configure-log-management.html

> Wenn die Meldung ,Protokollerfassung fehlgeschlagen® angezeigt wird, kdbnnen Sie die
Protokollerfassung erneut versuchen oder die Sitzung ohne erneuten Versuch beenden.

> Wenn die Meldung ,Protokollerfassung teilweise fehlgeschlagen® angezeigt wird, kbnnen Sie die
Protokollerfassung erneut versuchen, die Sitzung beenden, die teilweise Protokolldatei herunterladen
oder die teilweise Protokolldatei an AutoSupport senden.

10. Wenn die Protokolldateierfassung abgeschlossen ist:

° Wahlen Sie Herunterladen, um die . tar.gz Datei.

° Wahlen Sie An AutoSupport senden, um die . tar.gz Datei an den technischen Support.

Der . tar.gz Die Datei enthalt alle Protokolldateien aller Grid-Knoten, bei denen die
Protokollerfassung erfolgreich war. Die kombinierte . tar.gz Die Datei enthalt ein Protokolldateiarchiv
fur jeden Grid-Knoten.

Gegenstand des AutoSupport Pakets ist USER_ TRIGGERED SUPPORT_ BUNDLE .

11. Wahlen Sie Fertig.

@ Der . tar.gz Die Datei wird geldscht, wenn Sie Fertig auswahlen. Stellen Sie sicher, dass
Sie die Datei zuerst herunterladen oder senden.

Starten Sie manuell ein AutoSupport-Paket

Um den technischen Support bei der Fehlerbehebung in Ihrem StorageGRID System zu
unterstutzen, konnen Sie manuell ein AutoSupport Paket senden.

Bevor Sie beginnen
+ Sie sind im Grid Manager mit einem angemeldet"Unterstutzter Webbrowser".

« Sie verfugen uUber Root-Zugriff oder die Berechtigung ,Andere Rasterkonfiguration®.

Schritte
1. Wahlen Sie Support > Tools > * AutoSupport*.

2. Wabhlen Sie auf der Registerkarte Aktionen vom Benutzer ausgeloste AutoSupport senden.
StorageGRID versucht, ein AutoSupport Paket an die NetApp Support-Site zu senden. Wenn der Versuch
erfolgreich ist, werden die Werte Neuestes Ergebnis und Letzter erfolgreicher Zeitpunkt auf der
Registerkarte Ergebnisse aktualisiert. Wenn ein Problem auftritt, wird der Wert ,Neuestes Ergebnis” auf
.Fehlgeschlagen” aktualisiert und StorageGRID versucht nicht, das AutoSupport Paket erneut zu senden.

3. Aktualisieren Sie nach 1 Minute die AutoSupport -Seite in Ihrem Browser, um auf die aktuellsten
Ergebnisse zuzugreifen.

Darlber hinaus kénnen Sie"umfangreichere Logfiles und Systemdaten erfassen" und senden
Sie sie an die NetApp Support Site.

Priufen von Support-Kennzahlen

Bei der Fehlerbehebung eines Problems konnen Sie gemeinsam mit dem technischen


../admin/web-browser-requirements.html
../monitor/collecting-log-files-and-system-data.html

Support detaillierte Metriken und Diagramme fur Ihr StorageGRID System prufen.

Bevor Sie beginnen
» Sie mussen im Grid-Manager mit einem angemeldet sein"Unterstutzter Webbrowser".

+ Sie haben "Bestimmte Zugriffsberechtigungen".

Uber diese Aufgabe

Auf der Seite Metriken kdnnen Sie auf die Benutzeroberflachen von Prometheus und Grafana zugreifen.
Prometheus ist Open-Source-Software zum Sammeln von Kennzahlen. Grafana ist Open-Source-Software zur
Visualisierung von Kennzahlen.

Die auf der Seite Metriken verfigbaren Tools sind fiur den technischen Support bestimmt. Einige
Funktionen und MenUelemente in diesen Tools sind absichtlich nicht funktionsfahig und kénnen
sich andern. Siehe Liste von "Haufig verwendete Prometheus-Kennzahlen".

Schritte
1. Wahlen Sie gemafl den Anweisungen des technischen Supports Support > Tools > Metriken.

Ein Beispiel fur die Seite Metriken ist hier aufgefihrt:

Metrics

Access charts and metrics to help troubleshoot issues.

I (_I:) The tools oh this page are for use by technical support. Some features and menu items within these tools are intentionally non-functional.

Prometheus is an open-source toolkit for collecting metrics. The Prometheus interface allows you to query the current values of metrics and to view charts of the values over time.
Access the Prometheus interface using the link below. You must be signed in to the Grid Manager.

https://

Grafana is open-source software for metrics visualization. The Grafana interface provides pre-constructed dashboards that contain graphs of important metric values. Access the
Grafana dashboards using the links below. You must be signed in to the Grid Manager.

ADEDS Cloud Storage Pool Overview [ Platform Services Processing [2
Account Service Overview [ Decommission [4 Replicated Read Path Overview [7
Alertmanager [ Erasure Coding. - ADE[% S3 - Node [7

Appliance Hardware Status [7 Erasure Coding - Overview 2 $3 Control [

Audit Overview (2 Grid [2 S3 Overview [2

Bucket Cache [5 M= S3 Select 3

Cache Service [ Identity Service Overview [ Site (1

Cassandra Cluster Qverview [2 Ingests 2 Support 2

Cassandra Network Qverview [2 Node 2 55D - Warranty [2

Cassandra Node Qverview [2 Node {Internal Use) (2 Traces [

Cassandra Table Cleanup [2 Object Chunk Leak Overview Traffic Classification Policy [2
Chunk - Operations Overview [3 Object Senialization Mapping [3 Usage Processing [

Chunk - Filesystem Latency Overview [2 OSL - AsynclO 3 Virtual Memory (vmstat) (3
Chunk - Filesystem Latency Details [3 Platform Services Commits [3

Cross Grid Replication [3 Platform Services Qverview [

2. Um die aktuellen Werte der StorageGRID-Metriken abzufragen und Diagramme der Werte im Zeitverlauf
anzuzeigen, klicken Sie im Abschnitt Prometheus auf den Link.

Das Prometheus-Interface wird angezeigt. Sie kdnnen Uber diese Schnittstelle Abfragen fir die
verfiigbaren StorageGRID-Metriken ausfiihren und StorageGRID-Metriken im Laufe der Zeit grafisch
darstellen.


../admin/web-browser-requirements.html
https://docs.netapp.com/de-de/storagegrid/admin/admin-group-permissions.html
https://docs.netapp.com/de-de/storagegrid/monitor/commonly-used-prometheus-metrics.html

@ Metriken, die privat in ihren Namen enthalten, sind nur zur internen Verwendung vorgesehen
und kénnen ohne Ankiindigung zwischen StorageGRID Versionen geandert werden.

3. Um Uber einen langeren Zeitraum auf vorkonfigurierte Dashboards mit Diagrammen zu StorageGRID-
Kennzahlen zuzugreifen, klicken Sie im Abschnitt ,Grafana® auf die Links.

Die Grafana-Schnittstelle flr den ausgewahlten Link wird angezeigt.
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E/A-Priorisierung andern

Durch die Priorisierung von Eingabe/Ausgabe (E/A) konnen Sie die relativen Prioritaten
fur E/A-Vorgange im Grid andern.

StandardmaRig wird dem PUT- und GET-E/A-Verkehr des Clients die hdchste Prioritat gegenuber
Hintergrundaktivitaten wie dem Léschen von Erasure-Coded-Daten (EC) und der EC-Reparatur eingerdumt.
Durch Erhdhen der Prioritat der Bereinigung von Erasure-Coded-Daten (EC) und von EC-Reparaturaktivitaten
kénnen diese Aufgaben méglicherweise schneller abgeschlossen werden. Die Wirksamkeit von Anderungen



der E/A-Priorisierung wird durch die Rate der Clientanforderungen, Schwankungen des Netzwerkverkehrs und
andere laufende Netzwerkaufgaben beeinflusst.

Bevor Sie beginnen

+ Uberpriifen Sie die Seite zur E/A-Priorisierung, um festzustellen, welche Optionen sich auf Ihr Raster
auswirken konnten.

» Bewerten Sie, ob der laufende Client-Verkehr langere Wartezeiten oder Client-Timeouts sicher bewaltigen
kann.

« Seien Sie darauf vorbereitet, die Auswirkungen der Priorisierungsdnderung zu Gberwachen und bei Bedarf
Anpassungen vorzunehmen. Diese Anderungen werden schnell umgesetzt, es kann jedoch Stunden
dauern, bis ihre Wirkung sichtbar wird.

Schritte
1. Wahlen Sie Support > E/A-Priorisierung.

2. (Optional) Andern Sie die EC-Bereinigungs- und Reparaturprioritat fir Hintergrundvorgange, die EC-Daten
bereinigen, von ihren Standardwerten.

@ Verwenden Sie die standardmaRige niedrige EC-Bereinigungs- und Reparaturprioritat fir
Grids mit RAID-basierten Knoten.

3. Wahlen Sie Speichern.

4. Uberwachen Sie die"Metriken" um die Auswirkungen von Priorisierungsdnderungen zu bewerten.

Fuhren Sie eine Diagnose aus

Bei der Fehlerbehebung eines Problems konnen Sie gemeinsam mit dem technischen
Support eine Diagnose auf Ihrem StorageGRID-System durchfliihren und die Ergebnisse
Uberprufen.

« "Priifen von Support-Kennzahlen"

+ "Haufig verwendete Prometheus-Kennzahlen"

Bevor Sie beginnen
 Sie sind im Grid Manager mit einem angemeldet"Unterstitzter Webbrowser".

+ Sie haben "Bestimmte Zugriffsberechtigungen”.

Uber diese Aufgabe

Die Seite Diagnose flihrt eine Reihe von diagnostischen Prifungen zum aktuellen Status des Rasters durch.
Jede diagnostische Prifung kann einen von drei Zustanden haben:

) @ Normal: Alle Werte liegen im Normalbereich.

| A Achtung: Ein oder mehrere der Werte liegen auRerhalb des Normalbereichs.

) ® Achtung: Einer oder mehrere der Werte liegen deutlich auRerhalb des Normalbereichs.
Diagnosestatus sind unabhangig von aktuellen Warnungen und zeigen moéglicherweise keine betrieblichen

Probleme mit dem Raster an. Beispielsweise wird bei einer Diagnose-Priifung moglicherweise der Status
+Achtung“ angezeigt, auch wenn keine Meldung ausgeldst wurde.


../monitor/commonly-used-prometheus-metrics.html#where-are-prometheus-metrics-used
https://docs.netapp.com/de-de/storagegrid/monitor/commonly-used-prometheus-metrics.html
../admin/web-browser-requirements.html
https://docs.netapp.com/de-de/storagegrid/admin/admin-group-permissions.html

Schritte

1.

2.

10

Wahlen Sie Support > Tools > Diagnose.

Die Seite Diagnose wird angezeigt und zeigt die Ergebnisse fir jede Diagnosetest an. Die Ergebnisse sind
nach Schweregrad (Achtung, Achtung und dann normal) sortiert. Innerhalb jedes Schweregrads werden
die Ergebnisse alphabetisch sortiert.

In diesem Beispiel hat eine Diagnose den Status ,Achtung” und drei Diagnosen haben den Status
~,Normal®.

Diagnostics

This page performs a set of diagnostic checks on the current state of the grid. Diagnostic statuses are independent of current alerts and might
not indicate operational issues with the grid. For example, a diagnostic check might show Caution status even if no alert has been triggered.

Run Diagnostics

/1 Node uptime
() Alert silences

! 5
(:‘,' Appliance hardware component temperatures

o &
i:_’:] Cassandra automatic restarts

Wenn Sie mehr Gber eine bestimmte Diagnose erfahren méchten, klicken Sie auf eine beliebige Stelle in
der Zeile.

Details zur Diagnose und ihren aktuellen Ergebnissen werden angezeigt. Folgende Details sind aufgelistet:

o Status: Der aktuelle Status dieser Diagnose: Normal, Achtung oder Achtung.

> Prometheus query: Bei Verwendung fiir die Diagnose, der Prometheus Ausdruck, der verwendet
wurde, um die Statuswerte zu generieren. (Ein Prometheus-Ausdruck wird nicht fir alle Diagnosen
verwendet.)

> Schwellenwerte: Wenn flr die Diagnose verfligbar, die systemdefinierten Schwellenwerte fir jeden
anormalen Diagnosestatus. (Schwellenwerte werden nicht flr alle Diagnosen verwendet.)

@ Sie kdnnen diese Schwellenwerte nicht andern.

o Statuswerte: Ein Diagramm und eine Tabelle (Tabelle nicht im Screenshot dargestellt), die den Status
und den Wert der Diagnose im gesamten StorageGRID System anzeigen. In diesem Beispiel wird die
aktuelle CPU-Auslastung fir jeden Knoten in einem StorageGRID -System angezeigt. Alle
Knotenwerte liegen unter den Schwellenwerten ,,Achtung” und ,Vorsicht®, sodass der Gesamtstatus der
Diagnose ,Normal® ist.



@ CPU utilization

Checks the current CPU utilization on each node.
storagegrid_node_cpu_utilization_percentage is calculated using the following query:

100 * sum without (mode) (sum without (cpu) (irate(node_cpu_seconds_total{mode!='idle'}[5m])) / count without (cpu)
(node_cpu_seconds_total{mode!="'idle'}))

To view charts of CPU utilization and other per-node metrics, access the Node Grafana dashboard [%.

Status © Normal
Prometheus query storagegrid_node_cpu_utilization_percentage
View in Prometheus [

Thresholds \ Attention >= 75.00%
® Caution >= 95.00%

CPU utilization B Hour

~

100 %

£

50 %

25%

€ & & & & & & & & & & & £ & & & & & E& L E S S E L L LSS s s
R < e Q < <Q < i Q < Q < ) Q Q Q 2 <Q < ) Q S Q Q <Q < 2 Q Q Q b
L - T S A - R P R\ R SR R R D R A N - R R Y S R R SRR R SR R
® b} D kel ko) A=} ' el &) o o > e > o ) o > S L3 > o > & > S > o o > &
® DC1-ADM-010-060-040-205 @ DC1-G2-010-060-040-209

3. Optional: Um Grafana-Diagramme im Zusammenhang mit dieser Diagnose anzuzeigen, wahlen Sie
Grafana-Dashboard.

Dieser Link wird nicht fir alle Diagnosen angezeigt.
Das zugehorige Grafana-Dashboard wird angezeigt. In diesem Beispiel wird das Knoten-Dashboard

angezeigt, das die CPU-Auslastung im Zeitverlauf fur diesen Knoten sowie andere Grafana-Diagramme fur
den Knoten anzeigt.

@ Sie kdnnen auch Uber den Abschnitt ,Grafana“ auf der Seite Support > Tools > Metriken
auf die vorgefertigten Grafana-Dashboards zugreifen.
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. Optional: Um ein Diagramm des Prometheus-Ausdrucks Uber die Zeit zu sehen, klicken Sie auf Anzeigen

Es wird ein Prometheus-Diagramm des in der Diagnose verwendeten Ausdrucks angezeigt.



Prometheus

0O Enable query history

= Load time: 347ms
I*surn by {instance} (sum by (instance, mode) (irate(node_cpu_seconds_total{mode!="idle"}[5m])) / count by (instance, mode) '/ Resaiution: 14s

Total time series: 13
Execute - insert metric at cursor - *
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Erstellen benutzerdefinierter Uberwachungsanwendungen

Mithilfe der StorageGRID-Kennzahlen der Grid-Management-API kdnnen Sie
benutzerdefinierte Monitoring-Applikationen und Dashboards erstellen.

Wenn Sie Kennzahlen iberwachen méchten, die nicht auf einer vorhandenen Seite des Grid-Managers
angezeigt werden, oder wenn Sie benutzerdefinierte Dashboards flir StorageGRID erstellen méchten, kénnen
Sie die Grid-Management-API verwenden, um StorageGRID-Metriken abzufragen.

Uber ein externes Monitoring-Tool wie Grafana kénnen Sie auch direkt auf die Prometheus Metriken zugreifen.
Zur Verwendung eines externen Tools missen Sie ein Administrator-Clientzertifikat hochladen oder erstellen,
damit StorageGRID das Tool fiur die Sicherheit authentifizieren kann. Siehe "Anweisungen flur die
Administration von StorageGRID".

Informationen zu den Kennzahlen-API-Vorgangen, einschliellich der vollstandigen Liste der verfligbaren
Metriken, finden Sie im Grid Manager. Wahlen Sie oben auf der Seite das Hilfesymbol aus und wahlen Sie
API-Dokumentation > metrics.

13
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metrics Cperations on metrics v

GET Jgrid/metric-labels/{label}/values Lists the values for a metric label ﬁ
| /grid/metric-names Lists all available metric names ﬂ
GET Jgrid/metric-query Performs an instant metric query at a single point in time ﬁ
GET /grid/metric-query-range Performs a metric guery over a range of time ﬂ

Die Einzelheiten zur Implementierung einer benutzerdefinierten Uberwachungsanwendung liegen tiber dem
Umfang dieser Dokumentation hinaus.
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