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Erweiterungsrichtlinien

Richtlinien zum Hinzufügen von Objektkapazität in
StorageGRID

Sie können die Objekt-Storage-Kapazität Ihres StorageGRID Systems erweitern, indem
Sie vorhandenen Storage-Nodes Storage-Volumes hinzufügen oder vorhandenen
Standorten neue Storage-Nodes hinzufügen. Storage-Kapazität muss so hinzugefügt
werden, dass sie den Anforderungen Ihrer Information Lifecycle Management (ILM)-
Richtlinie entspricht.

Richtlinien für das Hinzufügen von Storage Volumes

Lesen Sie vor dem Hinzufügen von Storage-Volumes zu vorhandenen Storage-Nodes die folgenden
Richtlinien und Einschränkungen:

• Sie müssen Ihre aktuellen ILM-Regeln prüfen, um zu bestimmen, wo und wann der verfügbare Speicher
für oder vergrößert "Replizierte Objekte""Objekte, die mit Erasure Coding codiert wurden"werden
soll"Storage-Volumes hinzufügen".

• Die Metadatenkapazität des Systems kann nicht durch Hinzufügen von Storage-Volumes erhöht werden,
da Objekt-Metadaten nur auf Volume 0 gespeichert werden.

• Jeder softwarebasierte Storage Node kann maximal 48 Storage Volumes unterstützen. Wenn Sie darüber
hinaus Kapazität hinzufügen möchten, müssen Sie neue Storage-Nodes hinzufügen.

• Sie können jeder SG6060 Appliance ein oder zwei Erweiterungs-Shelfs hinzufügen. Jedes Erweiterungs-
Shelf enthält 16 Storage Volumes. Wenn beide Erweiterungs-Shelfs installiert sind, kann das SG6060
insgesamt 48 Storage-Volumes unterstützen.

• Sie können jeder SG6160 Appliance ein oder zwei Erweiterungs-Shelfs hinzufügen. Jedes Erweiterungs-
Shelf enthält 60 Storage Volumes. Wenn beide Erweiterungs-Shelfs installiert sind, kann das SG6160
insgesamt 180 Storage-Volumes unterstützen.

• Storage Volumes können keiner anderen Storage Appliance hinzugefügt werden.

• Sie können die Größe eines vorhandenen Storage Volumes nicht vergrößern.

• Storage Volumes können nicht gleichzeitig zu einem Storage Node hinzugefügt werden, wenn Sie ein
System-Upgrade, einen Wiederherstellungsvorgang oder eine andere Erweiterung durchführen.

Nachdem Sie sich entschieden haben, Storage Volumes hinzuzufügen und festgestellt haben, welche Storage
Nodes Sie erweitern müssen, um Ihre ILM-Richtlinie zu erfüllen, befolgen Sie die Anweisungen für Ihren
Storage Node-Typ:

• Wenn Sie einer SG6060 Storage-Appliance ein oder zwei Erweiterungseinschübe hinzufügen möchten,
besuchen "Erweiterungs-Shelf zu implementiertem SG6060 hinzufügen" Sie .

• Um eine oder zwei Erweiterungseinschübe zu einer SG6160 Storage Appliance hinzuzufügen, gehen Sie
zu "Erweiterungs-Shelf zu implementiertem SG6160 hinzufügen"

• Befolgen Sie bei einem softwarebasierten Knoten die Anweisungen für "Hinzufügen von Storage-Volumes
zu Storage-Nodes".
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Richtlinien zum Hinzufügen von Speicherknoten

Lesen Sie vor dem Hinzufügen von Speicherknoten zu vorhandenen Standorten die folgenden Richtlinien und
Einschränkungen durch:

• Sie müssen Ihre aktuellen ILM-Regeln prüfen, um zu bestimmen, wo und wann Storage Nodes hinzugefügt
werden müssen, um den für oder verfügbaren Speicher "Objekte, die mit Erasure Coding codiert
wurden"zu erhöhen"Replizierte Objekte".

• Sie sollten nicht mehr als 10 Speicherknoten in einem einzigen Erweiterungsverfahren hinzufügen.

• Sie können Speicherknoten zu mehr als einem Standort in einem einzigen Erweiterungsverfahren
hinzufügen.

• Sie können Storage-Nodes und andere Node-Typen in einem einzigen Erweiterungsverfahren hinzufügen.

• Bevor Sie mit dem Erweiterungsvorgang beginnen, müssen Sie bestätigen, dass alle
Datenreparaturvorgänge, die im Rahmen einer Wiederherstellung durchgeführt werden, abgeschlossen
sind. Siehe "Prüfen Sie die Reparatur von Daten".

• Wenn Sie Storage-Nodes vor oder nach einer Erweiterung entfernen müssen, sollten Sie nicht mehr als 10
Storage-Nodes in einem einzigen Dekommissions-Node-Verfahren außer Betrieb nehmen.

• Fügen Sie genügend Speicherknoten hinzu, um die zugrunde liegende Speicher-E/A-Leistung
aufrechtzuerhalten. Schreibvorgänge werden basierend auf der verfügbaren Speicherkapazität auf die
Speicherknoten verteilt. Wenn die erweiterten Speicherknoten über deutlich mehr verfügbare
Speicherkapazität verfügen, empfangen diese Knoten deutlich mehr Schreibvorgänge. Insbesondere wenn
die vorhandenen Speicherknoten fast voll sind, werden für neue Schreibvorgänge nur die erweiterten
Speicherknoten verwendet. Lese- und Löschvorgänge werden entsprechend Ihrer spezifischen Arbeitslast
durchgeführt.

Richtlinien für ADC-Service auf Storage-Nodes

Beim Konfigurieren der Erweiterung müssen Sie festlegen, ob der Dienst Administrative Domain Controller
(ADC) auf jedem neuen Speicherknoten enthalten soll. Der ADC-Dienst verfolgt den Standort und die
Verfügbarkeit von Grid-Services.

• Sie können "Verschieben Sie den ADC-Dienst von einem Speicherknoten zu einem anderen am selben
Standort" .

• Für das StorageGRID System muss ein System "Quorum von ADC-Services"jederzeit und an jedem
Standort verfügbar sein.

• Mindestens drei Storage-Nodes an jedem Standort müssen den ADC-Service enthalten.

• Es wird nicht empfohlen, jedem Speicherknoten den ADC-Dienst hinzuzufügen. Die Einbeziehung von zu
vielen ADC-Services kann zu Verlangsamungen führen, da die Kommunikation zwischen den Knoten
größer ist.

• Ein einzelnes Grid sollte nicht mehr als 48 Storage-Nodes mit dem ADC-Dienst aufweisen. Dies entspricht
16 Standorten mit drei ADC-Diensten an jedem Standort.

• Wenn Sie die Einstellung ADC-Dienst für einen neuen Knoten auswählen, sollten Sie im Allgemeinen
Automatisch auswählen. Wählen Sie Ja nur, wenn der neue Knoten einen anderen Speicherknoten
ersetzt, der den ADC-Dienst enthält. Da Sie einen Speicherknoten nicht außer Betrieb nehmen können,
wenn zu wenige ADC-Dienste übrig bleiben, stellen Sie durch die Auswahl von Ja sicher, dass ein neuer
ADC-Dienst verfügbar ist, bevor der alte Dienst entfernt wird.
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Richtlinien zum Hinzufügen von Metadatenkapazität in
StorageGRID

Um sicherzustellen, dass ausreichend Speicherplatz für Objektmetadaten verfügbar ist,
müssen Sie möglicherweise ein Erweiterungsverfahren durchführen, um neue Storage-
Nodes an jedem Standort hinzuzufügen.

StorageGRID reserviert Speicherplatz für Objekt-Metadaten auf Volume 0 jedes Storage-Nodes. An jedem
Standort werden drei Kopien aller Objektmetadaten aufbewahrt und gleichmäßig auf alle Storage-Nodes
verteilt.

Mit Grid Manager lässt sich die Metadatenkapazität von Storage Nodes überwachen und schätzen, wie schnell
Metadaten verbraucht werden. Darüber hinaus wird die Warnung Low Metadaten Storage für einen
Speicherknoten ausgelöst, wenn der verwendete Metadatenspeicherplatz bestimmte Schwellenwerte erreicht.

Beachten Sie, dass die Objekt-Metadatenkapazität eines Grid je nach Verwendung des Grid möglicherweise
schneller belegt als die Objekt-Storage-Kapazität. Wenn Sie beispielsweise normalerweise eine große Anzahl
kleiner Objekte aufnehmen oder Objekte mit großen Mengen von Benutzer-Metadaten oder -Tags versehen,
müssen Sie möglicherweise Storage-Nodes hinzufügen, um die Metadaten-Kapazität zu erhöhen, obwohl
weiterhin ausreichend Objekt-Storage-Kapazität vorhanden ist.

Weitere Informationen finden Sie im Folgenden:

• "Management von Objekt-Metadaten-Storage"

• "Überwachen der Objekt-Metadaten-Kapazität für jeden Storage Node"

Richtlinien zur Erhöhung der Metadaten-Kapazität

Bevor Sie Storage-Nodes hinzufügen, um die Metadatenkapazität zu steigern, lesen Sie die folgenden
Richtlinien und Einschränkungen:

• Wenn eine ausreichende Objekt-Storage-Kapazität verfügbar ist, erhöht sich aufgrund der Verfügbarkeit
von mehr Speicherplatz für Objekt-Metadaten die Anzahl der Objekte, die Sie in Ihrem StorageGRID
System speichern können.

• Die Metadatenkapazität eines Grids lässt sich erhöhen, indem jedem Standort ein oder mehrere Storage-
Nodes hinzugefügt werden.

• Der tatsächlich für Objektmetadaten auf einem bestimmten Storage-Node reservierte Speicherplatz hängt
von der Option Metadaten reservierter Speicherplatz (systemweite Einstellung), der RAM-Größe des Node
und der Größe des Volumes 0 des Node ab.

• Die Metadatenkapazität kann nicht durch das Hinzufügen von Storage Volumes zu vorhandenen Storage
Nodes erhöht werden, da Metadaten nur auf Volume 0 gespeichert werden.

• Die Metadatenkapazität kann nicht durch das Hinzufügen eines neuen Standorts erhöht werden.

• StorageGRID speichert drei Kopien aller Objektmetadaten an jedem Standort. Daher wird die Metadaten-
Kapazität Ihres Systems durch die Metadaten-Kapazität Ihres kleinsten Standorts begrenzt.

• Wenn Sie Metadaten hinzufügen, sollten Sie jedem Standort die gleiche Anzahl an Storage-Nodes
hinzufügen.

Storage-Nodes, die nur Metadaten enthalten, erfüllen spezifische Hardwareanforderungen:

• Bei Verwendung von StorageGRID Appliances können nur Nodes mit Metadaten auf SGF6112-Appliances

3

https://docs.netapp.com/de-de/storagegrid/admin/managing-object-metadata-storage.html
https://docs.netapp.com/de-de/storagegrid/monitor/monitoring-storage-capacity.html#monitor-object-metadata-capacity-for-each-storage-node


mit zwölf 1.9-TB- oder zwölf 3.8-TB-Laufwerken konfiguriert werden.

• Bei der Verwendung von softwarebasierten Nodes müssen die auf Metadaten auslaufenden Node-
Ressourcen mit den vorhandenen Storage-Nodes übereinstimmen. Beispiel:

◦ Wenn der bestehende StorageGRID Standort SG6000 oder SG6100 Appliances verwendet, müssen
die rein softwarebasierten Nodes mit Metadaten die folgenden Mindestanforderungen erfüllen:

▪ 128 GB RAM

▪ 8-Core-CPU

▪ 8 TB SSD oder äquivalenter Storage für die Cassandra-Datenbank (rangedb/0)

◦ Wenn die vorhandene StorageGRID Site virtuelle Speicherknoten mit 24 GB RAM, 8-Kern-CPU und 3
TB oder 4 TB Metadatenspeicher verwendet, sollten die softwarebasierten Nur-Metadaten-Knoten
ähnliche Ressourcen verwenden (24 GB RAM, 8-Kern-CPU und 4 TB Metadatenspeicher (rangedb/0)).

• Beim Hinzufügen eines neuen StorageGRID Standorts sollte die Metadaten-Gesamtkapazität des neuen
Standorts mindestens den vorhandenen StorageGRID Standorten entsprechen, und neue
Standortressourcen sollten den Storage-Nodes an den vorhandenen StorageGRID Standorten
entsprechen.

Siehe "beschreibung des reservierten Speicherplatzes für Metadaten".

Verteilung von Metadaten beim Hinzufügen von Storage-Nodes

Wenn Sie Storage-Nodes zu einer Erweiterung hinzufügen, verteilt StorageGRID die vorhandenen Objekt-
Metadaten an die neuen Nodes an jedem Standort, wodurch die allgemeine Metadaten des Grid erhöht
werden. Es ist keine Benutzeraktion erforderlich.

Die folgende Abbildung zeigt, wie StorageGRID Objektmetadaten neu verteilt, wenn Sie Storage-Nodes in
einer Erweiterung hinzufügen. Die linke Seite der Abbildung zeigt das Volumen 0 von drei Storage-Nodes vor
einer Erweiterung. Metadaten verbrauchen einen relativ großen Teil des verfügbaren Metadaten-
Speicherplatzes jedes Nodes und die Warnung Low Metadaten Storage wurde ausgelöst.

Die rechte Seite der Abbildung zeigt, wie die vorhandenen Metadaten nach dem Hinzufügen von zwei Storage-
Nodes zum Standort neu verteilt werden. Die Menge der Metadaten auf jedem Node ist gesunken, die
Warnung * Storage mit niedrigen Metadaten* wird nicht mehr ausgelöst, und der für Metadaten verfügbare
Platz hat sich erhöht.

4

https://docs.netapp.com/de-de/storagegrid/admin/managing-object-metadata-storage.html


Richtlinien zum Hinzufügen von Grid-Knoten in
StorageGRID

Einem StorageGRID-System können Sie Redundanz oder zusätzliche Funktionen
hinzufügen, indem Sie vorhandenen Standorten neue Grid-Nodes hinzufügen.

Beispielsweise können Sie Gateway-Nodes hinzufügen, die in einer HA-Gruppe (High Availability) verwendet
werden sollen, oder Sie können einen Admin-Node an einem Remote-Standort hinzufügen, um die
Überwachung mithilfe eines lokalen Knotens zu ermöglichen.

In einem einzigen Erweiterungsvorgang können Sie mindestens einen der folgenden Node-Typen zu einem
oder mehreren bestehenden Standorten hinzufügen:

• Nicht primäre Admin-Nodes

• Storage-Nodes

• Gateway-Nodes

Beachten Sie bei der Vorbereitung des Hinzufügens von Grid-Knoten die folgenden Einschränkungen:

• Der primäre Admin-Node wird während der Erstinstallation bereitgestellt. Sie können während einer
Erweiterung keinen primären Admin-Node hinzufügen.

• Sie können Storage-Nodes und andere Node-Typen in der gleichen Erweiterung hinzufügen.

• Beim Hinzufügen von Speicherknoten müssen Sie die Anzahl und Position der neuen Knoten sorgfältig
planen. Siehe "Richtlinien zum Hinzufügen von Objektkapazität".

• Wenn die Option Standard für neuen Knoten festlegen auf der Registerkarte „Nicht vertrauenswürdige
Client-Netzwerke“ der Firewall-Steuerungsseite auf Nicht vertrauenswürdig gesetzt ist, müssen Client-
Anwendungen, die über das Client-Netzwerk eine Verbindung zu Erweiterungsknoten herstellen, die
Verbindung über einen Endpunktport des Lastenausgleichs herstellen (Konfiguration > Sicherheit >
Firewall-Steuerung). Siehe die Anweisungen zu"Ändern Sie die Sicherheitseinstellung für den neuen
Knoten" und zu"Konfigurieren Sie die Endpunkte des Load Balancer" .

Richtlinien zum Hinzufügen eines neuen Standorts in
StorageGRID

Sie können Ihr StorageGRID System durch Hinzufügen eines neuen Standorts erweitern.

Richtlinien zum Hinzufügen eines Standorts

Überprüfen Sie vor dem Hinzufügen eines Standorts die folgenden Anforderungen und Einschränkungen:

• Sie können nur einen Standort pro Erweiterungsvorgang hinzufügen.

• Sie können einem vorhandenen Standort keine Grid-Nodes im Rahmen derselben Erweiterung hinzufügen.

• Alle Standorte müssen mindestens drei Storage-Nodes enthalten.

• Das Hinzufügen eines neuen Standorts erhöht nicht automatisch die Anzahl der zu speichernden Objekte.
Die Gesamtkapazität eines Grids hängt von der Menge des verfügbaren Storage, der ILM-Richtlinie und
der Metadatenkapazität an jedem Standort ab.

• Bei der Dimensionierung eines neuen Standorts müssen Sie sicherstellen, dass dieser genügend
Metadaten enthält.
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Bei StorageGRID werden die Kopien aller Objektmetadaten an jedem Standort gespeichert. Wenn Sie
einen neuen Standort hinzufügen, müssen Sie sicherstellen, dass dieser ausreichend Metadaten für die
vorhandenen Objektmetadaten und genügend Metadaten für Wachstum enthält.

Weitere Informationen finden Sie im Folgenden:

◦ "Management von Objekt-Metadaten-Storage"

◦ "Überwachen der Objekt-Metadaten-Kapazität für jeden Storage Node"

• Dabei muss die verfügbare Netzwerkbandbreite zwischen Standorten und das Maß der Netzwerklatenz
berücksichtigt werden. Metadatenaktualisierungen werden kontinuierlich zwischen Standorten repliziert,
selbst wenn alle Objekte nur am Standort gespeichert werden, an dem sie aufgenommen werden.

• Da Ihr StorageGRID System während der Erweiterung betriebsbereit bleibt, müssen Sie ILM-Regeln
prüfen, bevor Sie mit dem Erweiterungsverfahren beginnen. Sie müssen sicherstellen, dass Objektkopien
erst am neuen Standort gespeichert werden, wenn der Erweiterungsvorgang abgeschlossen ist.

Legen Sie z. B. vor Beginn der Erweiterung fest, ob Regeln den Standardspeicherpool (Alle
Speicherknoten) verwenden. In diesem Fall müssen Sie einen neuen Speicherpool erstellen, der die
vorhandenen Speicherknoten enthält, und Ihre ILM-Regeln aktualisieren, um den neuen Speicherpool zu
verwenden. Andernfalls werden Objekte auf den neuen Standort kopiert, sobald der erste Node an diesem
Standort aktiv ist.

Weitere Informationen zum Ändern des ILM beim Hinzufügen eines neuen Standorts finden Sie im
"Beispiel zum Ändern einer ILM-Richtlinie".
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