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Grid Nodes und Services

StorageGRID Grid-Knoten und Services

Der grundlegende Baustein eines StorageGRID Systems ist der Grid-Node. Nodes
enthalten Services. Dies sind Softwaremodule, die einen Grid-Node mit einem Satz von
Funktionen ausstatten.

Typen von Grid-Nodes

Das StorageGRID -System verwendet drei Arten von Grid-Knoten:

Admin-Nodes

Bereitstellen von Managementservices wie Systemkonfiguration, Monitoring und Protokollierung Wenn Sie
sich beim Grid Manager anmelden, stellen Sie eine Verbindung zu einem Admin-Node her. Jedes Grid
muss Uber einen primaren Admin-Node verfligen und moglicherweise Gber zusatzliche nicht-primare
Admin-Nodes fir Redundanz verfligen. Sie kdnnen eine Verbindung zu einem beliebigen Admin-Knoten
herstellen, und jeder Admin-Knoten zeigt eine ahnliche Ansicht des StorageGRID-Systems an.
Wartungsverfahren missen jedoch mit dem primaren Admin-Node durchgefihrt werden.

Admin-Nodes kdnnen auch zum Lastausgleich fiir S3-Client-Traffic verwendet werden.
Siehe "Was ist ein Admin-Node?"

Storage-Nodes

Management und Speicherung von Objektdaten und Metadaten Jeder Standort im StorageGRID-System
muss Uber mindestens drei Storage-Nodes verfiigen.

Bei der Erstinstallation eines neuen Storage Node kdnnen Sie festlegen, dass dieser nur fir"Speichern von
Metadaten" .

Siehe "Was ist ein Storage-Node?"

Gateway-Nodes (optional)

Stellen Sie eine Schnittstelle flr den Lastausgleich bereit, tber die Client-Anwendungen eine Verbindung
zu StorageGRID herstellen kénnen. Ein Load Balancer leitet die Clients nahtlos an einen optimalen Storage
Node weiter, sodass der Ausfall von Nodes oder sogar einem gesamten Standort transparent ist.

Siehe "Was ist ein Gateway Node?"

Hardware- und Software-Nodes

StorageGRID Knoten kénnen als StorageGRID Appliance-Knoten oder als softwarebasierte Knoten
bereitgestellt werden. Die maximale Anzahl an Knoten (einschlieRlich aller Knotentypen) pro System betragt
220.

StorageGRID Appliance-Nodes

StorageGRID Hardware-Appliances wurden speziell fir den Einsatz in einem StorageGRID System entwickelt.
Einige Gerate kdnnen als Storage-Nodes verwendet werden. Andere Appliances kdnnen als Admin-Nodes
oder Gateway-Nodes verwendet werden. Die Appliance-Nodes kdnnen mit softwarebasierten Nodes
kombiniert oder vollstandig entwickelten Appliance-Grids ohne Abhangigkeiten von externen Hypervisoren,
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Storage- oder Computing-Hardware implementiert werden.
Im Folgenden erfahren Sie mehr tber die verfligbaren Appliances:
 "StorageGRID Appliance-Dokumentation”

* "NetApp Hardware Universe"

Softwarebasierte Nodes

Softwarebasierte Grid-Knoten kénnen als virtuelle VMware-Maschinen oder innerhalb von Container-Engines
auf einem Linux-Host bereitgestellt werden. Sehen "Installieren Sie StorageGRID auf softwarebasierten
Knoten" .

Verwenden Sie die "NetApp Interoperabilitats-Matrix-Tool (IMT)", um die unterstitzten Versionen zu
bestimmen.

StorageGRID Services

Nachfolgend finden Sie eine vollstandige Liste der StorageGRID Services.

Service Beschreibung Standort

Kontendienst-Forwarder Stellt eine Schnittstelle fiir den Load Load Balancer-Service auf
Balancer-Service bereit, Uber die der Admin-Nodes und Gateway-
Kontodienst auf Remote-Hosts abgefragt Nodes

werden kann, und informiert (iber Anderungen
bei der Konfiguration des Load Balancer-
Endpunkts am Load Balancer-Service.

ADC (Administrative Domain  Verwaltet Topologiedaten, bietet Mindestens drei Storage
Controller) Authentifizierungsservices und reagiert auf Nodes, die den ADC-Dienst
Anfragen aus den LDR- und CMN-Diensten.  an jedem Standort enthalten

AMS (Audit Management Uberwacht und protokolliert alle gepriiften Admin-Nodes
System) Systemereignisse und Transaktionen in einer

Textdatei.
Apache Tomcat Webserver flur Java-basierte Anwendungen.  Admin-Nodes
Avahi-Daemon Verarbeitet mDNS, das zur Namensauflésung Alle Nodes

und Diensterkennung innerhalb des lokalen
Netzwerks verwendet wird.

Cache-Dienst Lauft auf Load Balancer-Knoten (Gateway) Gateway-Nodes
und verwaltet einen lokalen Cache mit
Objektinhalten.

Cassandra Verwaltet die verteilte Datenbank flr Speicherknoten (aufder Nur-
Objektmetadaten. Daten)


https://docs.netapp.com/us-en/storagegrid-appliances/
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Service

Cassandra Reaper

Chunk-Service

CMN (Knoten fir die
Konfigurationsverwaltung)

DDS (Distributed Data Store)

DMV (Data Mover)

Dynamische IP (dynap)

Grafana

Hochverflgbarkeit

Identitat (idnt)

Lambda-Schiedsrichter

Load Balancer (nginx-gw)

LDR (Local Distribution
Router)

Beschreibung

Fuhrt automatische Reparaturen von

Objektmetadaten durch.

Verwaltet Erasure-codierte Daten und

Paritatsfragmente.

Management systemweiter Konfigurationen
und Grid-Aufgaben Jedes Grid hat einen

CMN-Dienst.

Schnittstellen zur Cassandra-Datenbank zum
Management von Objektmetadaten

Verschiebt Daten in Cloud-Endpunkte

Uberwacht das Raster auf dynamische IP-
Anderungen und aktualisiert lokale

Konfigurationen.

Wird fur die Darstellung von Kennzahlen im

Grid Manager verwendet.

Verwaltet virtuelle Hochverflgbarkeits-IPs auf

Knoten, die auf der Seite

»Hochverfligbarkeitsgruppen® konfiguriert
sind. Dieser Service wird auch als
.Keepalived Service" bezeichnet.

Verwaltet lokale Benutzer und Gruppen,

Authentifizierung und foderiert

Benutzeridentitaten aus LDAP und Active

Directory.

Verwalten von S3 Select SelectObjectContent

Requests.

Bietet Lastausgleich fiir S3-Datenverkehr von

Clients zu Storage-Nodes. Der

Lastverteilungsservice kann lber die
Konfigurationsseite Load Balancer Endpoints
konfiguriert werden. Dieser Service wird auch
als nginx-gw-Service bezeichnet.

Verwaltet die Speicherung und Ubertragung
von Inhalten innerhalb des Grids.

Standort

Storage-Nodes

Storage-Nodes

Priméarer Admin-Node

Storage-Nodes

Storage-Nodes

Alle Nodes

Admin-Nodes

Admin- und Gateway-Nodes

Storage-Nodes, die den ADC-
Dienst verwenden

Alle Nodes

Admin- und Gateway-Nodes

Storage-Nodes



Service

MISCd Information Service
Control Daemon

Nginx

nginx-gw Lastenausgleich

NMS (Network Management
System)

Knotenexporteur
(Prometheus-
Datensammlung)

ntp

Persistenz

Prometheus

RSM (Replicated State
Machine)

SSM (Server Status Monitor)

Server-Manager

Beschreibung

Stellt eine Schnittstelle zum Abfragen und
Managen von Services auf anderen Nodes
sowie zum Managen von
Umgebungskonfigurationen auf dem Node
bereit, beispielsweise zum Abfragen des
Status von Services, die auf anderen Nodes
ausgefuhrt werden.

Fungiert als Authentifizierungs- und sicherer
Kommunikationsmechanismus flr
verschiedene Grid Services (wie Prometheus
und Dynamic IP), der die Moglichkeit zur
Kommunikation mit Services auf anderen
Knoten Gber HTTPS-APIs ermdglicht.

Bietet Lastausgleich fiir S3-Datenverkehr von
Clients zu Storage-Nodes. Der
Lastverteilungsservice kann Uber die
Konfigurationsseite Load Balancer Endpoints
konfiguriert werden. Dieser Service wird auch
als nginx-gw-Service bezeichnet.

Gibt die Uberwachungs-, Berichterstellungs-
und Konfigurationsoptionen an, die Uber den
Grid Manager angezeigt werden.

Veroffentlicht Statistiken auf Systemebene fur
die Prometheus-Zeitreihenmetriksammlung.

Network Time Protocol (NTP)-Dienst.

Verwaltet Dateien auf dem Root-Laufwerk, die
Uber einen Neustart bestehen mussen.

Erfasst Zeitreihungskennzahlen von Services
auf allen Knoten.

Stellt sicher, dass
Plattformserviceanforderungen an die
jeweiligen Endpunkte gesendet werden.

Uberwacht Hardwarebedingungen und
Berichte an den NMS-Service.

Verwaltet StorageGRID -Dienste.

Standort
Alle Nodes

Alle Nodes

Admin- und Gateway-Nodes

Admin-Nodes

Alle Nodes

Alle Nodes

Alle Nodes

Admin-Nodes

Storage-Nodes, die den ADC-
Dienst verwenden

Auf jedem Grid-Node ist eine
Instanz vorhanden

Alle Nodes



Service Beschreibung Standort

SNMP-Agent Reagiert auf SNMP-Anfragen. Admin-Nodes

SNMP-Portverwaltungsdienst Verwaltet die dynamische Verwaltung von Alle Nodes
SNMP-Ports.

SSH (Secure Shell) Verwaltet sicheren Zugriff und Remote- Alle Nodes

Systemverwaltung.

SSM (Systemstatusmonitor)  Uberwacht Hardwarebedingungen und Alle Nodes
Berichte an den NMS-Service.

Statistik Zeichnet zusatzliche Metriken im Storage-Nodes
Zusammenhang mit S3-Buckets auf.

Trace Agent (Jaeger-Agent)  Empfangt und verarbeitet vom Trace-Collector Alle Nodes
(Jaeger-Collector) Ubermittelte Tracing-
Informationen.

Spurensammler (Jaeger- Fihrt eine Trace-Erfassung durch, um Admin-Nodes
Sammler) Informationen flr den technischen Support zu

sammeln. Der Trace Collector-Dienst

verwendet die Open-Source-Jaeger-Software.

Was ist ein StorageGRID Admin Node?

Admin Nodes stellen Managementservices wie Systemkonfiguration, Monitoring und
Protokollierung bereit. Admin-Nodes kénnen auch zum Lastausgleich flr S3-Client-Traffic
verwendet werden. Jedes Grid muss einen primaren Admin-Node haben und kann eine
beliebige Anzahl nicht primarer Admin-Nodes fur Redundanz aufweisen.

Unterschiede zwischen primaren und nicht primaren Admin-Nodes

Wenn Sie sich beim Grid Manager oder Tenant Manager anmelden, stellen Sie eine Verbindung zu einem
Admin-Knoten her. Sie kdnnen eine Verbindung zu jedem Admin-Knoten herstellen und jeder Admin-Knoten
zeigt eine ahnliche Ansicht des StorageGRID Systems an. Der primare Admin-Knoten bietet jedoch mehr
Funktionen als nicht-primare Admin-Knoten. Beispielsweise missen die meisten Wartungsvorgange vom
primaren Admin-Knoten aus durchgefiihrt werden.

In der Tabelle sind die Funktionen der primaren und nicht-primaren Admin-Nodes zusammengefasst.

Sorgen Primarer Admin-Node Nicht primarer Admin-
Node

Umfasst den AMS Service Ja. Ja.

Umfasst den CMIN Service Ja. Nein



Sorgen Primarer Admin-Node Nicht primarer Admin-

Node
Umfasst den NMS Service Ja. Ja.
Umfasst den Prometheus Service Ja. Ja.
Umfasst den SSM Service Ja. Ja.
Umfasst die Lastausgleich und Hochverfligbarkeit Ja. Ja.
Services
Unterstlitzung Management Application Program Ja. Ja.
Interface(Management-API)
Kann fir alle netzwerkbezogenen Wartungsaufgaben Ja. Nein
verwendet werden, z. B. fur die Anderung der IP-
Adresse und die Aktualisierung von NTP-Servern
Kann Wiederherstellungspaket herunterladen Ja. Ja.
EC-Neuverteilung nach der Storage-Node- Ja. Nein
Erweiterung moéglich
Kann fir die Wiederherstellung des Volumens Ja. Ja.
verwendet werden
Kann Protokolldateien und Systemdaten von einem Ja. Ja.
oder mehreren Nodes erfassen
Kann Speicher, Gateway und nicht primare Admin- Ja. Ja.
Knoten wiederherstellen
Kann den primaren Admin-Knoten wiederherstellen Ja. Nein
Sendet Warnmeldungen, AutoSupport-Pakete und Ja. Fungiert als Ja. Fungiert als Standby-
SNMP-Traps und informiert Bevorzugter Absender. Sender.

Administratorknoten des bevorzugten Absenders

Wenn lhre StorageGRID-Bereitstellung mehrere Administratorknoten umfasst, ist der primare
Administratorknoten der bevorzugte Absender flir Warnmeldungen, AutoSupport-Pakete und SNMP-Traps und
-Benachrichtigungen.

Im normalen Systembetrieb sendet nur der bevorzugte Absender Benachrichtigungen. Alle anderen Admin-
Knoten Gberwachen jedoch den bevorzugten Absender. Wenn ein Problem erkannt wird, fungieren andere
Admin-Knoten als Standby-Sender.

In diesen Fallen kdnnen mehrere Benachrichtigungen gesendet werden:



* Wenn Admin-Knoten voneinander ,islanded” werden, versuchen sowohl der bevorzugte Sender als auch
der Standby-Sender, Benachrichtigungen zu senden, und es kdnnen mehrere Kopien von
Benachrichtigungen empfangen werden.

* Wenn ein Standby-Absender Probleme mit dem bevorzugten Absender erkennt und mit dem Senden von
Benachrichtigungen beginnt, kann der bevorzugte Absender moglicherweise seine Fahigkeit zum Senden
von Benachrichtigungen wiedererlangen. In diesem Fall werden mdglicherweise doppelte
Benachrichtigungen gesendet. Der Standby-Absender stellt das Senden von Benachrichtigungen ein,
wenn er beim bevorzugten Absender keine Fehler mehr erkennt.

Wenn Sie AutoSupport-Pakete testen, senden alle Admin-Knoten den Test. Wenn Sie die
@ Warnbenachrichtigungen testen, missen Sie sich bei jedem Admin-Knoten anmelden, um
die Verbindung zu Gberprifen.

Primare Dienste fiir Admin-Nodes

Die folgende Tabelle zeigt die primaren Dienste fur Admin-Nodes. Diese Tabelle enthalt jedoch nicht alle Node-
Services.

Service Tastenfunktion
Audit Management System Verfolgt Systemaktivitaten und -Ereignisse.
(AMS)

Configuration Management Node Verwaltet die systemweite Konfiguration.

(CMN)
Hochverfiigbarkeit Verwaltet hochverfiigbare virtuelle IP-Adressen fir Gruppen von Admin-
Nodes und Gateway-Nodes.
Hinweis: dieser Service befindet sich auch auf Gateway Nodes.
Load Balancer Bietet Lastausgleich fur S3-Datenverkehr von Clients zu Storage-Nodes.
Hinweis: dieser Service befindet sich auch auf Gateway Nodes.
Management-Applikations- Verarbeitet Anforderungen aus der Grid-Management-API und der
Programmierschnittstelle Mandantenmanagement-API.

(Management-API)

Network Management System Bietet Funktionen fir den Grid Manager.
(NMS)
Prometheus Sammelt und speichert Zeitreihenmetriken von den Services auf allen
Knoten.
Server Status Monitor (SSM) Uberwachung des Betriebssystems und der zugrunde liegenden
Hardware



Was ist ein StorageGRID Storage Node?

Storage-Nodes managen und speichern Objektdaten und Metadaten. Storage-Nodes
umfassen die Services und Prozesse, die zum Speichern, Verschieben, Uberprifen und
Abrufen von Objektdaten und Metadaten auf der Festplatte erforderlich sind.

Jeder Standort im StorageGRID-System muss Gber mindestens drei Storage-Nodes verfiigen.

Typen von Storage-Nodes

Wahrend der Installation kdnnen Sie den Typ des Storage-Node auswahlen, den Sie installieren mdchten.
Diese Typen sind flr softwarebasierte Storage Nodes und Appliance-basierte Storage Nodes verfligbar, die die
Funktion unterstitzen:

» Storage-Node fiir Daten und Metadaten kombiniert

» Storage-Node nur fiir Metadaten

* Rein datenrein Storage-Node
Sie kénnen den Typ des Storage-Node in folgenden Situationen auswahlen:

* Bei der Erstinstallation eines Storage Node

* Wenn Sie wahrend der StorageGRID-Systemerweiterung einen Speicher-Node hinzufligen

Storage Node fiir Daten und Metadaten (kombiniert)

StandardmaRig werden auf allen neuen Storage-Nodes sowohl Objektdaten als auch Metadaten gespeichert.
Dieser Typ von Storage Node wird als Combined Storage Node bezeichnet.

Storage-Node nur fiir Metadaten

Die ausschlieRliche Verwendung eines Storage-Knotens fur Metadaten kann sinnvoll sein, wenn |hr Grid eine
sehr groRe Anzahl kleiner Objekte speichert. Die Installation von dedizierten Metadaten bietet ein besseres
Gleichgewicht zwischen dem fiir eine grofde Anzahl an kleinen Objekten erforderlichen Speicherplatz und dem
fur diese Objekte erforderlichen Speicherplatz. Darlber hinaus kénnen Storage-Nodes, die auf
hochperformanten Appliances gehostet werden, auf nur Metadaten ausgerichtet sind, die Performance
steigern.

Storage-Nodes, die nur Metadaten enthalten, erfiillen spezifische Hardwareanforderungen:
» Bei Verwendung von StorageGRID Appliances kénnen nur Nodes mit Metadaten auf SGF6112-Appliances

mit zwolf 1.9-TB- oder zwdlf 3.8-TB-Laufwerken konfiguriert werden.

 Bei der Verwendung von softwarebasierten Nodes missen die auf Metadaten auslaufenden Node-
Ressourcen mit den vorhandenen Storage-Nodes Ubereinstimmen. Beispiel:

o Wenn der bestehende StorageGRID Standort SG6000 oder SG6100 Appliances verwendet, missen
die rein softwarebasierten Nodes mit Metadaten die folgenden Mindestanforderungen erfillen:

= 128 GB RAM
= 8-Core-CPU
= 8 TB SSD oder aquivalenter Storage fir die Cassandra-Datenbank (rangedb/0)
> Wenn die vorhandene StorageGRID Site virtuelle Speicherknoten mit 24 GB RAM, 8-Kern-CPU und 3



TB oder 4 TB Metadatenspeicher verwendet, sollten die softwarebasierten Nur-Metadaten-Knoten
ahnliche Ressourcen verwenden (24 GB RAM, 8-Kern-CPU und 4 TB Metadatenspeicher (rangedb/0)).

» Beim Hinzufligen einer neuen StorageGRID -Site sollte die Gesamtmetadatenkapazitat der neuen Site
mindestens der vorhandener Sites entsprechen. Die Ressourcen an einem neuen Standort sollten mit den
Speicherknoten an vorhandenen Standorten Ubereinstimmen.

@ Obwohl reine Metadaten-Storage-Nodes S3-Client-Anforderungen enthalten LDR-Serviceund
verarbeiten kdnnen, erhéht sich die StorageGRID-Performance moglicherweise nicht.

Rein datenrein Storage-Node

Ein Storage-Node ausschlieRlich fiir Daten ist sinnvoll, wenn Ihre Storage-Nodes unterschiedliche
Performance-Merkmale aufweisen. Um beispielsweise die Performance potenziell zu steigern, kdnnen Sie
reine Daten-Storage-Nodes mit einer hohen Kapazitat und gleichzeitig hochperformante Storage-Nodes mit
Metadaten verwenden.

Darlber hinaus kénnen Sie mehr Metadatenkapazitat erhalten, indem Sie Knoten mit wenig RAM aus
Cassandra entfernen, wodurch sich das Metadatenkapazitatslimit pro Knoten erhoht. Weitere Informationen
finden Sie unter "Management von Objekt-Metadaten-Storage" .

Sie kénnen einen Storage Node konvertieren, der nicht dieADC-Dienst zu einem reinen Datenspeicherknoten.
Weitere Informationen finden Sie unter "Konvertieren eines Speicherknotens in einen Nur-Datenknoten" .

Erforderliche Speicherknoten pro Grid und pro Site

Beachten Sie bei der Auswahl der in lhrer Topologie zu verwendenden Speicherknoten, dass das Raster bzw.
jeder Standort im Raster Folgendes enthalten muss:

* Pro Site (in einem Single- oder Multi-Site-Raster): DreiADC Speicherknoten (kann eine beliebige
Kombination aus kombinierten und reinen Metadaten-Speicherknoten sein)

 Single-Site-Grid: Mindestens zwei Objektspeicherknoten (kann eine beliebige Kombination aus
kombinierten und Nur-Daten-Knoten sein)

» Multi-Site-Raster: Mindestens ein Objektspeicherknoten pro Site (kann entweder kombiniert oder nur fir
Daten sein)

Primare Services fiir Storage-Nodes

Die folgende Tabelle enthalt die primaren Services flir Storage-Nodes. In dieser Tabelle werden jedoch nicht
alle Node-Services aufgefihrt.

@ Einige Services, wie z. B. der ADC-Service und der RSM-Service, bestehen in der Regel nur auf
drei Storage-Nodes an jedem Standort.

Service Tastenfunktion

Konto (Konto) Management von Mandantenkonten.

Dieser Dienst wird nicht von reinen Datenspeicherknoten gehostet.


https://docs.netapp.com/de-de/storagegrid/admin/managing-object-metadata-storage.html
https://docs.netapp.com/de-de/storagegrid/maintain/convert-to-data-only-node.html

Service

Administrativer

Domaéanencontroller (ADC)

Cassandra

Cassandra Reaper

Chunk
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Tastenfunktion

Aufrechterhaltung der Topologie und Grid-Konfiguration
Dieser Dienst wird nicht von reinen Datenspeicherknoten gehostet.

Details

Der Dienst Administrative Domain Controller (ADC) authentifiziert Grid-
Knoten und ihre Verbindungen miteinander. Der ADC-Dienst wird auf
mindestens drei Storage Nodes an einem Standort gehostet.

Der ADC-Dienst verwaltet Topologiedaten, einschlieRlich Standort und
Verfligbarkeit von Diensten. Wenn ein Grid-Knoten Informationen von einem
anderen Grid-Knoten bendtigt oder eine Aktion von einem anderen Grid-
Knoten ausgefiuhrt werden muss, kontaktiert er einen ADC-Service, um den
besten Grid-Knoten fir die Bearbeitung seiner Anforderung zu finden.
Dariliber hinaus behalt der ADC-Service eine Kopie der
Konfigurationspakete der StorageGRID-Bereitstellung bei, sodass jeder
Grid-Node aktuelle Konfigurationsinformationen abrufen kann.

Zur Erleichterung von verteilten und isanded-Operationen synchronisiert
jeder ADC-Dienst Zertifikate, Konfigurationspakete und Informationen tber
Services und Topologie mit den anderen ADC-Diensten im StorageGRID-
System.

Im Allgemeinen unterhalten alle Rasterknoten eine Verbindung zu
mindestens einem ADC-Dienst. So wird sichergestellt, dass die Grid-Nodes
immer auf die neuesten Informationen zugreifen. Wenn sich Grid-Nodes
verbinden, werden die Zertifikate anderer Grid-Nodes zwischengespeichert,
sodass die Systeme mit bekannten Grid-Nodes weiterarbeiten kdnnen,
selbst wenn ein ADC-Dienst nicht verfligbar ist. Neue Grid-Knoten kénnen
nur Verbindungen Uber einen ADC-Dienst herstellen.

Durch die Verbindung jedes Grid-Knotens kann der ADC-Service
Topologiedaten erfassen. Die Informationen zu diesem Grid-Node umfassen
die CPU-Last, den verfligbaren Festplattenspeicher (wenn der Storage
vorhanden ist), unterstitzte Services und die Standort-ID des Grid-Node.
Andere Dienste fragen den ADC-Service nach Topologiedaten durch

Topologieabfragen. Der ADC-Dienst reagiert auf jede Abfrage mit den
neuesten Informationen, die vom StorageGRID-System empfangen wurden.

Speichert und sichert Objekt-Metadaten.

Dieser Dienst wird nicht von reinen Datenspeicherknoten gehostet.

FUhrt automatische Reparaturen von Objektmetadaten durch.

Dieser Dienst wird nicht von reinen Datenspeicherknoten gehostet.

Verwaltet Erasure-codierte Daten und Paritatsfragmente.



Service Tastenfunktion

Data Mover (dmv) Verschiebt Daten in Cloud-Storage-Pools

Verteilter Datenspeicher  Uberwacht Objekt-Metadaten-Storage
(DDS)
Details

Jeder Storage Node umfasst den Distributed Data Store (DDS)-Service.
Dieser Service ist mit der Cassandra-Datenbank verbunden, um
Hintergrundaufgaben fir die im StorageGRID-System gespeicherten
Objektmetadaten auszufihren.

Der DDS-Service verfolgt die Gesamtanzahl der im StorageGRID-System

aufgenommenen Objekte sowie die Gesamtanzahl der tber die
unterstitzten Schnittstellen (S3) des Systems aufgenommenen Objekte.

Identitat (idnt) Foderiert Benutzeridentitdten von LDAP und Active Directory

Dieser Dienst wird nicht von reinen Datenspeicherknoten gehostet.
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Service Tastenfunktion

Local Distribution Router Verarbeitet Protokollanfragen von Objekt-Storage und managt Objektdaten auf
(LDR) der Festplatte.

12



Service Tastenfunktion

Replicated State Machine Stellt sicher, dass Serviceanfragen der S3-Plattform an ihre jeweiligen Endpunkte
(RSM) gesendet werden.

Dieser Dienst wird nicht von reinen Datenspeicherknoten gehostet.

Server Status Monitor Uberwachung des Betriebssystems und der zugrunde liegenden Hardware
(SSM)

er LDR-Service Ubernimmt folgende Aufgaben

Was ist ein StorageGRID Gateway Node?

» Abfragen

Gateway-Nodes bieten eine dggizigsta Rehaitiatpligdisdard-astaysgieich, Uber die S3-
Client-Applikationen eine Ve[ggggm%ﬁ%ggeGRlD herstellen konnen. Load
Balancing maximiert die Geschwmdlgkelt und die Verbindungskapazitat, indem der
Workload auf mehrere Storage"i\ylooles erteilt wird. Gateway Nodes sind optional.

» Objektdatenlibertragung von einem anderen LDR-Service (Storage
Der StorageGRID Load Balancer wN@dgjf allen Admin-Nodes und allen Gateway Nodes angeboten. Sie
beendet die TLS-Beendigung von %Q@h@g&q&ﬂaqﬂgﬁg B f,flie Anforderungen und stellt neue sichere
Verbindungen zu den Storage-Nodes her. Der Load Balancer Service leitet Clients nahtlos an einen optimalen
Storage Node weiter, sodass der AGSKArQtkNisgbaigata!isogar eines ganzen Standorts transparent ist.

Sie konfigurieren einen oder mélfetdFoSeBinaRiEneigseskes-(bieidrspinieipiadridinat Wbl astokoll
(HTTPS oder HTTP) zu definieren, mit dem eingehende und ausgehende Client-Anfragen auf die Load
Balancer-Dienste auf Gateway- %&N&mqhsaes zugreifen. Der Load Balancer-Endpunkt definiert auRerdem
den Client-Typ (S3), den Bindungsberdusyomtdeplirgehdinb dtists peidssigeneddlfo8dertee Minddametiere. Siehe
"Uberlegungen zum Lastausgleichfeste Anzahl an Objektspeichern (auch Storage-Volumes genannt)
unterteilt. Jeder Objektspeicher ist ein separater Bereitstellungspunkt.

Bei Bedarf kdnnen Sie die Netzwerkschnittstellen mehrerer Gateway Nodes und Admin-Nodes in einer HA-
Gruppe (High Availability, Hochveriligb &kt gomipleserin \Wieemdii arlkifee otk tstel nid deh ek &ruppe
ausfallt, kann eine Backup-Schnittstehkediezirfédriidaomisrelicdd® pplikcfiomideatkric8jatie aldaValypred@
Hochverfligbarkeitsgruppen (High baaﬁhibiﬁa,t wirdiiBeHSpeichgrplalz ist im ersten Objektspeicher (Volume

0) fir Objekt-Metadaten in einer Cassandra-Datenbank reserviert. Fir

Primire Dienste fiir Gatevﬁ% erden alle verbleibenden Speicherplatz auf diesem Volume
verwendet. Alle anderen Objektspeichern werden ausschliellich fiir

In der folgenden Tabelle werden diePRKERBNEMRRIGH B4 NSRRI IFIIRIRD HHiBEP ERBIIe
werden jedoch nicht alle Node-Serl@ssiSufgettipgr Verfahren Fragmente gehdren.

Service Tastenfunktion
Cache-Dienst Verwaltet einen lokalen Cache mit Objektinhalten.
Hochverfligbarkeit Verwaltet hochverfligbare virtuelle IP-Adressen fur Gruppen von Admin-

Nodes und Gateway-Nodes.

Hinweis: dieser Service befindet sich auch auf Admin Nodes.

pdtlenodik, aie uper eine SCIIniustLele Zuit LurR-oervice veriugl.

Um Redundanz sicherzustellen und so vor Verlust zu schiitzen, werden
an jedem Standort drei Kopien von Objekt-Metadaten aufbewahrt. Diese
Replikation ist nicht konfigurierbar und wird automatisch ausgefihrt.
Weitere Informationen finden Sie unter "Management von Objeki-

Matadaten Ql‘r\rﬂnf\"
vicwalalcii-owiayc .
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https://docs.netapp.com/de-de/storagegrid/admin/managing-object-metadata-storage.html
https://docs.netapp.com/de-de/storagegrid/admin/managing-object-metadata-storage.html
https://docs.netapp.com/de-de/storagegrid/admin/managing-load-balancing.html
https://docs.netapp.com/de-de/storagegrid/admin/managing-high-availability-groups.html
https://docs.netapp.com/de-de/storagegrid/admin/managing-high-availability-groups.html

Service

Lastausgleich

Server Status Monitor (SSM)

14

Tastenfunktion

Ermoglicht Layer-7-Lastausgleich fur S3-Datenverkehr von Clients zu
Storage-Nodes. Dies ist der empfohlene Lastausgleichmechanismus.

Hinweis: dieser Service befindet sich auch auf Admin Nodes.

Uberwachung des Betriebssystems und der zugrunde liegenden
Hardware
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