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Hinzufugen von Storage-Volumes

Fugen Sie lhrem StorageGRID System Speichervolumes
hinzu.

Sie kdnnen die Speicherkapazitat von Speicherknoten erweitern, die unter der maximal
unterstltzten Anzahl von Volumes liegen. Moéglicherweise missen Sie Speichervolumes
zu mehr als einem Speicherknoten hinzufigen, um die ILM-Anforderungen fur replizierte
oder |6schcodierte Kopien zu erflllen.

Bevor Sie beginnen

Uberpriifen Sie vor dem Hinzufiigen von Speicher-Volumes die"Richtlinien zum Hinzufligen von
Objektkapazitat", um sicherzustellen, dass Sie wissen, wo Volumes hinzugefligt werden missen, um die
Anforderungen lhrer ILM-Richtlinie zu erflllen.

Diese Anweisungen gelten nur flr softwarebasierte Speicherknoten. Informationen zum

@ Hinzufligen von Speicher-Volumes zum SG6060 oder SG6160 finden Sie unter "Erweiterungs-
Shelf zu implementiertem SG6060 hinzufiigen" oder "Erweiterungs-Shelf zu implementiertem
SG6160 hinzufugen". Storage-Nodes anderer Appliances kdnnen nicht erweitert werden.

Uber diese Aufgabe

Der zugrunde liegende Storage eines Storage-Node wird in Storage-Volumes unterteilt. Storage Volumes sind
blockbasierte Storage-Gerate, die vom StorageGRID System formatiert und zum Speichern von Objekten
gemountet werden. Jeder Storage Node kann bis zu 48 Storage Volumes unterstltzen, die im Grid Manager
als Object Stores bezeichnet werden.

@ Objekt-Metadaten werden immer im Objektspeicher 0 gespeichert.

Jeder Objektspeicher wird auf einem Volume gemountet, das seiner ID entspricht. Der Objektspeicher mit der
ID 0000 entspricht beispielsweise dem /var/local/rangedb/0 Bereitstellungspunkt.

Bevor Sie neue Speicher-Volumes hinzufiigen, zeigen Sie mit Grid Manager die aktuellen Objektspeicher fir
jeden Storage-Node sowie die entsprechenden Mount-Punkte an. Diese Informationen kénnen Sie beim
Hinzufligen von Speicher-Volumes verwenden.

Schritte
1. Wahlen Sie Knoten > Site > Speicherknoten > Speicher.

2. Blattern Sie nach unten, um die verfiigbaren Speichermengen fiir jedes Volume und jeden Objektspeicher
anzuzeigen.

Bei Appliance-Storage-Nodes entspricht der weltweite Name jeder Festplatte der WWID (World-Wide
Identifier) des Volumes, die angezeigt wird, wenn Sie die Standard-Volume-Eigenschaften in SANtricity OS
(der mit dem Storage Controller der Appliance verbundenen Managementsoftware) anzeigen.

Um Ihnen bei der Auswertung von Datentrager-Lese- und Schreibstatistiken zu Volume-Mount-Punkten zu
helfen, entspricht der erste Teil des Namens, der in der Spalte Name der Tabelle Disk Devices (d. h. sdc,
sdd, sde usw.) in der Spalte Gerat der Tabelle Volumes angezeigt wird.
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Disk devices

Name @ = World Wide Name @ 2 I/Oload @ = Readrate @ = Writerate @ =
sdc(8:16,5db) N/A 0.05% 0 bytes/s 4KB/s
sde(8:48,5dd) N/A 0.00% 0 bytes/s 82 bytes/s
sdf(8:64,sde) N/A 0.00% 0 bytes/s 82 bytes/s
sdg(8:80,sdf) M/A 0.00% 0 bytes/s 82 bytes/s
sdd(8:32,sdc) N/A 0.00% 0 bytes/s 82 bytes/s
croot(8:1,5dal) N/A 0.04% 0 bytes/s 4 KB/s
cvloc(8:2,5da2) MN/A 0.95% 0 bytes/s 52 KB/s
Niisisiidiviiiiviiviaald?
Volumes
' R
Mount point @ = Device @ | = Status @ = Size @ = Available @ = Write cache status @ =
/ croot Online 21.00 GB 14.73GB 1l Unknown
Jvar/local cvloc Online B85.86 GB 80.94GE 1ls Unknown
/var/local/rangedb/0 sdc Online 107.32GB 107.17GB 1l Enabled
Jvar/local/rangedb/1 sdd Online 107.32GB 107.18GB il: Enabled
Jvar/local/rangedb/2 sde Online 107.32GB 107.18GB 1ls Enabled
/var/local/rangedb/3 sdf Online 107.32GB 107.18GE 1ls Enabled
Jvar/local/rangedb/4 sdg Online 107.32 GB 107.18GB 1l Enabled
| S
Object stores

DO =2 sSize@® = Available @ 2 Replicateddata @ = ECdata @ =2 Objectdata(%) @ = Health @ =

0000 107.32 GB 96.44GB 1l: 1.55MB il 0bytes 1ls 0.00% No Errors
0001 107.32GB 107.18GB 1l, 0 bytes 1l 0bytes 1l 0.00% No Errors
0002 107.32 GB 107.18GB 1l 0 bytes 1ls 0bytes 1l 0.00% No Errors
0003 107.32 GB 107.18GB ils 0 bytes ils 0bytes il 0.00% No Errors

0004 107.32 GB 107.18GB 1l: 0 bytes ils 0bytes 1ls 0.00% No Errors




3. Befolgen Sie die Anweisungen, mit denen lhre Plattform dem Storage-Node neue Storage Volumes
hinzufigen kann.

o "VMware: Hinzufligen von Storage Volumes zum Storage-Node"

o "Linux: Hinzufligen von Direct-Attached oder SAN-Volumes zu Storage Node"

Fugen Sie Speichervolumes zu VMware-Speicherknoten in
StorageGRID hinzu.

Wenn ein Speicherknoten weniger als 16 Speichervolumes umfasst, kbnnen Sie seine
Kapazitat erhdhen, indem Sie mithilfe von VMware vSphere Volumes hinzufugen.

Bevor Sie beginnen
+ Sie haben Zugriff auf die"Anweisungen zur Installation von StorageGRID fiir VMware-Bereitstellungen" .

* Sie haben die Passwords. txt Datei.

+ Sie haben "Bestimmte Zugriffsberechtigungen”.

Versuchen Sie nicht, Speicher-Volumes zu einem Speicher-Node hinzuzufiigen, wahrend ein
@ Softwareupgrade, ein Wiederherstellungsverfahren oder ein anderer Erweiterungsvorgang aktiv
ist.

Uber diese Aufgabe

Der Storage-Node ist flr kurze Zeit nicht verfligbar, wenn Sie Storage Volumes hinzufligen. Sie sollten dieses
Verfahren jeweils auf einem Storage-Knoten durchfiihren, um die Grid-Services fir Clients zu beeintrachtigen.

Schritte
1. Installieren Sie bei Bedarf neue Storage Hardware und erstellen Sie neue VMware Datenspeicher.

2. Flgen Sie eine oder mehrere Festplatten zur virtuellen Maschine als Speicher hinzu (Objektspeicher).

a. Offnen Sie den VMware vSphere Client.

b. Bearbeiten Sie die Einstellungen der virtuellen Maschine, um eine oder mehrere zusatzliche
Festplatten hinzuzuftigen.

Die Festplatten werden in der Regel als Virtual Machine Disks (VMDKs) konfiguriert. VMDKs werden
haufiger verwendet und sind einfacher zu managen. RDMs bieten dagegen eine bessere Performance flr
Workloads, die groRere ObjektgroRen verwenden (beispielsweise mehr als 100 MB). Weitere
Informationen Uber das Hinzufligen von Festplatten zu virtuellen Maschinen finden Sie in der
Dokumentation zu VMware vSphere.

3. Starten Sie die virtuelle Maschine neu, indem Sie im VMware vSphere Client die Option Restart Guest OS
verwenden oder den folgenden Befehl in einer ssh-Sitzung fur die virtuelle Maschine eingeben:sudo
reboot

@ Verwenden Sie nicht Power Off oder Reset, um die virtuelle Maschine neu zu starten.

4. Konfigurieren Sie den neuen Speicher fiir die Verwendung durch den Speicherknoten:

a. Melden Sie sich beim Grid-Node an:

i. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
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i. Geben Sie das in der Datei aufgefiihrte Passwort ein Passwords . txt.
il. Geben Sie den folgenden Befehl ein, um zu root zu wechseln: su -

Iv. Geben Sie das in der Datei aufgefiihrte Passwort ein Passwords.txt. Wenn Sie als root
angemeldet sind, wechselt die Eingabeaufforderung von $ zu #.

b. Konfiguration der neuen Storage Volumes:
sudo add rangedbs.rb
Dieses Skript sucht neue Speicher-Volumes und fordert Sie zur Formatierung auf.

c. Geben Sie y ein, um die Formatierung zu akzeptieren.

d. Wenn eines der Volumes zuvor formatiert wurde, entscheiden Sie, ob Sie sie neu formatieren mochten.
= Geben Sie * y* ein, um die Formatierung neu zu formatieren.
= Geben Sie n ein, um die Neuformatierung zu Uberspringen.

Das setup rangedbs. sh Skript wird automatisch ausgefuhrt.
5. Uberpriifen Sie, ob die Dienste richtig starten:
a. Eine Liste des Status aller Dienste auf dem Server anzeigen:
sudo storagegrid-status
Der Status wird automatisch aktualisiert.

a. Warten Sie, bis alle Dienste ausgefihrt oder verifiziert sind.

b. Statusbildschirm verlassen:
Ctrl+C

6. Vergewissern Sie sich, dass der Speicherknoten online ist:
a. Melden Sie sich mit einem beim Grid-Manager an"Unterstitzter Webbrowser".
b. Wahlen Sie Knoten > Speicherknoten > Aufgaben.

c. Wenn die Dropdown-Liste Speicherstatus auf ,Schreibgeschutzt* oder ,Offline” eingestellt ist, wahlen
Sie ,,Online“ aus.

d. Wahlen Sie Speichern.
7. Um die neuen Objektspeicher anzuzeigen, wahlen Sie Speicher.

8. Sehen Sie sich die Details in der Tabelle Volumes an.

Ergebnis
Sie kdnnen die erweiterte Kapazitat der Speicherknoten zum Speichern von Objektdaten verwenden.

Fugen Sie direkt angeschlossene oder SAN-Volumes zu
Linux-Speicherknoten in StorageGRID hinzu.

Wenn ein Speicherknoten weniger als 48 Speicher-Volumes umfasst, konnen Sie seine
Kapazitat erhdhen, indem Sie neue Block-Speichergerate hinzufligen, sie fur die Linux-
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Hosts sichtbar machen und die neuen Blockgerate-Zuordnungen zur StorageGRID-
Konfigurationsdatei hinzufugen, die fur den Speicherknoten verwendet wurde.

Bevor Sie beginnen
 Sie haben Zugriff auf die"Anweisungen zur Installation von StorageGRID" fur lhre Linux-Plattform.
* Sie haben die Passwords. txt Datei.

+ Sie haben "Bestimmte Zugriffsberechtigungen".

Versuchen Sie nicht, Speicher-Volumes zu einem Speicher-Node hinzuzufiigen, wahrend ein
@ Softwareupgrade, ein Wiederherstellungsverfahren oder ein anderer Erweiterungsvorgang aktiv
ist.

Uber diese Aufgabe

Der Storage-Node ist fir kurze Zeit nicht verfuigbar, wenn Sie Storage Volumes hinzufiigen. Sie sollten dieses
Verfahren jeweils auf einem Storage-Knoten durchfiihren, um die Grid-Services fur Clients zu beeintrachtigen.

Schritte
1. Installieren Sie die neue Speicherhardware.

Weitere Informationen finden Sie in der Dokumentation Ihres Hardware-Anbieters.

2. Erstellung neuer Block-Storage-Volumes der gewtinschten Grolie

o Schliel3en Sie die neuen Laufwerke an, und aktualisieren Sie die RAID-Controller-Konfiguration nach
Bedarf, oder weisen Sie die neuen SAN-LUNs auf den gemeinsam genutzten Speicher-Arrays zu, und
erlauben Sie dem Linux-Host, darauf zuzugreifen.

> VVerwenden Sie dasselbe persistente Benennungsschema, das Sie fir die Storage Volumes auf dem
vorhandenen Storage Node verwendet haben.

> Wenn Sie die Funktion StorageGRID-Node-Migration verwenden, machen Sie die neuen Volumes flr
andere Linux-Hosts sichtbar, die Migrationsziele fir diesen Storage-Node sind. Weitere Informationen
finden Sie in den Anweisungen zum Installieren von StorageGRID fur lhre Linux-Plattform.

3. Melden Sie sich beim Linux-Host an, der den Storage Node unterstitzt, als root oder mit einem Konto, das
Uber Sudo-Berechtigung verflgt.

4. Vergewissern Sie sich, dass die neuen Speicher-Volumes auf dem Linux-Host sichtbar sind.
Méglicherweise missen Sie nach Geraten erneut suchen.

5. Fuhren Sie den folgenden Befehl aus, um den Speicherknoten voribergehend zu deaktivieren:
sudo storagegrid node stop <node-name>

6. Bearbeiten Sie mit einem Texteditor wie Vim oder Pico die Node-Konfigurationsdatei fur den Storage Node,
die Sie unter finden /etc/storagegrid/nodes/<node-name>.conf.

7. Suchen Sie den Abschnitt der Node-Konfigurationsdatei, die die vorhandenen Objekt-Storage-Block-
Geratezuordnungen enthalt.

In dem Beispiel BLOCK_DEVICE RANGEDB 00 BLOCK DEVICE RANGEDB 03 sind die vorhandenen
Objekt-Storage-Block-Geratezuordnungen.
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NODE TYPE = VM Storage Node

ADMIN IP = 10.1.0.2

BLOCK DEVICE VAR LOCAL = /dev/mapper/sgws-snl-var-local
BLOCK_DEVICE RANGEDB 00 = /dev/mapper/sgws-snl-rangedb-0
BLOCK _DEVICE RANGEDB 01 = /dev/mapper/sgws-snl-rangedb-1
BLOCK _DEVICE RANGEDB 02 = /dev/mapper/sgws-snl-rangedb-2
BLOCK_DEVICE RANGEDB 03 = /dev/mapper/sgws-snl-rangedb-3
GRID NETWORK TARGET = bond0.1001

ADMIN NETWORK TARGET = bond0.1002

CLIENT NETWORK TARGET = bond0.1003

GRID NETWORK IP = 10.1.0.3

GRID NETWORK MASK = 255.255.255.0

GRID NETWORK GATEWAY = 10.1.0.1

8. Fugen Sie neue Objekt-Storage-Block-Geratezuordnungen hinzu, die den Block-Speicher-Volumes
entsprechen, die Sie fir diesen Storage-Node hinzugefiigt haben.

Stellen Sie sicher, dass Sie beim nachsten beginnen BLOCK_DEVICE RANGEDB_nn. Lassen Sie keine
Licke.

° Anhand des obigen Beispiels beginnen Sie bei BLOCK DEVICE RANGEDB 04.

> Im folgenden Beispiel wurden dem Knoten vier neue Blockspeicher-Volumes hinzugefiigt:
BLOCK DEVICE RANGEDB 04 Zu BLOCK DEVICE RANGEDB 07.

NODE TYPE = VM Storage Node

ADMIN TP = 10.1.0.2

BLOCK DEVICE VAR LOCAL = /dev/mapper/sgws-snl-var-local
BLOCK DEVICE RANGEDB 00 /dev/mapper/sgws—-snl-rangedb-0
BLOCK DEVICE RANGEDB 01 = /dev/mapper/sgws-snl-rangedb-1
BLOCK DEVICE RANGEDB 02 = /dev/mapper/sgws-snl-rangedb-2
BLOCK DEVICE RANGEDB 03 = /dev/mapper/sgws-snl-rangedb-3
BLOCK_DEVICE RANGEDB 04 = /dev/mapper/sgws-snl-rangedb-4
BLOCK_DEVICE RANGEDB 05 = /dev/mapper/sgws-snl-rangedb-5
BLOCK _DEVICE RANGEDB 06 = /dev/mapper/sgws-snl-rangedb-6
BLOCK _DEVICE RANGEDB 07 = /dev/mapper/sgws-snl-rangedb-7
GRID NETWORK TARGET = bond0.1001

ADMIN NETWORK TARGET = bond0.1002

CLIENT NETWORK TARGET = bond0.1003

GRID NETWORK IP = 10.1.0.3

GRID NETWORK MASK = 255.255.255.0

GRID NETWORK GATEWAY = 10.1.0.1

9. Fuhren Sie den folgenden Befehl aus, um Ihre Anderungen an der Node-Konfigurationsdatei fiir den
Storage Node zu validieren:

sudo storagegrid node validate <node-name>



Beheben Sie Fehler oder Warnungen, bevor Sie mit dem nachsten Schritt fortfahren.

Wenn Sie einen ahnlichen Fehler wie den folgenden feststellen, bedeutet dies, dass die
Node-Konfigurationsdatei versucht, das von verwendete Blockgerat <PURPOSE> dem im
Linux-Dateisystem angegebenen <path-name> zuzuordnen <node-name>, aber es gibt
keine gliltige Block-Device-Sonderdatei (oder Softlink zu einer Block-Device-Sonderdatei)
an diesem Speicherort.

®

Checking configuration file for node <node-name>..
ERROR: BLOCK DEVICE <PURPOSE> = <path-name>
<path-name> is not a valid block device

Vergewissern Sie sich, dass Sie die richtige eingegeben <path-name> haben.

10. Fuhren Sie den folgenden Befehl aus, um den Knoten mit den neuen Blockgeratzuordnungen neu zu
starten:

sudo storagegrid node start <node-name>

11. Melden Sie sich mit dem in der Datei angegebenen Passwort beim Storage Node als Administrator an
Passwords. txt.

12. Uberprifen Sie, ob die Dienste richtig starten:

a. Eine Liste des Status aller Dienste auf dem Server anzeigen:
sudo storagegrid-status

Der Status wird automatisch aktualisiert.

b. Warten Sie, bis alle Dienste ausgeflihrt oder verifiziert sind.

c. Statusbildschirm verlassen:
Ctrl+C
13. Konfigurieren Sie den neuen Speicher flr die Verwendung durch den Speicherknoten:
a. Konfiguration der neuen Storage Volumes:
sudo add rangedbs.rb
Dieses Skript sucht neue Speicher-Volumes und fordert Sie zur Formatierung auf.

b. Geben Sie y ein, um die Speicher-Volumes zu formatieren.

c. Wenn eines der Volumes zuvor formatiert wurde, entscheiden Sie, ob Sie sie neu formatieren mochten.
= Geben Sie * y* ein, um die Formatierung neu zu formatieren.
= Geben Sie n ein, um die Neuformatierung zu Uberspringen.

Das setup_rangedbs. sh Skript wird automatisch ausgefuhrt.

14. Uberprifen Sie, ob der Speicherstatus des Storage-Node online ist:



a. Melden Sie sich mit einem beim Grid-Manager an"Unterstitzter \Webbrowser".
b. Wahlen Sie Knoten > Speicherknoten > Aufgaben.

c. Wenn die Dropdown-Liste Speicherstatus auf ,Schreibgeschitzt* oder ,Offline” eingestellt ist, wahlen
Sie ,Online” aus.

d. Wahlen Sie Speichern.
15. Um die neuen Objektspeicher anzuzeigen, wahlen Sie Speicher.

16. Sehen Sie sich die Details in der Tabelle Volumes an.

Ergebnis
Sie kénnen jetzt die erweiterte Kapazitat der Speicherknoten zum Speichern von Objektdaten verwenden.
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