Host- und Middleware-Verfahren
StorageGRID software

NetApp
January 15, 2026

This PDF was generated from https://docs.netapp.com/de-de/storagegrid/maintain/linux-migrating-grid-
node-to-new-host.html on January 15, 2026. Always check docs.netapp.com for the latest.



Inhalt

Host- und Middleware-Verfahren
Linux: Migrieren des Grid-Node zu neuem Host
Knoten vom Quellhost exportieren
Knoten auf Zielhost importieren
Migrierten Knoten starten
VMware: Virtuelle Maschine flir automatischen Neustart konfigurieren



Host- und Middleware-Verfahren

Linux: Migrieren des Grid-Node zu neuem Host

Sie kdnnen einen oder mehrere StorageGRID-Knoten von einem Linux-Host (dem
source-Host) zu einem anderen Linux-Host (dem target-Host) migrieren, um die
Hostwartung durchzufiihren, ohne die Funktionalitat oder Verfligbarkeit lhres Grids zu
beeintrachtigen.

Angenommen, Sie mochten einen Node migrieren, um Patching und Neubooten des Betriebssystems
durchzuflihren.

Bevor Sie beginnen

« Sie haben lhre StorageGRID -Bereitstellung so geplant, dass sie Migrationsunterstitzung umfasst. Sehen
"Anforderungen fur die Container-Migration fir Nodes" .

* Der Zielhost ist bereits fir die Verwendung mit StorageGRID vorbereitet.
» Shared Storage wird fur alle Storage Volumes pro Node verwendet

* Netzwerkschnittstellen verfligen Gber konsistente Namen aller Hosts.

Fihren Sie in einer Produktionsimplementierung nicht mehr als einen Storage Node auf einem
einzelnen Host aus. Die Verwendung eines dedizierten Hosts fir jeden Speicherknoten stellt
eine isolierte Ausfalldomane zur Verfligung.

®

Andere Node-Typen, wie beispielsweise Admin-Nodes oder Gateway-Nodes, kénnen auf
demselben Host implementiert werden. Wenn Sie jedoch mehrere Nodes desselben Typs (z. B.
zwei Gateway-Nodes) haben, installieren Sie nicht alle Instanzen auf demselben Host.

Knoten vom Quellhost exportieren
Fahren Sie zunachst den Grid-Knoten herunter und exportieren Sie ihn vom Linux-Quellhost.

FUhren Sie die folgenden Befehle auf dem source Host aus.

Schritte
1. Abrufen des Status aller derzeit auf dem Quell-Host ausgeflihrten Nodes

sudo storagegrid node status all

Beispielausgabe:

Name Config-State Run-State
DC1-ADM1 Configured Running
DC1-ARC1 Configured Running
DC1-GW1l Configured Running
DC1-S1 Configured Running
DC1-S2 Configured Running
DC1-S3 Configured Running


https://docs.netapp.com/de-de/storagegrid/swnodes/node-container-migration-requirements.html

2. Geben Sie den Namen des Node an, den Sie migrieren mdchten, und beenden Sie ihn, wenn sein
Ausfiihrungsstatus ausgefihrt wird.

sudo storagegrid node stop DC1-S3
Beispielausgabe:
Stopping node DC1-S3
Waiting up to 630 seconds for node shutdown
3. Exportieren Sie den Knoten vom Quell-Host.
sudo storagegrid node export DC1l-S3
Beispielausgabe:
Finished exporting node DC1-S3 to /dev/mapper/sgws-dcl-s3-var-local.
Use 'storagegrid node import /dev/mapper/sgws-dcl-s3-var-local' if you
want to import it again.
4. Notieren Sie sich den import in der Ausgabe vorgeschlagenen Befehl.

Im nachsten Schritt fihren Sie diesen Befehl auf dem Zielhost aus.

Knoten auf Zielhost importieren

Nachdem Sie den Node vom Quellhost exportiert haben, importieren und validieren Sie den Node auf dem
Zielhost. Die Validierung bestatigt, dass der Knoten Zugriff auf denselben Block-Speicher und
Netzwerkschnittstellengerate hat, wie er auf dem Quell-Host hatte.

Flhren Sie die folgenden Befehle auf dem target Host aus.

Schritte
1. Importieren Sie den Knoten auf dem Zielhost.

sudo storagegrid node import /dev/mapper/sgws-dcl-s3-var-local
Beispielausgabe:
Finished importing node DC1-S3 from /dev/mapper/sgws-dcl-s3-var-local.
You should run 'storagegrid node validate DC1-S3'
2. Validieren der Node-Konfiguration auf dem neuen Host

sudo storagegrid node validate DC1-S3

Beispielausgabe:



Confirming existence of node DCl-S3... PASSED

Checking configuration file /etc/storagegrid/nodes/DC1-S3.conf for node
DC1-S3... PASSED

Checking for duplication of unique values... PASSED

3. Wenn Validierungsfehler auftreten, beheben Sie diese, bevor Sie den migrierten Knoten starten.

Informationen zur Fehlerbehebung finden Sie im StorageGRID"Installationsanweisungen” fur Ihr Linux-
Betriebssystem.

Migrierten Knoten starten

Nachdem Sie den migrierten Node validiert haben, starten Sie den Node, indem Sie einen Befehl auf dem
target Host ausfuhren.

Schritte
1. Starten Sie den Knoten auf dem neuen Host.

sudo storagegrid node start DC1-S3

2. Melden Sie sich beim Grid-Manager an, und Uberprifen Sie, ob der Status des Node griin ist, ohne dass
eine Warnmeldung ausgegeben wird.

Uberpriifen, ob der Status des Node griin lautet, stellt sicher, dass der migrierte Node

@ vollstandig neu gestartet und wieder dem Grid beigetreten ist. Wenn der Status nicht griin
lautet, migrieren Sie keine zusatzlichen Nodes, damit nicht mehr als ein Node auller Betrieb
ist.

3. Wenn Sie nicht auf den Grid Manager zugreifen kénnen, warten Sie 10 Minuten, und fiihren Sie den
folgenden Befehl aus:

sudo storagegrid node status node-name

Vergewissern Sie sich, dass der migrierte Node den Status ,Ausfihren® hat.

VMware: Virtuelle Maschine fur automatischen Neustart
konfigurieren

Wenn die virtuelle Maschine nach dem Neustart des VMware vSphere-Hypervisors nicht
neu gestartet wird, mussen Sie die virtuelle Maschine moglicherweise fur den
automatischen Neustart konfigurieren.

Fuhren Sie diese Schritte aus, wenn Sie bemerken, dass eine virtuelle Maschine nicht neu gestartet wird,
wahrend Sie einen Grid-Knoten wiederherstellen oder einen anderen Wartungsvorgang ausfiihren.

Schritte
1. Wahlen Sie in der VMware vSphere Client-Struktur die virtuelle Maschine aus, die nicht gestartet wurde.


../swnodes/index.html

2. Klicken Sie mit der rechten Maustaste auf die virtuelle Maschine, und wahlen Sie Einschalten.

3. Konfigurieren Sie den VMware vSphere Hypervisor, um die virtuelle Maschine in Zukunft automatisch neu
zu starten.
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