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Installation auf VMware planen und vorbereiten

Erforderliche Informationen und Materialien

Sammeln und bereiten Sie vor der Installation von StorageGRID die erforderlichen
Informationen und Materialien vor.

Erforderliche Informationen

Netzwerkplan

Welche Netzwerke Sie mit jedem StorageGRID-Node verbinden méchten. StorageGRID unterstiitzt
mehrere Netzwerke flr Trennung des Datenverkehrs, Sicherheit und administrativen Komfort.

Siehe StorageGRID "Netzwerkrichtlinien".

Netzwerkinformationen
IP-Adressen flur jeden Grid-Node und die IP-Adressen der DNS- und NTP-Server.

Server fiir Grid-Nodes

Ermitteln Sie eine Reihe von Servern (physische, virtuelle oder beides), die als Aggregat ausreichend
Ressourcen zur Unterstitzung der Anzahl und des Typs der zu implementierenden StorageGRID Nodes
bieten.

Wenn bei der StorageGRID-Installation keine StorageGRID Appliance (Hardware) Storage

@ Nodes verwendet werden, missen Sie Hardware-RAID-Storage mit batteriegestitztem
Schreib-Cache (BBWC) verwenden. StorageGRID unterstitzt die Verwendung von Virtual
Storage Area Networks (VSANSs), Software-RAID oder keinen RAID-Schutz.

Verwandte Informationen
"NetApp Interoperabilitats-Matrix-Tool"
Erforderliche Materialien

NetApp StorageGRID Lizenz
Sie bendtigen eine gliltige, digital signierte NetApp Lizenz.

@ Im StorageGRID-Installationsarchiv ist eine Lizenz enthalten, die nicht flr den Produktivbetrieb
vorgesehen ist und zum Testen sowie fir Proof of Concept Grids genutzt werden kann.

StorageGRID Installationsarchiv
"Laden Sie das StorageGRID-Installationsarchiv herunter, und extrahieren Sie die Dateien".

Service-Laptop
Das StorageGRID System wird iber einen Service-Laptop installiert.

Der Service-Laptop muss Folgendes haben:

* Netzwerkport
» SSH-Client (z. B. PuTTY)
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» "Unterstlutzter Webbrowser"

StorageGRID-Dokumentation

» "Versionshinweise"

* "Anweisungen fur die Administration von StorageGRID"

Laden Sie die StorageGRID Installationsdateien herunter

u

nd extrahieren Sie sie

Sie mussen die StorageGRID-Installationsarchive herunterladen und die Dateien
extrahieren. Optional kdnnen Sie die Dateien im Installationspaket manuell Gberprufen.

Schritte

1.
2.

Gehen Sie zum "NetApp Download-Seite fur StorageGRID".

Wahlen Sie die Schaltflache zum Herunterladen der neuesten Version, oder wahlen Sie eine andere
Version aus dem Dropdown-MenU aus und wahlen Sie Go.

3. Melden Sie sich mit Ihrem Benutzernamen und Passwort flr |hr NetApp Konto an.

Wenn eine Vorsichtshinweis/MustRead-Anweisung angezeigt wird, lesen Sie sie und aktivieren Sie das
Kontrollkastchen.

Nachdem Sie die StorageGRID Version installiert haben, missen Sie alle erforderlichen
@ Hotfixes anwenden. Weitere Informationen finden Sie im "Hotfix-Verfahren in der Recovery-
und Wartungsanleitung"

Lesen Sie die Endbenutzer-Lizenzvereinbarung, aktivieren Sie das Kontrollkdstchen und wahlen Sie dann
Akzeptieren und fortfahren aus.

Wahlen Sie in der Spalte Install StorageGRID das Installationsarchiv .tgz oder .zip fir VMware aus.
@ Verwenden Sie die . zip Datei, wenn Sie Windows auf dem Service-Laptop ausfuhren.

Speichern Sie das Installationsarchiv.
Wenn Sie das Installationsarchiv Gberprifen missen:

a. Laden Sie das Paket zur Uberpriifung der StorageGRID-Code-Signatur herunter. Der Dateiname flr
dieses Paket verwendet das Format StorageGRID <version-
number> Code Signature Verification Package.tar.gz, wobei <version-number> die
StorageGRID-Softwareversion ist.

b. Befolgen Sie die Schritte bis "Uberpriifen Sie die Installationsdateien manuell”.

. Extrahieren Sie die Dateien aus dem Installationsarchiv.
10.

Wabhlen Sie die gewlinschten Dateien aus.

Die bendtigten Dateien hangen von der geplanten Grid-Topologie und der Implementierung des
StorageGRID Systems ab.

@ Die in der Tabelle aufgefihrten Pfade beziehen sich auf das Verzeichnis der obersten Ebene,
das vom extrahierten Installationsarchiv installiert wird.
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Pfad und Dateiname

Tool zur Implementierung von Skripten

Beschreibung

Eine Textdatei, die alle in der StorageGRID-
Download-Datei enthaltenen Dateien beschreibt.

Eine kostenlose Lizenz, die keinen Support-Anspruch
auf das Produkt bietet.

Die Festplattendatei fir Virtual Machines, die als
Vorlage fur die Erstellung von Grid-Node-Virtual
Machines verwendet wird.

Die Datei Open Virtualization Format template (. ovf)
und Manifest file (.mf) zur Bereitstellung des
primaren Admin-Knotens.

Die Vorlagendatei (. ovf) und die Manifestdatei (. mf)
fur die Bereitstellung von nicht-primaren Admin-
Knoten.

Die Vorlagendatei (. ovf) und die Manifestdatei (.mf)
fur die Bereitstellung von Gateway-Knoten.

Die Vorlagendatei (. ovf) und Manifest-Datei (. mf)
fur die Bereitstellung von virtuellen Machine-basierten
Speicher-Nodes.

Beschreibung

Ein Bash Shell-Skript, das zur Automatisierung der
Implementierung virtueller Grid-Nodes verwendet
wird.

Eine Beispielkonfigurationsdatei fir die Verwendung
mit dem deploy-vsphere-ovftool.sh Skript.

Ein Python-Skript zur Automatisierung der
Konfiguration eines StorageGRID Systems.

Ein Python-Skript zur Automatisierung der
Konfiguration von StorageGRID Appliances

Ein Beispiel fur ein Python-Skript, mit dem Sie sich
bei der Grid Management APl anmelden konnen,
wenn Single Sign-On (SSO) aktiviert ist. Sie kdbnnen
dieses Skript auch fur die Ping Federate-Integration
verwenden.



Pfad und Dateiname

Beschreibung

Eine Beispielkonfigurationsdatei fir die Verwendung
mit dem configure-storagegrid.py Skript.

Eine leere Konfigurationsdatei zur Verwendung mit
dem configure-storagegrid.py Skript.

Ein Beispiel fur ein Python-Skript, mit dem Sie sich
bei der Grid Management APl anmelden kdnnen,
wenn Single Sign-On (SSO) mithilfe von Active
Directory oder Ping Federate aktiviert ist.

Ein Hilfsskript, das vom zugehdrigen Python-Skript
aufgerufen storagegrid-ssoauth-azure.py
wird, um SSO-Interaktionen mit Azure durchzuftihren.

API-Schemata fur StorageGRID:

Hinweis: Bevor Sie ein Upgrade durchfiihren, kdnnen
Sie diese Schemas verwenden, um zu bestatigen,
dass jeder Code, den Sie zur Verwendung von
StorageGRID Management APIs geschrieben haben,
mit der neuen StorageGRID-Version kompatibel ist,
wenn Sie keine StorageGRID-Umgebung aul3erhalb
der Produktionsumgebung fir Upgrade-
Kompatibilitatstests haben.

Manuelle Uberpriifung der Installationsdateien (optional)

Bei Bedarf konnen Sie die Dateien im StorageGRID-Installationsarchiv manuell

Uberprufen.

Bevor Sie beginnen

Sie haben "Verifikationspaket heruntergeladen” von der "NetApp Download-Seite fiir StorageGRID".

Schritte

1. Extrahieren Sie die Artefakte aus dem Verifizierungspaket:

tar -xf StorageGRID 11.9.0 Code Signature Verification Package.tar.gz

2. Stellen Sie sicher, dass diese Artefakte extrahiert wurden:

° Leaf-Zertifikat: Leaf-Cert.pem

° Zertifikatskette: CA-Int-Cert.pem
° Zeitstempelkette: TS-Cert.pem

° Prufsummendatei: sha256sum

° Prifsummensignatur: sha256sum.sig
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° Antwortdatei mit Zeitstempel: sha256sum.sig.tsr

. Uberpriifen Sie anhand der Kette, ob das Lamellenzertifikat gliltig ist.
Beispiel: openssl verify -CAfile CA-Int-Cert.pem Leaf-Cert.pem
Erwartete Ausgabe: Leaf-Cert.pem: OK

. Wenn Schritt 2 aufgrund eines abgelaufenen Leaf-Zertifikats fehlgeschlagen ist, verwenden Sie die tsr
Datei zur Uberpriifung.

Beispiel: openssl ts -CAfile CA-Int-Cert.pem -untrusted TS-Cert.pem -verify -data
sha256sum.sig -in sha256sum.sig.tsr

Erwartete Ausgabe beinhaltet: verification: OK

. Erstellen Sie eine Datei mit 6ffentlichem Schllssel aus dem Leaf-Zertifikat.

Beispiel: openssl x509 -pubkey -noout -in Leaf-Cert.pem > Leaf-Cert.pub
Erwartete Ausgabe: None

. Verwenden Sie den o&ffentlichen Schliissel, um die Datei gegen sha256sum.sig’zu iiberpriifen
“sha256sumn.

Beispiel: openssl dgst -sha256 -verify Leaf-Cert.pub -signature sha256sum.sig
sha256sum

Erwartete Ausgabe: Verified OK
. Uberpriifen Sie den sha256sum Dateiinhalt anhand neu erstellter Priifsummen.
Beispiel: sha256sum -c sha256sum

Erwartete Ausgabe: <filename>: OK
<filename> ist der Name der heruntergeladenen Archivdatei.

. "Fuhren Sie die verbleibenden Schritte aus" Um die entsprechenden Installationsdateien zu extrahieren
und auszuwahlen.

Softwareanforderungen fur VMware

Sie kdnnen eine virtuelle Maschine zum Hosten eines beliebigen Typs von StorageGRID-
Knoten verwenden. Fir jeden Grid-Node bendtigen Sie eine virtuelle Maschine.

VMware vSphere Hypervisor

Sie missen VMware vSphere Hypervisor auf einem vorbereiteten physischen Server installieren. Die
Hardware muss vor der Installation der VMware Software korrekt konfiguriert sein (einschlief3lich Firmware-
Versionen und BIOS-Einstellungen).

« Zur Unterstitzung des Netzwerkes fir das zu installierende StorageGRID-System konfigurieren Sie das
Netzwerk im Hypervisor nach Bedarf.



"Netzwerkrichtlinien"
« Stellen Sie sicher, dass der Datastore grof genug fur die virtuellen Maschinen und virtuellen Festplatten
ist, die zum Hosten der Grid-Nodes bendtigt werden.

* Wenn Sie mehr als einen Datenspeicher erstellen, benennen Sie jeden Datenspeicher. So kdnnen Sie bei
der Erstellung von Virtual Machines leicht ermitteln, welchen Datenspeicher fir die einzelnen Grid-Nodes
verwendet werden soll.

Konfigurationsanforderungen fur den ESX Host

Sie mussen das Network Time Protocol (NTP) auf jedem ESX-Host ordnungsgemaf
@ konfigurieren. Wenn die Host-Zeit falsch ist, kdnnen negative Auswirkungen, einschlieflich
Datenverlust, auftreten.

Konfigurationsanforderungen fiur VMware

Sie mussen VMware vSphere und vCenter vor der Bereitstellung von StorageGRID-Knoten installieren und
konfigurieren.

Informationen zu unterstitzten Versionen von VMware vSphere Hypervisor und VMware vCenter Server-
Software finden Sie im "NetApp Interoperabilitats-Matrix-Tool".

Die Schritte zur Installation dieser VMware-Produkte finden Sie in der VMware-Dokumentation.

CPU- und RAM-Anforderungen erfullt

Uberprifen und konfigurieren Sie vor dem Installieren der StorageGRID Software die
Hardware so, dass sie zur Unterstitzung des StorageGRID Systems bereit ist.

Jeder StorageGRID Node benétigt die folgenden Mindestanforderungen:

* CPU-Cores: 8 pro Node

* RAM: Abhangig vom gesamten verfligbharen RAM und der Anzahl der nicht-StorageGRID-Software, die auf
dem System ausgeflhrt wird

> Im Allgemeinen mindestens 24 GB pro Knoten und 2 bis 16 GB weniger als der gesamte System-RAM
> Mindestens 64 GB fir jeden Mandanten mit ca. 5,000 Buckets

Die Node-Ressourcen, die nur auf Softwarebasierten Metadaten basieren, miissen mit den vorhandenen
Storage-Nodes-Ressourcen Ubereinstimmen. Beispiel:

* Wenn der bestehende StorageGRID Standort SG6000 oder SG6100 Appliances verwendet, missen die
rein softwarebasierten Nodes mit Metadaten die folgenden Mindestanforderungen erfiillen:
> 128 GB RAM
> 8-Core-CPU
o 8 TB SSD oder aquivalenter Storage firr die Cassandra-Datenbank (rangedb/0)

» Wenn der bestehende StorageGRID-Standort virtuelle Storage-Nodes mit 24 GB RAM, 8 Kern-CPUs und 3
TB oder 4 TB Metadaten-Storage verwendet, sollten die rein softwarebasierten Metadaten-Nodes ahnliche
Ressourcen verwenden (24 GB RAM, 8 Kern-CPU und 4 TB Metadaten-Storage (rangedb/0).
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Beim Hinzufligen eines neuen StorageGRID Standorts sollte die Metadaten-Gesamtkapazitat des neuen
Standorts mindestens den vorhandenen StorageGRID Standorten entsprechen, und neue Standortressourcen
sollten den Storage-Nodes an den vorhandenen StorageGRID Standorten entsprechen.

VMware unterstltzt einen Node pro virtueller Maschine. Stellen Sie sicher, dass der StorageGRID-Knoten den
verfigbaren physischen Arbeitsspeicher nicht Giberschreitet. Jede virtuelle Maschine muss dem Ausfiihren von
StorageGRID zugewiesen sein.

Uberwachen Sie lhre CPU- und Arbeitsspeicherauslastung regelméaRig, um sicherzustellen,
dass diese Ressourcen lhre Workloads weiterhin erfiillen. Beispielsweise wirde eine
Verdoppelung der RAM- und CPU-Zuweisung fur virtuelle Storage-Nodes &hnliche Ressourcen
bereitstellen wie fir die StorageGRID Appliance-Nodes. Wenn die Menge der Metadaten pro

@ Node 500 GB Uberschreitet, sollten Sie dartiber hinaus den RAM pro Node auf 48 GB oder
mehr erhéhen. Informationen zum Management von Objekt-Metadaten-Storage, zum Erhéhen
der Einstellung flr reservierten Speicherplatz fir Metadaten und zum Monitoring der CPU- und
Arbeitsspeicherauslastung finden Sie in den Anweisungen fir "Administration”, "Monitoring"und
"Aktualisierung"StorageGRID.

Wenn Hyper-Threading auf den zugrunde liegenden physischen Hosts aktiviert ist, kdnnen Sie 8 virtuelle
Kerne (4 physische Kerne) pro Node bereitstellen. Wenn Hyperthreading auf den zugrunde liegenden
physischen Hosts nicht aktiviert ist, miissen Sie 8 physische Kerne pro Node bereitstellen.

Wenn Sie Virtual Machines als Hosts verwenden und die Grof3e und Anzahl der VMs kontrollieren kbnnen,
sollten Sie fur jeden StorageGRID Node eine einzelne VM verwenden und die GréRe der VM entsprechend
festlegen.

Siehe auch "Storage- und Performance-Anforderungen erfullt".

Storage- und Performance-Anforderungen erfulit

Sie mussen die Storage- und Performance-Anforderungen fur StorageGRID Nodes
kennen, die von Virtual Machines gehostet werden. So kénnen Sie ausreichend
Speicherplatz fur die anfangliche Konfiguration und die zuklnftige Storage-Erweiterung
bereitstellen.

Performance-Anforderungen erfullt

Die Performance des Betriebssystem-Volumes und des ersten Storage Volumes wirkt sich erheblich auf die
Gesamt-Performance des Systems aus. Vergewissern Sie sich, dass diese eine ausreichende Festplatten-
Performance in Bezug auf Latenz, IOPS (Input/Output Operations per Second) und Durchsatz bieten.

Fir alle StorageGRID Nodes ist das BS-Laufwerk und alle Storage Volumes ein Write Back-Caching aktiviert.
Der Cache muss sich auf einem geschutzten oder persistenten Medium befinden.

Anforderungen fir Virtual Machines, die NetApp ONTAP Storage nutzen

Wenn Sie einen StorageGRID-Knoten als Virtual Machine mit Speicher von einem NetApp ONTAP-System
bereitstellen, haben Sie bestatigt, dass fiur das Volume keine FabricPool-Tiering-Richtlinie aktiviert ist. Wenn
beispielsweise ein StorageGRID-Knoten als virtuelle Maschine auf einem VMware-Host ausgefihrt wird,
stellen Sie sicher, dass fiir das Volume, das den Datastore fir den Node sichert, keine FabricPool-Tiering-
Richtlinie aktiviert ist. Das Deaktivieren von FabricPool Tiering fiir Volumes, die in Verbindung mit
StorageGRID Nodes verwendet werden, vereinfacht die Fehlerbehebung und Storage-Vorgange.
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Verwenden Sie FabricPool niemals, um StorageGRID-bezogene Daten in das Tiering zurlick zu

@ StorageGRID selbst zu verschieben. Das Tiering von StorageGRID-Daten zurtick in die
StorageGRID verbessert die Fehlerbehebung und reduziert die Komplexitat von betrieblichen
Ablaufen.

Anzahl der erforderlichen Virtual Machines

Jeder StorageGRID Standort erfordert mindestens drei Storage-Nodes.

Storage-Anforderungen nach Node-Typ

In einer Produktionsumgebung mussen die virtuellen Maschinen fir StorageGRID-Nodes unterschiedliche
Anforderungen erfillen, abhéngig von den Node-Typen.

@ Disk Snapshots kénnen nicht zur Wiederherstellung von Grid Nodes verwendet werden. Lesen
Sie stattdessen die "Recovery von Grid Nodes" Verfahren fir jeden Node-Typ.

Node-Typ Storage
Admin-Node 100 GB LUN FUR OS

200 GB LUN fir Admin-Node-Tabellen

200 GB LUN fur Admin Node Audit-Protokoll

Storage-Node 100 GB LUN FUR OS
3 LUNSs flr jeden Speicherknoten auf diesem Host

Hinweis: Ein Speicherknoten kann 1 bis 16 Speicher-LUNs haben;
mindestens 3 Speicher-LUNs werden empfohlen.

Mindestgroflie pro LUN: 4 TB

Maximale getestete LUN-GroRRe: 39 TB.

Storage-Node (nur Metadaten) 100 GB LUN FUR OS
1 LUN
Mindestgrofie pro LUN: 4 TB
Maximale getestete LUN-GroRRe: 39 TB.

Hinweis: Nur ein Rangedb ist fir Metadaten-only Storage Nodes
erforderlich.

Gateway-Node 100 GB LUN FUR 0OS
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Je nach konfigurierter Audit-Ebene die GréRe der Benutzereingaben wie S3-
Objektschlisselname, Und wie viele Audit-Log-Daten Sie erhalten miissen, miissen Sie

@ moglicherweise die Grolte der Audit-Log-LUN auf jedem Admin-Node erhéhen.im Allgemeinen
generiert ein Grid ca. 1 KB Audit-Daten pro S3-Vorgang, Das heil3t, eine 200 GB LUN wurde 70
Millionen Operationen pro Tag oder 800 Operationen pro Sekunde fir zwei bis drei Tage
unterstutzen.

Storage-Anforderungen fiir Storage-Nodes

Ein softwarebasierter Speicherknoten kann 1 bis 16 Speichervolumes haben; 3 oder mehr Speichervolumes
werden empfohlen. Jedes Speichervolumen sollte mindestens 4 TB grof sein.

@ Ein Appliance-Speicherknoten kann auf3erdem Uber bis zu 48 Speichervolumes verfigen.

Wie in der Abbildung dargestellt, reserviert StorageGRID Speicherplatz fiir Objekt-Metadaten auf dem Storage
Volume 0 jedes Storage-Nodes. Alle verbleibenden Speicherplatz auf dem Storage-Volume 0 und anderen
Storage-Volumes im Storage-Node werden ausschlief3lich flir Objektdaten verwendet.

Storage Node

Volume 0 Volume 1 Volume 2 Volume n

Object
space

Object Object
space space

Reserved
metadata

space

Um Redundanz zu gewahrleisten und Objekt-Metadaten vor Verlust zu schiitzen, speichert StorageGRID drei
Kopien der Metadaten fir alle Objekte im System an jedem Standort. Die drei Kopien der Objektmetadaten
werden gleichmafig auf alle Storage-Nodes an jedem Standort verteilt.

Bei der Installation eines Grid mit metadatenreinen Storage-Nodes muss das Grid auch eine Mindestanzahl an
Nodes fiir Objekt-Storage enthalten. Weitere Informationen zu nur Metadaten-Storage-Nodes finden Sie
unter"Typen von Storage-Nodes".

* FUr ein Grid an einem Standort werden mindestens zwei Storage-Nodes fiur Objekte und Metadaten
konfiguriert.

» Bei einem Grid mit mehreren Standorten werden mindestens ein Storage Node pro Standort fir Objekte
und Metadaten konfiguriert.
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Wenn Sie Volume 0 eines neuen Storage-Node Speicherplatz zuweisen, missen Sie sicherstellen, dass fiir
den Anteil aller Objekt-Metadaten des Node ausreichend Speicherplatz vorhanden ist.

* Mindestens muissen Sie Volume 0 mindestens 4 TB zuweisen.

Wenn Sie nur ein Storage-Volume fiir einen Storage-Node verwenden und dem Volume
@ maximal 4 TB zuweisen, kann der Storage-Node beim Starten und Speichern von
Objektmetadaten in den schreibgeschitzten Storage-Status wechseln.

@ Wenn Sie Volume 0 weniger als 500 GB zuweisen (nur flr den nicht-produktiven Einsatz),
sind 10 % der Kapazitat des Speicher-Volumes flr Metadaten reserviert.

» Die Node-Ressourcen, die nur auf Softwarebasierten Metadaten basieren, miissen mit den vorhandenen
Storage-Nodes-Ressourcen Ubereinstimmen. Beispiel:

> Wenn der bestehende StorageGRID Standort SG6000 oder SG6100 Appliances verwendet, missen
die rein softwarebasierten Nodes mit Metadaten die folgenden Mindestanforderungen erfillen:

= 128 GB RAM
= 8-Core-CPU
= 8 TB SSD oder aquivalenter Storage fir die Cassandra-Datenbank (rangedb/0)

> Wenn der bestehende StorageGRID-Standort virtuelle Storage-Nodes mit 24 GB RAM, 8 Kern-CPUs
und 3 TB oder 4 TB Metadaten-Storage verwendet, sollten die rein softwarebasierten Metadaten-
Nodes ahnliche Ressourcen verwenden (24 GB RAM, 8 Kern-CPU und 4 TB Metadaten-Storage
(rangedb/0).

Beim Hinzufiigen eines neuen StorageGRID Standorts sollte die Metadaten-Gesamtkapazitat des
neuen Standorts mindestens den vorhandenen StorageGRID Standorten entsprechen, und neue
Standortressourcen sollten den Storage-Nodes an den vorhandenen StorageGRID Standorten
entsprechen.

* Wenn Sie ein neues System installieren (StorageGRID 11.6 oder héher) und jeder Speicherknoten
mindestens 128 GB RAM hat, weisen Sie Volume 0 mindestens 8 TB zu. Bei Verwendung eines grofieren
Werts fir Volume 0 kann der zulassige Speicherplatz fir Metadaten auf jedem Storage Node erhéht
werden.

» Verwenden Sie bei der Konfiguration verschiedener Storage-Nodes fur einen Standort, falls méglich, die
gleiche Einstellung fiir Volume 0. Wenn ein Standort Storage-Nodes unterschiedlicher Groflke enthalt,
bestimmt der Storage-Node mit dem kleinsten Volume 0 die Metadaten-Kapazitat dieses Standorts.

Weitere Informationen finden Sie unter "Management von Objekt-Metadaten-Storage".
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NetApp behalt sich das Recht vor, die hierin beschriebenen Produkte jederzeit und ohne Vorankindigung zu
andern. NetApp Ubernimmt keine Verantwortung oder Haftung, die sich aus der Verwendung der hier
beschriebenen Produkte ergibt, es sei denn, NetApp hat dem ausdrticklich in schriftlicher Form zugestimmit.
Die Verwendung oder der Erwerb dieses Produkts stellt keine Lizenzierung im Rahmen eines Patentrechts,
Markenrechts oder eines anderen Rechts an geistigem Eigentum von NetApp dar.

Das in diesem Dokument beschriebene Produkt kann durch ein oder mehrere US-amerikanische Patente,
auslandische Patente oder anhangige Patentanmeldungen geschutzt sein.

ERLAUTERUNG ZU ,RESTRICTED RIGHTS*: Nutzung, Vervielfaltigung oder Offenlegung durch die US-
Regierung unterliegt den Einschrankungen gemaf Unterabschnitt (b)(3) der Klausel ,Rights in Technical Data
— Noncommercial ltems* in DFARS 252.227-7013 (Februar 2014) und FAR 52.227-19 (Dezember 2007).

Die hierin enthaltenen Daten beziehen sich auf ein kommerzielles Produkt und/oder einen kommerziellen
Service (wie in FAR 2.101 definiert) und sind Eigentum von NetApp, Inc. Alle technischen Daten und die
Computersoftware von NetApp, die unter diesem Vertrag bereitgestellt werden, sind gewerblicher Natur und
wurden ausschlie3lich unter Verwendung privater Mittel entwickelt. Die US-Regierung besitzt eine nicht
ausschlieBliche, nicht Gbertragbare, nicht unterlizenzierbare, weltweite, limitierte unwiderrufliche Lizenz zur
Nutzung der Daten nur in Verbindung mit und zur Unterstitzung des Vertrags der US-Regierung, unter dem
die Daten bereitgestellt wurden. Sofern in den vorliegenden Bedingungen nicht anders angegeben, durfen die
Daten ohne vorherige schriftliche Genehmigung von NetApp, Inc. nicht verwendet, offengelegt, vervielfaltigt,
geandert, aufgefiihrt oder angezeigt werden. Die Lizenzrechte der US-Regierung fir das US-
Verteidigungsministerium sind auf die in DFARS-Klausel 252.227-7015(b) (Februar 2014) genannten Rechte
beschrankt.

Markeninformationen

NETAPP, das NETAPP Logo und die unter http://www.netapp.com/TM aufgefihrten Marken sind Marken von
NetApp, Inc. Andere Firmen und Produktnamen kénnen Marken der jeweiligen Eigentiimer sein.
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