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Management von Plattform-Services

Was sind Plattform-Services?

Zu den Plattform-Services zahlen die CloudMirror-Replizierung,
Ereignisbenachrichtigungen und der Such-Integrationsservice.

Wenn Sie Plattformservices fiir S3-Mandantenkonten aktivieren, missen Sie lhr Grid so konfigurieren, dass
Mandanten auf die externen Ressourcen zugreifen kénnen, die fiir die Nutzung dieser Services erforderlich
sind.

Plattformdienste werden nicht unterstitzt fir"Zweigeimer" .

Replizierung von CloudMirror

Der StorageGRID CloudMirror Replizierungsservice wird verwendet, um bestimmte Objekte aus einem
StorageGRID Bucket auf ein angegebenes externes Ziel zu spiegeln.

So koénnen Sie beispielsweise CloudMirror Replizierung verwenden, um spezifische Kundendaten in Amazon
S3 zu spiegeln und anschlieRend AWS Services fur Analysen |hrer Daten nutzen.

Die CloudMirror-Replizierung weist einige wichtige Ahnlichkeiten und Unterschiede zur Grid-libergreifenden
Replizierungsfunktion auf. Weitere Informationen finden Sie unter "Vergleichen Sie Grid-Replizierung und
CloudMirror Replizierung".

@ Die CloudMirror-Replikation wird nicht unterstitzt, wenn im Quell-Bucket die S3-Objektsperre
aktiviert ist.

Benachrichtigungen

Bucket-spezifische Ereignisbenachrichtigungen werden verwendet, um Benachrichtigungen Uber bestimmte an
Objekten ausgefiihrte Aktionen an einen angegebenen externen Kafka-Cluster, Webhook-Endpunkt oder
Amazon Simple Notification Service zu senden.

Beispielsweise kdnnen Sie Warnmeldungen so konfigurieren, dass sie an Administratoren Uber jedes Objekt,
das einem Bucket hinzugeflugt wurde, gesendet werden, wo die Objekte Protokolldateien darstellen, die mit
einem kritischen Systemereignis verbunden sind.

Obwohl die Ereignisbenachrichtigung fur einen Bucket konfiguriert werden kann, bei dem S3

@ Object Lock aktiviert ist, werden die S3 Object Lock Metadaten (einschlie3lich ,Aufbewahrung
bis Datum®“ und ,Legal Hold"“-Status) der Objekte in den Benachrichtigungsmeldungen nicht
enthalten.

Suchintegrations-Service

Uber den Suchintegrationsservice werden S3-Objektmetadaten an einen bestimmten Elasticsearch-Index
gesendet, wo die Metadaten Uber den externen Service durchsucht oder analysiert werden kénnen.

Sie konnten beispielsweise die Buckets konfigurieren, um S3 Objekt-Metadaten an einen Remote-
Elasticsearch-Service zu senden. Anschlielend kann Elasticsearch verwendet werden, um nach Buckets zu
suchen und um anspruchsvolle Analysen der Muster in den Objektmetadaten durchzuflihren.


../tenant/what-is-branch-bucket.html
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https://docs.netapp.com/de-de/storagegrid/admin/grid-federation-compare-cgr-to-cloudmirror.html

Die Elasticsearch-Integration kann auf einem Bucket konfiguriert werden, bei dem die S3-

@ Objektsperre aktiviert ist, aber die S3-Objektsperrmetadaten (einschlieRlich Aufbewahrung bis
Datum und Status der Aufbewahrung) der Objekte werden nicht in die Benachrichtigungen
einbezogen.

Dank Plattform-Services kbnnen Mandanten externe Storage-Ressourcen, Benachrichtigungsservices und
Such- oder Analyseservices flr ihre Daten nutzen. Da sich der Zielstandort fir Plattformservices in der Regel
aulderhalb lhrer StorageGRID-Implementierung befindet, missen Sie entscheiden, ob die Nutzung dieser
Services durch Mandanten gestattet werden soll. Wenn Sie dies tun, missen Sie die Verwendung von
Plattform-Services aktivieren, wenn Sie Mandantenkonten erstellen oder bearbeiten. Sie missen auch Ihr
Netzwerk so konfigurieren, dass die von Mandanten generierten Plattformservices Meldungen ihre Ziele
erreichen konnen.

Empfehlungen fiir die Nutzung von Plattform-Services
Vor der Verwendung von Plattform-Services sollten Sie sich der folgenden Empfehlungen bewusst sein:

* Wenn in einem S3-Bucket im StorageGRID System sowohl die Versionierung als auch die CloudMirror-
Replizierung aktiviert sind, sollten Sie fur den Zielendpunkt auch die S3-Bucket-Versionierung aktivieren.
So kann die CloudMirror-Replizierung ahnliche Objektversionen auf dem Endpunkt generieren.

« Sie sollten nicht mehr als 100 aktive Mandanten mit S3-Anfragen verwenden, die CloudMirror-
Replizierung, Benachrichtigungen und Suchintegration erfordern. Mehr als 100 aktive Mandanten kénnen
zu einer langsameren S3-Client-Performance flhren.

» Anforderungen an einen Endpunkt, die nicht abgeschlossen werden kdnnen, werden in die Warteschlange
fur maximal 500,000 Anfragen gestellt. Dieses Limit wird gleich von aktiven Mandanten gemeinsam
genutzt. Neue Mandanten durfen dieses Limit von 500,000 voriibergehend Uberschreiten, sodass neu
erstellte Mandanten nicht unfair bestraft werden.

Verwandte Informationen

* "Management von Plattform-Services"
+ "Konfigurieren Sie Speicher-Proxy-Einstellungen”

* "Monitoring von StorageGRID"

Netzwerk und Ports fur Plattformservices

Wenn ein S3-Mandant Plattformservices verwendet, mussen Sie das Netzwerk fur das
Grid konfigurieren, um sicherzustellen, dass Plattformservices-Meldungen an seine Ziele
gesendet werden konnen.

Sie kénnen Plattformservices fir ein S3-Mandantenkonto aktivieren, wenn Sie das Mandantenkonto erstellen
oder aktualisieren. Wenn Plattformservices aktiviert sind, kann der Mandant Endpunkte erstellen, die als Ziel
fur die CloudMirror-Replizierung, Ereignisbenachrichtigungen oder Integrationsmeldungen aus seinen S3-
Buckets dienen. Diese Plattform-Services-Meldungen werden von Storage-Nodes gesendet, die den ADC-
Service an die Ziel-Endpunkte ausfiihren.

Beispielsweise kdnnen Mandanten die folgenden Typen von Ziel-Endpunkten konfigurieren:

* Ein lokal gehostetes Elasticsearch-Cluster ausfiihren

* Eine lokale Anwendung, die den Empfang von Amazon Simple Notification Service-Nachrichten unterstitzt


https://docs.netapp.com/de-de/storagegrid/tenant/what-platform-services-are.html
https://docs.netapp.com/de-de/storagegrid/admin/configuring-storage-proxy-settings.html
https://docs.netapp.com/de-de/storagegrid/monitor/index.html

* Ein lokal gehosteter Kafka-Cluster
 Ein externer oder lokal gehosteter Webhook-Endpunkt, der HTTP-POST-Benachrichtigungsanforderungen
unterstutzt.

Dieser Endpunkt kann auf verschiedenen Webservern, Frameworks oder Datenverarbeitungstools wie
Fluentd gehostet werden.
* Ein lokal gehosteter S3-Bucket auf derselben oder einer anderen Instanz von StorageGRID
» Einem externen Endpunkt wie einem Endpunkt auf Amazon Web Services
Um sicherzustellen, dass Meldungen von Plattformservices bereitgestellt werden kénnen, missen Sie das
Netzwerk oder die Netzwerke mit den ADC-Speicherknoten konfigurieren. Sie missen sicherstellen, dass die

folgenden Ports zum Senden von Plattformservices-Meldungen an die Ziel-Endpunkte verwendet werden
kdénnen.

Standardmafig werden Plattform-Services-Meldungen an die folgenden Ports gesendet:

+ 80: Fir Endpunkt-URIs, die mit http beginnen (die meisten Endpunkte)
* 443: Fir Endpunkt-URIs, die mit https beginnen (die meisten Endpunkte)
* 9092: Fur Endpunkt-URIs, die mit http oder https beginnen (nur Kafka-Endpunkte)

Mandanten kénnen bei der Erstellung oder Bearbeitung eines Endpunkts einen anderen Port angeben.

Wenn eine StorageGRID-Bereitstellung als Ziel fur die CloudMirror-Replikation verwendet wird,

@ kénnen Replikationsmeldungen auf einem anderen Port als 80 oder 443 empfangen werden.
Vergewissern Sie sich, dass der von der Ziel-StorageGRID-Implementierung fir S3 verwendete
Port im Endpunkt angegeben ist.

Wenn Sie einen nicht transparenten Proxy-Server verwenden, missen Sie auch "Konfigurieren Sie Speicher-
Proxy-Einstellungen"zulassen, dass Nachrichten an externe Endpunkte wie z. B. einen Endpunkt im Internet
gesendet werden.

Verwandte Informationen
"WVerwenden Sie ein Mandantenkonto"

Bereitstellung von Plattform-Services am Standort
Alle Vorgange von Plattform-Services werden am Standort durchgefuhrt.
Wenn ein Mandant einen Client verwendet, um einen S3 API Create-Vorgang fiir ein Objekt durch eine

Verbindung zu einem Gateway-Node an Datacenter Standort 1 durchzuflihren, wird die Benachrichtigung ber
diese Aktion von Datacenter Standort 1 ausgeldst und gesendet.

Wenn der Client anschliel3end einen S3-API-Loschvorgang auf demselben Objekt von Data Center Site 2 aus
durchfuhrt, wird die Benachrichtigung Uber die Loschaktion ausgeldst und von Data Center Site 2 gesendet.


https://docs.netapp.com/de-de/storagegrid/admin/configuring-storage-proxy-settings.html
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Stellen Sie sicher, dass das Netzwerk an jedem Standort so konfiguriert ist, dass Plattformdienste-Meldungen
an ihre Ziele gesendet werden kénnen.

Fehlerbehebung bei Plattform-Services

Die in Plattform-Services verwendeten Endpunkte werden von Mandantenbenutzern im
Mandanten-Manager erstellt und gewartet. Falls jedoch Probleme bei der Konfiguration
oder Verwendung von Plattformservices bei einem Mandanten auftreten, kdnnen Sie das
Problem mithilfe des Grid Manager beheben.

Probleme mit neuen Endpunkten

Bevor ein Mandant Plattform-Services nutzen kann, muss er mithilfe des Mandanten-Manager einen oder
mehrere Endpunkte erstellen. Jeder Endpunkt ist ein externes Ziel fir einen Plattformservice, z. B. einen
StorageGRID S3-Bucket, einen Amazon Web Services-Bucket, ein Thema ,Amazon Simple Notification
Service®, ein Kafka-Thema oder ein Elasticsearch-Cluster, das lokal oder in AWS gehostet wird. Jeder
Endpunkt umfasst sowohl den Standort der externen Ressource als auch die fiir den Zugriff auf diese
Ressource erforderlichen Zugangsdaten.

Wenn ein Mandant einen Endpunkt erstellt, Gberprift das StorageGRID System, ob der Endpunkt vorhanden



ist und ob er mit den angegebenen Zugangsdaten erreicht werden kann. Die Verbindung zum Endpunkt wird
von einem Node an jedem Standort validiert.

Wenn die Endpoint-Validierung fehlschlagt, erklart eine Fehlermeldung, warum die Endpoint-Validierung
fehlgeschlagen ist. Der Mandantenbenutzer sollte das Problem I6sen, und versuchen Sie dann erneut, den
Endpunkt zu erstellen.

@ Die Erstellung von Endpunkten schlagt fehl, wenn Plattformdienste fir das Mandantenkonto
nicht aktiviert sind.

Probleme mit vorhandenen Endpunkten

Wenn ein Fehler auftritt, wenn StorageGRID versucht, einen vorhandenen Endpunkt zu erreichen, wird im
Mandantenmanager eine Meldung auf dem Dashboard angezeigt.

g One or more endpoints have experienced an error and might not be functioning properly. Go to the Endpoints page to view
the error details. The last error occurred 2 hours ago.

Mandantenbenutzer kénnen auf der Seite Endpunkte die aktuellste Fehlermeldung fir jeden Endpunkt lesen
und herausfinden, wie lange der Fehler bereits aufgetreten ist. Die Spalte Letzter Fehler zeigt die aktuellste
Fehlermeldung fir jeden Endpunkt an und gibt an, wie lange der Fehler aufgetreten ist. Fehler, die das Symbol

enthalten@, traten innerhalb der letzten 7 Tage auf.

Platform services endpoints

A platform services endpoint stores the information StorageGRID needs to use an external resource as a target for a platform service (CloudMirror
replication, notifications, or search integration). You must configure an endpoint for each platform service you plan to use.

9 One or more endpoints have experienced an error, Select the endpoint for more details about the error. Meanwhile, the platform service request will be retried automatically.

5 endpoints Create endpoint

Display name @ % Lasterror @ = Type ® =+ URI® = URN@ =

my-endpoint-2 0 2 hours ago Search http://10.96.104.30:9200 urn:sgws:es:::mydomain/sveloso/_doc
my-endpoint-3 0 3days ago Notifications http://10.96.104.202:8080/ arn:aws:sns:us-west-2::examplel
my-endpoint-5 12 days ago Motifications http://10.96.104.202:8080/ arn:aws:sns:us-west-2::example3
my-endpoint-4 Notifications http://10.96.104.202:3080/ arn:aws:sns:us-west-2:example2
my-endpoint-1 53 Bucket http://10.96.104.167:10443 urn:sgws:s3::bucketl




Einige Fehlermeldungen in der Spalte Letzter Fehler kdnnen eine LOGID in Klammern
enthalten. Ein Grid-Administrator oder technischer Support kann diese ID verwenden, um
ausflhrlichere Informationen Gber den Fehler im bycast.log zu finden.

Probleme im Zusammenhang mit Proxy-Servern

Wenn Sie eine"Storage-Proxy" zwischen Speicherknoten und Plattformdienst-Endpunkten kénnen Fehler
auftreten, wenn lhr Proxydienst keine Nachrichten von StorageGRID zulasst. Um diese Probleme zu beheben,
Uberprifen Sie die Einstellungen Ihres Proxyservers, um sicherzustellen, dass plattformdienstbezogene
Nachrichten nicht blockiert werden.

Ermitteln Sie, ob ein Fehler aufgetreten ist

Wenn in den letzten 7 Tagen Endpunktfehler aufgetreten sind, zeigt das Dashboard im Tenant Manager eine
Warnmeldung an. Sie kénnen die Seite Endpoints aufrufen, um weitere Details Gber den Fehler zu sehen.

Client-Betrieb schlagt fehl

Einige Probleme bei Plattform-Services kdnnen zum Ausfall von Client-Operationen auf dem S3-Bucket
fuhren. Beispielsweise schlagt der S3-Client-Betrieb fehl, wenn der interne RSM-Service (Replicated State
Machine) ausfallt oder es zu viele Plattformservices-Nachrichten in Warteschlange fur die Lieferung gibt.

So Uberpriifen Sie den Status der Dienste:

1. Wahlen Sie Knoten > Site > Speicherknoten > Ubersicht.
2. Suchen Sie in der Warnungstabelle nach aktiven Warnungen.

3. Losen Sie alle aktiven Warnungen. Wenden Sie sich bei Bedarf an den technischen Support.

Behebbare und nicht wiederherstellbare Endpunktfehler

Nach der Erstellung von Endpunkten kénnen Fehler bei Plattformservice-Anfragen aus verschiedenen
Griinden auftreten. Einige Fehler lassen sich durch Benutzereingriffe wiederherstellen. Beispielsweise kdnnen
behebbare Fehler aus den folgenden Griinden auftreten:

* Die Anmeldedaten des Benutzers wurden geléscht oder abgelaufen.
* Der Ziel-Bucket existiert nicht.

» Die Benachrichtigung kann nicht zugestellt werden.

Wenn bei StorageGRID ein wiederherstellbarer Fehler auftritt, wird die Serviceanfrage fur die Plattform erneut
versucht, bis sie erfolgreich ist.

Andere Fehler sind nicht behebbar. Nicht behebbare Fehler kénnen beispielsweise aus folgenden Griinden
auftreten:

* Der Endpunkt wird geldscht.

* Ein Webhook-Endpunktziel antwortet auf eine Benachrichtigungsanforderung mit einem 400 Bad
Request Fehler.

Wenn bei StorageGRID ein nicht behebbarer Endpunktfehler auftritt:

* Rufen Sie im Grid Manager Support > Tools > Metrics > Grafana > Platform Services Overview auf,


configuring-storage-proxy-settings.html

um Fehlerdetails anzuzeigen.

* Gehen Sie im Tenant Manager zu STORAGE (S3) > Platform Services Endpoints, um die Fehlerdetails
anzuzeigen.

* Prifen Sie die /var/local/log/bycast-err.log auf zugehdrige Fehler. Storage-Nodes mit dem
ADC-Dienst enthalten diese Protokolldatei.

Nachrichten zu Plattform-Services konnen nicht bereitgestellt werden

Wenn beim Ziel ein Problem auftritt, das die Annahme von Plattformdienstnachrichten verhindert, ist der
Clientvorgang fiir den Bucket zwar erfolgreich, die Plattformdienstnachricht wird jedoch nicht zugestellt. Dieser
Fehler kann beispielsweise auftreten, wenn die Anmeldeinformationen am Ziel aktualisiert werden, sodass
StorageGRID sich nicht mehr beim Zieldienst authentifizieren kann.

Prifen Sie, ob entsprechende Warnmeldungen vorhanden sind.

Langsamere Performance fur Plattform-Service-Anfragen

StorageGRID kann eingehende S3-Anfragen fiir einen Bucket drosseln, wenn die Rate, mit der die
Anforderungen gesendet werden, die Rate Ubersteigt, mit der der Zielendpunkt die Anforderungen empfangen
kann. Eine Drosselung tritt nur auf, wenn ein Rickstand von Anfragen besteht, die auf den Zielendpunkt
warten.

Der einzige sichtbare Effekt besteht darin, dass die eingehenden S3-Anforderungen langer in Anspruch
nehmen. Wenn Sie die Performance deutlich schlechter erkennen, sollten Sie die Aufnahmerate reduzieren
oder einen Endpunkt mit hdherer Kapazitat verwenden. Falls der Riickstand von Anforderungen weiterhin
wachst, scheitern Client-S3-Vorgange (wie Z. B. PUT-Anforderungen) letztendlich.

CloudMirror-Anforderungen sind wahrscheinlicher von der Performance des Zielendpunkts betroffen, da diese
Anfragen in der Regel mehr Datentransfer beinhalten als Anfragen zur Suchintegration oder
Ereignisbenachrichtigung.

Plattformdienstanfragen schlagen fehl
So zeigen Sie die Ausfallrate der Anfrage fur Plattformdienste an:

1. Wahlen Sie Knoten aus.
2. Wahlen Sie site > Platform Services.

3. Zeigen Sie das Diagramm Fehlerrate anfordern an.
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Plattformdienste — Warnung nicht verfugbar

Die Warnmeldung Platform Services nicht verfiigbar zeigt an, dass an einem Standort keine
Plattformservicevorgange ausgeflihrt werden kénnen, da zu wenige Speicherknoten mit dem RSM-Dienst
ausgefuhrt oder verfigbar sind.

Der RSM-Dienst stellt sicher, dass Plattformserviceanforderungen an die jeweiligen Endpunkte gesendet
werden.

Um diese Warnmeldung zu beheben, legen Sie fest, welche Speicherknoten am Standort den RSM-Service
enthalten. (Der RSM-Dienst ist auf Storage Nodes vorhanden, die auch den ADC-Dienst enthalten.) Stellen Sie
dann sicher, dass eine einfache Mehrheit dieser Storage-Nodes ausgefihrt und verflgbar ist.



@ Wenn mehr als ein Speicherknoten, der den RSM-Dienst enthalt, an einem Standort ausfallt,
verlieren Sie alle ausstehenden Plattformserviceanforderungen fir diesen Standort.
Zusatzliche Anleitung zur Fehlerbehebung fiir Endpunkte von Plattformservices

Weitere Informationen finden Sie unter Verwenden Sie ein Mandantenkonto » Troubleshooting der
Endpunkte fiir Plattformservices.

Verwandte Informationen
"Fehlerbehebung fir das StorageGRID-System"


https://docs.netapp.com/de-de/storagegrid/tenant/troubleshooting-platform-services-endpoint-errors.html
https://docs.netapp.com/de-de/storagegrid/tenant/troubleshooting-platform-services-endpoint-errors.html
https://docs.netapp.com/de-de/storagegrid/tenant/troubleshooting-platform-services-endpoint-errors.html
https://docs.netapp.com/de-de/storagegrid/tenant/troubleshooting-platform-services-endpoint-errors.html
https://docs.netapp.com/de-de/storagegrid/troubleshoot/index.html
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