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Netzwerke und Verbindungen verwalten

Netzwerkeinstellungen konfigurieren

Sie kdnnen verschiedene Netzwerkeinstellungen vom Grid Manager konfigurieren, um
den Betrieb Ihres StorageGRID Systems zu optimieren.

Konfigurieren Sie die VLAN-Schnittstellen

"Erstellung von Virtual LAN-Schnittstellen (VLAN"Isolieren und partitionieren Sie den Datenverkehr fir
Sicherheit, Flexibilitat und Performance. Jede VLAN-Schnittstelle ist einer oder mehreren tUbergeordneten
Schnittstellen auf Admin-Nodes und Gateway-Nodes zugeordnet. Die VLAN-Schnittstellen kdnnen in HA-
Gruppen und in Load Balancer Endpunkten eingesetzt werden, um den Client- oder Admin-Datenverkehr nach
Applikation oder Mandanten zu trennen.

Richtlinien fur die Verkehrsklassifizierung

Sie kénnen "Richtlinien zur Verkehrsklassifizierung"verschiedene Arten von Netzwerkverkehr identifizieren und
verarbeiten, einschlieRlich des Datenverkehrs in Bezug auf bestimmte Buckets, Mandanten, Client-Subnetze
oder Load-Balancer-Endpunkte. Diese Richtlinien unterstitzen die Begrenzung und das Monitoring des
Datenverkehrs.

Richtlinien fur StorageGRID-Netzwerke

Mit dem Grid Manager konnen Sie StorageGRID-Netzwerke und -Verbindungen
konfigurieren und verwalten.

Informationen zum Verbinden von S3-Clients finden Sie unter"S3-Client-Verbindungen konfigurieren".

Standard-StorageGRID-Netzwerke

StandardmaRig unterstitzt StorageGRID drei Netzwerkschnittstellen pro Grid Node. So kénnen Sie das
Netzwerk fur jeden einzelnen Grid Node so konfigurieren, dass er lhren Sicherheits- und Zugriffsanforderungen
entspricht.

Weitere Informationen zur Netzwerktopologie finden Sie unter "Netzwerkrichtlinien".

Grid-Netzwerk

Erforderlich. Das Grid-Netzwerk wird fur den gesamten internen StorageGRID-Datenverkehr verwendet. Das
System bietet Konnektivitat zwischen allen Nodes im Grid und allen Standorten und Subnetzen.

Admin-Netzwerk

Optional Das Admin-Netzwerk wird in der Regel fur die Systemadministration und -Wartung verwendet. Sie
kann auch fir den Zugriff auf das Client-Protokoll verwendet werden. Das Admin-Netzwerk ist in der Regel ein
privates Netzwerk und muss nicht zwischen Standorten routingfahig sein.
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Client-Netzwerk

Optional Das Client-Netzwerk ist ein offenes Netzwerk, das normalerweise fiir den Zugriff auf S3-Client-
Anwendungen verwendet wird, sodass das Grid-Netzwerk isoliert und gesichert werden kann. Das Client-
Netzwerk kann mit jedem Subnetz kommunizieren, das Uber das lokale Gateway erreichbar ist.

Richtlinien
 Jeder StorageGRID-Knoten bendtigt fur jedes Netzwerk, dem er zugewiesen ist, eine dedizierte
Netzwerkschnittstelle, eine IP-Adresse, eine Subnetzmaske und ein Gateway.
» Ein Grid-Knoten kann nicht mehr als eine Schnittstelle in einem Netzwerk haben.

* Es wird ein einzelnes Gateway pro Netzwerk und pro Grid-Node unterstitzt, das sich im gleichen Subnetz
wie der Node befindet. Sie kdnnen bei Bedarf komplexere Routing-Lésungen im Gateway implementieren.

» Auf jedem Node ist jedes Netzwerk einer bestimmten Netzwerkschnittstelle zugeordnet.

Netzwerk Schnittstellenname
Raster ethO
Admin (optional) eth1
Client (optional) eth2

* Wenn der Node mit einer StorageGRID Appliance verbunden ist, werden fir jedes Netzwerk bestimmte
Ports verwendet. Weitere Informationen finden Sie in den Installationsanweisungen fiir lhr Gerat.

 Die Standardroute wird automatisch pro Knoten generiert. Wenn eth2 aktiviert ist, verwendet 0.0.0.0/0 das
Client-Netzwerk auf eth2. Wenn eth2 nicht aktiviert ist, verwendet 0.0.0.0/0 das Grid-Netzwerk auf ethQ.

» Das Client-Netzwerk ist erst betriebsbereit, wenn der Grid-Node dem Grid beigetreten ist

» Das Admin-Netzwerk kann wahrend der Bereitstellung des Grid-Knotens konfiguriert werden, um den
Zugriff auf die Installations-Benutzeroberflache zu ermdglichen, bevor das Grid vollstandig installiert ist.

Optionale Schnittstellen

Optional kénnen Sie einem Node zusatzliche Schnittstellen hinzufligen. Sie kdnnen beispielsweise eine Trunk-
Schnittstelle zu einem Administrator- oder Gateway-Knoten hinzufugen, "VLAN-Schnittstellen"um den
Datenverkehr verschiedener Anwendungen oder Mandanten zu trennen. Sie kdnnen auch eine
Zugriffsschnittstelle hinzufligen, die in einem verwendet "Hochverfiigbarkeitsgruppe (High Availability Group,
HA-Gruppe"werden soll.

Informationen zum Hinzufligen von Trunk- oder Access-Schnittstellen finden Sie unter:

* VMware (nach der Installation des Knotens): "VMware: Hinzufligen von Trunk- oder
Zugriffsschnittstellen zu einem Node"
o Linux (vor der Installation des Knotens):"Erstellen von Node-Konfigurationsdateien"

o Linux (nach der Installation des Knotens):"Hinzufligen von Trunk- oder Zugriffsschnittstellen zu
einem Knoten"
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@ ,Linux“ bezieht sich auf eine RHEL-, Ubuntu- oder Debian-Bereitstellung. Eine Liste der
unterstitzten Versionen finden Sie im "NetApp Interoperabilitats-Matrix-Tool (IMT)" .

Zeigen Sie IP-Adressen an

Sie kdnnen die IP-Adresse flur jeden Grid-Node im StorageGRID System anzeigen. Sie
konnen sich dann mithilfe dieser IP-Adresse am Grid Node an der Befehlszeile anmelden
und verschiedene Wartungsverfahren durchfuhren.

Bevor Sie beginnen

Sie sind im Grid Manager mit einem angemeldet"Unterstitzter Webbrowser".

Uber diese Aufgabe

Informationen zum Andern von IP-Adressen finden Sie unter "Konfigurieren Sie IP-Adressen”.

Schritte
1. Wahlen Sie Knoten > Rasterknoten > Ubersicht.

2. Wahlen Sie Mehr anzeigen rechts neben dem Titel der IP-Adressen.

Die IP-Adressen flr diesen Grid-Node werden in einer Tabelle aufgefihrt.


https://imt.netapp.com/matrix/#welcome
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Konfigurieren Sie die VLAN-Schnittstellen

Erstellen Sie virtuelle LAN-Schnittstellen (VLAN) auf Admin-Knoten und Gateway-Knoten
und verwenden Sie sie in HA-Gruppen und Load Balancer-Endpunkten, um den
Datenverkehr aus Sicherheits-, Flexibilitats- und Leistungsgriinden zu isolieren und zu
partitionieren. Die ausgewahlten Knoten in der HA-Gruppe kdonnen die VLAN-
Schnittstellen verwenden, um bis zu 10 virtuelle IP-Adressen gemeinsam zu nutzen,
sodass beim Ausfall eines Knotens ein anderer Knoten den Datenverkehr zu und von den

virtuellen IP-Adressen ubernimmt.
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Uberlegungen zu VLAN-Schnittstellen
+ Sie erstellen eine VLAN-Schnittstelle, indem Sie eine VLAN-ID eingeben und eine ibergeordnete
Schnittstelle auf einem oder mehreren Nodes auswahlen.
» Eine Ubergeordnete Schnittstelle muss als Trunk-Schnittstelle am Switch konfiguriert sein.

 Eine Ubergeordnete Schnittstelle kann das Grid-Netzwerk (eth0), das Client-Netzwerk (eth2) oder eine
zusatzliche Trunk-Schnittstelle flr die VM oder Bare-Metal-Host (z. B. ens256) sein.

 Sie kdnnen fur jede VLAN-Schnittstelle nur eine Gbergeordnete Schnittstelle fir einen bestimmten Node
auswahlen. Beispielsweise kdnnen Sie nicht sowohl die Grid-Netzwerkschnittstelle als auch die Client-
Netzwerkschnittstelle auf demselben Gateway-Node wie die ibergeordnete Schnittstelle fiir dasselbe
VLAN verwenden.

* Wenn die VLAN-Schnittstelle fiir den Admin-Node-Datenverkehr dient, der Datenverkehr zum Grid-
Manager und dem Mandanten-Manager enthalt, wahlen Sie nur Schnittstellen auf Admin-Nodes aus.

» Wenn die VLAN-Schnittstelle flir den S3-Client-Datenverkehr verwendet wird, wahlen Sie Schnittstellen auf
Admin-Nodes oder Gateway-Nodes aus.

* Wenn Sie Leitungsblindelschnittstellen hinzufiigen missen, lesen Sie die folgenden Informationen:

> VMware (nach der Installation des Knotens): "VMware: Hinzufiigen von Trunk- oder
Zugriffsschnittstellen zu einem Node"

o Linux (vor der Installation des Knotens):"Erstellen von Node-Konfigurationsdateien"

o Linux (nach der Installation des Knotens):"Hinzufligen von Trunk- oder Zugriffsschnittstellen zu
einem Knoten"

@ ~Linux® bezieht sich auf eine RHEL-, Ubuntu- oder Debian-Bereitstellung. Eine Liste der
unterstltzten Versionen finden Sie im "NetApp Interoperabilitats-Matrix-Tool (IMT)" .

Erstellen einer VLAN-Schnittstelle

Bevor Sie beginnen
+ Sie sind im Grid Manager mit einem angemeldet"Unterstutzter Webbrowser".

+ Sie haben die "Root-Zugriffsberechtigung".

* Im Netzwerk wurde eine Trunk-Schnittstelle konfiguriert und mit dem VM- oder Linux-Node verbunden. Sie
kennen den Namen der Trunk-Schnittstelle.

» Sie kennen die ID des zu konfigurierende VLANS.

Uber diese Aufgabe

Ihr Netzwerkadministrator hat moglicherweise eine oder mehrere Trunk-Schnittstellen und ein oder mehrere
VLANSs konfiguriert, um den Client- oder Admin-Datenverkehr verschiedener Applikationen oder Mandanten zu
trennen. Jedes VLAN wird durch eine numerische ID oder ein Tag identifiziert. Beispielsweise konnte lhr
Netzwerk VLAN 100 fur FabricPool-Datenverkehr und VLAN 200 fir eine Archivierungsanwendung
verwenden.

Sie kénnen den Grid-Manager verwenden, um VLAN-Schnittstellen zu erstellen, die Clients den Zugriff auf
StorageGRID in einem bestimmten VLAN ermdglichen. Wenn Sie VLAN-Schnittstellen erstellen, geben Sie die
VLAN-ID an und wahlen Sie tbergeordnete Schnittstellen (Trunk) auf einem oder mehreren Nodes aus.
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Greifen Sie auf den Assistenten zu

Schritte
1. Wahlen Sie Konfiguration > Netzwerk > VLAN-Schnittstellen.

2. Wahlen Sie Erstellen.

Geben Sie Details zu den VLAN-Schnittstellen ein

Schritte

1. Geben Sie die ID des VLANSs in lhrem Netzwerk an. Sie kdnnen einen beliebigen Wert zwischen 1 und
4094 eingeben.

VLAN-IDs missen nicht eindeutig sein. Beispielsweise kénnen Sie die VLAN-ID 200 fur den Admin-
Datenverkehr an einem Standort und dieselbe VLAN-ID fur den Client-Datenverkehr an einem anderen
Standort verwenden. Sie kdnnen separate VLAN-Schnittstellen mit verschiedenen Gruppen von
Ubergeordneten Schnittstellen an jedem Standort erstellen. Zwei VLAN-Schnittstellen mit derselben 1D
koénnen jedoch nicht dieselbe Schnittstelle auf einem Node gemeinsam nutzen. Wenn Sie eine ID angeben,
die bereits verwendet wurde, wird eine Meldung angezeigt.

2. Geben Sie optional eine kurze Beschreibung fir die VLAN-Schnittstelle ein.
3. Wahlen Sie Weiter.

Wabhlen Sie libergeordnete Schnittstellen

In der Tabelle sind die verfuigbaren Schnittstellen fur alle Admin-Nodes und Gateway-Nodes an jedem Standort
im Raster aufgeflihrt. Schnittstellen des Admin-Netzwerks (eth1) kénnen nicht als Gbergeordnete Schnittstellen
verwendet werden und werden nicht angezeigt.

Schritte

1. Wahlen Sie eine oder mehrere Gbergeordnete Schnittstellen aus, an die dieses VLAN angeschlossen
werden soll.

Sie mochten beispielsweise ein VLAN an die Schnittstelle ,Client Network® (eth2) fir einen Gateway-Node
und einen Admin-Node anschliel3en.



Parent interfaces
Select one or more parent interfaces for this VLAN interface. You can only select one parent interface on each node for each VLAN interface.
Q,
Site @ = Nodename @ 2 Interface @ = Description @ % Nodetype @ = Attached VLANs @ ;
Data Center 2 DC2-ADM1 etho Grid Network Non-primary Admin
Data Center 2 DC2-ADM1 eth2 Client Network Non-primary Admin
Data Center 1 DC1-G1 ethD Grid Network Gateway
Data Center 1 DC1-G1 eth2 Client Network Gateway
Data Center 1 DC1-ADM1 etho Grid Netwaork Primary Admin _
2 interfaces are selected. Previous

2. Wahlen Sie Weiter.

Bestatigen Sie die Einstellungen
Schritte
1. Uberpriifen Sie die Konfiguration und nehmen Sie alle Anderungen vor.

o Wenn Sie die VLAN-ID oder Beschreibung andern méchten, wahlen Sie oben auf der Seite VLAN-
Details eingeben aus.

> Wenn Sie eine Ubergeordnete Schnittstelle andern méchten, wahlen Sie oben auf der Seite die Option
libergeordnete Schnittstellen auswahlen aus, oder wahlen Sie Zuriick.

o Wenn Sie eine Ubergeordnete Schnittstelle entfernen mdchten, wahlen Sie den Papierkorb aus'i'.
2. Wahlen Sie Speichern.

3. Warten Sie bis zu 5 Minuten, bis die neue Schnittstelle als Auswahl auf der Seite
.Hochverfligbarkeitsgruppen® angezeigt und in der Tabelle Netzwerkschnittstellen fir den Knoten
aufgefuhrt wird (Knoten > iibergeordneter Schnittstellenknoten > Netzwerk).

Bearbeiten Sie eine VLAN-Schnittstelle

Wenn Sie eine VLAN-Schnittstelle bearbeiten, kénnen Sie die folgenden Arten von Anderungen vornehmen:

+ Andern Sie die VLAN-ID oder -Beschreibung.

+ Ubergeordnete Schnittstellen hinzufiigen oder entfernen.

Sie mochten beispielsweise eine Ubergeordnete Schnittstelle von einer VLAN-Schnittstelle entfernen, wenn Sie
den zugeordneten Node aulRer Betrieb setzen mdchten.

Beachten Sie Folgendes:




» Sie kénnen keine VLAN-ID andern, wenn die VLAN-Schnittstelle in einer HA-Gruppe verwendet wird.
+ Sie kdnnen eine Ubergeordnete Schnittstelle nicht entfernen, wenn diese tUbergeordnete Schnittstelle in
einer HA-Gruppe verwendet wird.

Angenommen, VLAN 200 ist an den Ubergeordneten Schnittstellen auf den Knoten A und B
angeschlossen. Wenn eine HA-Gruppe die VLAN-200-Schnittstelle fur Knoten A und die eth2-Schnittstelle
fur Knoten B verwendet, kdnnen Sie die nicht verwendete Ubergeordnete Schnittstelle fir Knoten B
entfernen, aber Sie kénnen die verwendete libergeordnete Schnittstelle fiir Knoten A nicht entfernen

Schritte
1. Wahlen Sie Konfiguration > Netzwerk > VLAN-Schnittstellen.

2. Aktivieren Sie das Kontrollkastchen fur die VLAN-Schnittstelle, die Sie bearbeiten mochten. Wahlen Sie
dann Aktionen > Bearbeiten aus.

3. Optional kénnen Sie die VLAN-ID oder die Beschreibung aktualisieren. Wahlen Sie anschlieRend Weiter.
Sie kénnen keine VLAN-ID aktualisieren, wenn das VLAN in einer HA-Gruppe verwendet wird.

4. Aktivieren oder deaktivieren Sie optional die Kontrollkastchen, um tbergeordnete Schnittstellen
hinzuzufiigen oder nicht verwendete Schnittstellen zu entfernen. Wahlen Sie anschliellend Weiter.

5. Uberpriifen Sie die Konfiguration und nehmen Sie alle Anderungen vor.

6. Wahlen Sie Speichern.

Entfernen Sie eine VLAN-Schnittstelle
Sie kdnnen eine oder mehrere VLAN-Schnittstellen entfernen.

Sie kénnen eine VLAN-Schnittstelle nicht entfernen, wenn sie derzeit in einer HA-Gruppe verwendet wird. Sie
mussen die VLAN-Schnittstelle aus der HA-Gruppe entfernen, bevor Sie sie entfernen kdnnen.

Um Unterbrechungen des Client-Traffic zu vermeiden, sollten Sie einen der folgenden Schritte in Betracht
ziehen:

» Flgen Sie einer neuen VLAN-Schnittstelle zur HA-Gruppe hinzu, bevor Sie diese VLAN-Schnittstelle
entfernen.

* Erstellen Sie eine neue HA-Gruppe, die diese VLAN-Schnittstelle nicht verwendet.

* Wenn die VLAN-Schnittstelle, die Sie entfernen mochten, derzeit die aktive Schnittstelle ist, bearbeiten Sie
die HA-Gruppe. Verschieben Sie die VLAN-Schnittstelle, die Sie entfernen mdchten, auf die Unterseite der
Prioritatenliste. Warten Sie, bis die Kommunikation auf der neuen primaren Schnittstelle eingerichtet ist,
und entfernen Sie dann die alte Schnittstelle aus der HA-Gruppe. Schlielich, I6schen Sie die VLAN-
Schnittstelle auf diesem Knoten.

Schritte
1. Wahlen Sie Konfiguration > Netzwerk > VLAN-Schnittstellen.

2. Aktivieren Sie das Kontrollkastchen fiir jede VLAN-Schnittstelle, die Sie entfernen méchten. Wahlen Sie
dann Aktionen > Léschen aus.

3. Wahlen Sie Ja, um lhre Auswahl zu bestatigen.

Alle ausgewahlten VLAN-Schnittstellen werden entfernt. Auf der Seite VLAN-Schnittstellen wird ein griines
Erfolgsbanner angezeigt.



Aktivieren Sie StorageGRID CORS fur eine
Verwaltungsschnittstelle

Als Grid-Administrator kdnnen Sie Cross-Origin Resource Sharing (CORS) fur
Management-API-Anfragen an StorageGRID aktivieren, wenn Sie mochten, dass Daten
in StorageGRID Uber Management-APls einer anderen Domane zuganglich sind.

Bevor Sie beginnen

+ Sie sind im Grid Manager mit einem angemeldet"Unterstutzter Webbrowser".

» Der"Root-Zugriffsberechtigung" bietet Zugriff auf alle CORS-Konfigurationsanforderungen.

Uber diese Aufgabe

CORS ist ein Sicherheitsmechanismus, der es Client-Webanwendungen in einer Domane ermdglicht, auf
Ressourcen in einer anderen Doméne zuzugreifen. Angenommen, Sie mochten ein Uberwachungs-Dashboard
fir StorageGRID in der Domane erstellen http://www.example.com . Durch die Aktivierung von CORS in
StorageGRID fur http://www.example.com und "Grid Manager", die StorageGRID Domane antwortet auf
Grid Management API-Anfragen von http://www.example.com.

Management-AP| (mgmt-api)-Anfragen mit application/json oder multipart/formdata Anfragen fir
Content-Type werden fir CORS unterstltzt.

Schritte

1. Gehen Sie im Grid Manager zu KONFIGURATION > Netzwerk > CORS-Einstellungen der
Verwaltungsschnittstelle.

2. Wahlen Sie Grid Manager, Tenant Manager oder beide Optionen.

o Grid Manager: Aktiviert CORS flir domanenibergreifende Grid Management-API-Anfragen.

o Tenant Manager: Aktiviert CORS flir domanenubergreifende Tenant Management-API-Anfragen.
3. Geben Sie die URL fur die andere Domane in das Feld Doménen ein.

Wahlen Sie Weitere Doméane hinzufiigen, wenn Sie CORS in StorageGRID fiir mehr als eine Doméane
aktivieren mochten.

4. Wahlen Sie Speichern.

Verwandte Informationen
"Konfigurieren Sie StorageGRID CORS fiur Buckets und Objekte"

Verwalten von Richtlinien zur Verkehrsklassifizierung

Was sind Richtlinien zur Verkehrsklassifizierung?

Mithilfe von Richtlinien zur Datenverkehrsklassifizierung konnen Sie verschiedene Arten
von Netzwerkverkehr identifizieren und uberwachen. Diese Richtlinien unterstutzen Sie
bei der Verkehrsbeschrankung und -Uberwachung und verbessern so lhre Quality-of-
Service-Angebote.

Richtlinien zur Traffic-Klassifizierung werden auf Endpunkte im StorageGRID Load Balancer Service fir
Gateway-Knoten und Admin-Nodes angewendet. Zum Erstellen von Richtlinien fur die Verkehrsklassifizierung


../admin/web-browser-requirements.html
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mussen Sie bereits Load Balancer Endpunkte erstellt haben.

Ubereinstimmungsregeln

Jede Traffic-Klassifizierungsrichtlinie enthalt mindestens eine lbereinstimmende Regel, um den
Netzwerkverkehr zu identifizieren, der mit einer oder mehreren der folgenden Einheiten in Verbindung steht:
* Buckets
* Subnetz
* Mandant
* Load Balancer-Endpunkte
StorageGRID Uberwacht den Datenverkehr, der mit allen Regeln innerhalb der Richtlinie im Einklang mit den
Zielen der Regel steht. Jeder Traffic, der einer Richtlinie entspricht, wird von dieser Richtlinie ibernommen.

Umgekehrt kénnen Sie Regeln festlegen, die mit dem gesamten Verkehr Ubereinstimmen, aulRer einer
angegebenen Einheit.

Traffic-Beschrankung

Optional kénnen Sie einer Richtlinie die folgenden Begrenzungstypen hinzufiigen:

» Aggregatbandbreite
« Bandbreite pro Anforderung
* Gleichzeitige Anfragen

* Anforderungsrate

Grenzwerte werden pro Load Balancer erzwungen. Wenn der Datenverkehr gleichzeitig auf mehrere Load
Balancer verteilt wird, sind die maximalen Raten ein Vielfaches der von Ihnen angegebenen Ratenlimits.

Sie konnen Richtlinien erstellen, um die aggregierte Bandbreite zu begrenzen oder die
Bandbreite nach Bedarf zu begrenzen. StorageGRID kann jedoch nicht beide Bandbreitenarten

@ gleichzeitig einschranken. Eine Einschrankung der Bandbreite im Aggregat kann eine
zusatzliche geringflgige Auswirkung auf die Performance des nicht begrenzten Datenverkehrs
haben.

Bei Bandbreitenbeschrankungen oder -Anforderungen werden die Anforderungen mit der von Ihnen
festgelegten Rate in- oder Out-Streaming Ubertragen. StorageGRID kann nur eine Geschwindigkeit erzwingen.
Daher ist die jeweils spezifischste Richtlinienabgleiche nach Matcher-Typ erzwungen. Die von der Anforderung
verbrauchte Bandbreite wird nicht mit anderen weniger spezifischen ibereinstimmenden Richtlinien verglichen,
die Richtlinien zur Gesamtbandbreite enthalten. Bei allen anderen Grenzwerttypen werden
Clientanforderungen um 250 Millisekunden verzégert und bei Anfragen, die die tbereinstimmende
Richtlinienbegrenzung Uberschreiten, eine langsame Antwort von 503 erhalten.

Im Grid Manager kénnen Sie Traffic-Diagramme anzeigen und Uberpriifen, ob die Richtlinien die von lhnen
erwarteten Verkehrsgrenzen durchsetzen.

Richtlinien fiir die Verkehrsklassifizierung mit SLAs

Sie kénnen Richtlinien fur die Traffic-Klassifizierung in Verbindung mit Kapazitatsgrenzen und Datensicherung
verwenden, um Service Level Agreements (SLAs) durchzusetzen, die Besonderheiten bei Kapazitat,
Datensicherung und Performance bieten.
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Das folgende Beispiel zeigt drei SLA-Tiers. Sie kdnnen Traffic-Klassifizierungsrichtlinien erstellen, um die
Performance-Ziele jeder SLA-Ebene zu erreichen.

Service Level- Kapazitat Datensicherung Maximal zulassige Kosten

Ebene Leistung

Gold 1 PB Speicherplatz  ILM-Regel fir 3 25 .000 Kosten pro Monat
zulassig Kopien Anforderungen/Sek.

5 GB/s (40 Gbit/s)

Bandbreite
Silber 250 TB Speicher ILM-Regel fiir 2 10 .000 Kosten pro Monat
erlaubt Kopien Anforderungen/Sek.

1.25 GB/s (10
Gbit/s) Bandbreite

Bronze 100 TB Speicher ILM-Regel fur 2 5.000 Kosten pro Monat
erlaubt Kopien Anforderungen/Sek.

1 GB/s (8 Gbit/s)
Bandbreite

Richtlinien fur die Verkehrsklassifizierung erstellen

Sie konnen Richtlinien zur Verkehrsklassifizierung erstellen, wenn Sie den Netzwerk-
Traffic nach Bucket, Bucket-Regex, CIDR, Load-Balancer-Endpunkt oder Mandant
uberwachen und optional begrenzen mochten. Optional konnen Sie Obergrenzen fur eine
Richtlinie basierend auf der Bandbreite, der Anzahl gleichzeitiger Anfragen oder der
Anfragerate festlegen.

Bevor Sie beginnen
+ Sie sind im Grid Manager mit einem angemeldet"Unterstutzter Webbrowser".

+ Sie haben die "Root-Zugriffsberechtigung".
» Sie haben alle Load Balancer-Endpunkte erstellt, die tbereinstimmen sollen.

« Sie haben alle Mandanten erstellt, denen Sie entsprechen méchten.

Schritte
1. Wahlen Sie Konfiguration > Netzwerk > Verkehrsklassifizierung.

2. Wahlen Sie Erstellen.

3. Geben Sie einen Namen und eine Beschreibung (optional) fir die Richtlinie ein und wahlen Sie Weiter.

Beschreiben Sie beispielsweise, auf welche Weise diese Richtlinie zur Klassifizierung von Verkehrsdaten
zutrifft und welche Begrenzung sie hat.

4. Wahlen Sie Regel hinzufiigen und geben Sie die folgenden Details an, um eine oder mehrere

Ubereinstimmende Regeln fir die Richtlinie zu erstellen. Jede Richtlinie, die Sie erstellen, sollte
mindestens eine Ubereinstimmende Regel haben. Wahlen Sie Weiter.
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Feld Beschreibung

Typ Wahlen Sie die Verkehrstypen aus, fiir die die entsprechende Regel gilt.
Traffic-Typen sind Bucket, Bucket-Regex, CIDR, Load Balancer-Endpunkt und
Mandant.

Match-Wert Geben Sie den Wert ein, der dem ausgewahlten Typ entspricht.

* Bucket: Geben Sie einen oder mehrere Bucket-Namen ein.

» Bucket-regex: Geben Sie einen oder mehrere regulare Ausdriicke ein, die
fur einen Satz von Bucket-Namen verwendet werden.

Der regulare Ausdruck ist nicht verankert. Verwenden Sie den Anker *, um
am Anfang des Bucket-Namens zu Ubereinstimmen, und verwenden Sie
den Anker €, um am Ende des Namens zu Ubereinstimmen. Die
Ubereinstimmung mit reguléren Ausdriicken unterstiitzt eine Teilmenge der
PCRE-Syntax (Perl Compatible Regular Expression).

» CIDR: Geben Sie ein oder mehrere IPv4-Subnetze in CIDR-Notation ein,
die mit dem gewlinschten Subnetz Gbereinstimmen.

» Load-Balancer-Endpunkt: Wahlen Sie einen Endpunktnamen aus. Dies
sind die Lastausgleichsendpunkte, die Sie auf der definiert "Konfigurieren
von Load Balancer-Endpunkten"haben.

» Tenant: Tenant Matching verwendet die Zugriffsschlissel-ID. Wenn die
Anforderung keine Zugriffsschliissel-ID enthalt (z. B. anonymer Zugriff),
wird die Eigentimerschaft des abgerufenen Buckets verwendet, um den
Mandanten zu bestimmen.

Umgekehrtes Match Wenn Sie den gesamten Netzwerkverkehr except mit dem gerade definierten
Typ und Match-Wert abstimmen mdéchten, aktivieren Sie das Kontrollkastchen
inverse Ubereinstimmung. Andernfalls lassen Sie das Kontrollkéstchen
deaktiviert.

Wenn Sie beispielsweise mochten, dass diese Richtlinie auf alle Endpunkte
mit Ausnahme eines Lastausgleichs angewendet wird, geben Sie den
auszuschlielenden Lastausgleichsendpunkt an, und wahlen Sie inverse
Ubereinstimmung aus.

Bei einer Richtlinie, die mehrere Matriken enthalt, bei denen mindestens eine

inverse Matrix ist, sollten Sie darauf achten, keine Richtlinie zu erstellen, die
allen Anforderungen entspricht.

5. Wahlen Sie optional Limit hinzufligen und wahlen Sie die folgenden Details aus, um eine oder mehrere
Grenzwerte hinzuzufiigen, um den Netzwerkverkehr zu steuern, der von einer Regel abgeglichen wird.

@ StorageGRID sammelt Kennzahlen, auch wenn Sie keine Limits hinzufligen, sodass Sie
Verkehrstrends besser verstehen konnen.
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Feld Beschreibung

Typ Die Art der Begrenzung, die auf den Netzwerkverkehr angewendet werden
soll, der der Regel entspricht. Beispielsweise kdnnen Sie die Bandbreite oder
die Anforderungsrate begrenzen.

Hinweis: Sie kdnnen Richtlinien erstellen, um die Gesamtbandbreite zu
begrenzen oder die Bandbreite pro Anfrage zu begrenzen. StorageGRID kann
jedoch nicht beide Bandbreitenarten gleichzeitig einschranken. Wenn die
aggregierte Bandbreite verwendet wird, ist die Bandbreite pro Anforderung
nicht verfigbar. Umgekehrt ist die aggregierte Bandbreite nicht verflgbar,
wenn die Bandbreite pro Anforderung verwendet wird. Eine Einschrankung der
Bandbreite im Aggregat kann eine zusatzliche geringfiigige Auswirkung auf die
Performance des nicht begrenzten Datenverkehrs haben.

Bei Bandbreitenbeschrankungen wendet StorageGRID die Richtlinie an, die
der jeweils festgelegten Grenzwertart am besten entspricht. Wenn Sie
beispielsweise eine Richtlinie haben, die Datenverkehr in nur eine Richtung
begrenzt, ist der Datenverkehr in die entgegengesetzte Richtung unbegrenzt,
selbst wenn der Datenverkehr mit zusatzlichen Richtlinien mit
Bandbreitenbeschrankungen tbereinstimmt. StorageGRID implementiert die
.besten“ Matches fir Bandbreitenlimits in der folgenden Reihenfolge:

» Exakte IP-Adresse (/32-Maske)

» Exakter Bucket-Name

» Eimer-Regex

* Mandant

* Endpunkt

+ Nicht exakte CIDR-Ubereinstimmungen (nicht /32)

+ Umgekehrte Ubereinstimmungen

Gilt far Gibt an, ob diese Begrenzung auf Client-Leseanforderungen (GET oder
HEAD) oder Schreibanforderungen (PUT, POST oder DELETE) zutrifft.

Wert Der Wert, auf den der Netzwerkverkehr begrenzt wird, abhangig von der
ausgewahlten Einheit. Geben Sie beispielsweise 10 ein, und wahlen Sie MiB/s
aus, um zu verhindern, dass der Netzwerkverkehr, der dieser Regel entspricht,
10 MiB/s Uberschreitet

Hinweis: Je nach Einstellung der Einheiten sind die verfugbaren Einheiten
entweder binar (z. B. gib) oder dezimal (z. B. GB). Um die Einstellung

Einheiten zu andern, wahlen Sie oben rechts im Grid-Manager das Dropdown-
Menu Benutzer aus, und wahlen Sie dann Benutzereinstellungen aus.

Einheit Die Einheit, die den eingegebenen Wert beschreibt.

Wenn Sie beispielsweise ein Bandbreitenlimit von 4 GB/s fur eine SLA-Stufe erstellen mochten, erstellen
Sie zwei aggregierte Bandbreitenlimits: GET/HEAD mit 4 GB/s und PUT/POST/DELETE mit 4 GB/s.

6. Wahlen Sie Weiter.
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7. Lesen und prifen Sie die Richtlinie zur Verkehrsklassifizierung. Verwenden Sie die Schaltflache * Zuriick*,
um zuriickzugehen und Anderungen vorzunehmen. Wenn Sie mit der Richtlinie zufrieden sind, wahlen Sie
Speichern und fortfahren.

S3-Client-Traffic wird nun gemaf der Traffic-Klassifizierungsrichtlinie behandelt.

Nachdem Sie fertig sind

"Zeigen Sie Metriken zum Netzwerkverkehr an" Um zu Uberprifen, ob die Richtlinien die von lhnen erwarteten
Verkehrsgrenzwerte durchsetzen.

Richtlinie zur Verkehrsklassifizierung bearbeiten

Sie kdnnen eine Traffic-Klassifizierungsrichtlinie bearbeiten, um ihren Namen oder ihre
Beschreibung zu andern oder um Regeln oder Grenzen fur die Richtlinie zu erstellen, zu
bearbeiten oder zu I6schen.

Bevor Sie beginnen
« Sie sind im Grid Manager mit einem angemeldet"Unterstitzter Webbrowser".

+ Sie haben die "Root-Zugriffsberechtigung"”.

Schritte
1. Wahlen Sie Konfiguration > Netzwerk > Verkehrsklassifizierung.

Die Seite fur die Verkehrsklassifizierungsrichtlinien wird angezeigt, und die vorhandenen Richtlinien
werden in einer Tabelle aufgeflhrt.

2. Bearbeiten Sie die Richtlinie Gber das MenU Aktionen oder die Detailseite. Siehe "Erstellen von Richtlinien
zur Verkehrsklassifizierung" fur das, was Sie teilnehmen.

Menii ,,Aktionen*
a. Aktivieren Sie das Kontrollkastchen fiir die Richtlinie.

b. Wahlen Sie Actions > Edit.

Detailseite
a. Wahlen Sie den Richtliniennamen aus.

b. Klicken Sie neben dem Richtliniennamen auf die Schaltflache Bearbeiten.

3. Bearbeiten Sie fiir den Schritt Richtliniennamen eingeben optional den Richtliniennamen oder die
Beschreibung, und wahlen Sie Weiter aus.

4. Fugen Sie fur den Schritt GUbereinstimmende Regeln hinzufiigen optional eine Regel hinzu oder bearbeiten
Sie die Werte Typ und Match der bestehenden Regel und wahlen Sie Weiter.

5. Fur den Schritt Grenzen festlegen kdnnen Sie optional ein Limit hinzufligen, bearbeiten oder I6schen und
dann Weiter auswahlen.

6. Uberpriifen Sie die aktualisierte Richtlinie, und wahlen Sie Speichern und fortfahren.
Die an der Richtlinie vorgenommenen Anderungen werden gespeichert, und der Netzwerkverkehr wird nun

gemal den Richtlinien zur Klassifizierung von Verkehrsmeldungen verarbeitet. Sie kbénnen
Verkehrsdiagramme anzeigen und Uberpriifen, ob die Richtlinien die von Ihnen erwarteten
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Verkehrsgrenzwerte durchsetzen.

Loschen einer Traffic-Klassifizierungsrichtlinie

Sie konnen eine Verkehrsklassifizierungsrichtlinie Il6schen, wenn Sie sie nicht mehr
bendtigen. Achten Sie darauf, die richtige Richtlinie zu I6schen, da eine Richtlinie beim
Ldschen nicht abgerufen werden kann.

Bevor Sie beginnen
+ Sie sind im Grid Manager mit einem angemeldet"Unterstutzter Webbrowser".

+ Sie haben die "Root-Zugriffsberechtigung".

Schritte
1. Wahlen Sie Konfiguration > Netzwerk > Verkehrsklassifizierung.

Die Seite fur die Verkehrsklassifizierungsrichtlinien wird mit den vorhandenen Richtlinien in einer Tabelle
angezeigt.

2. Loschen Sie die Richtlinie Gber das Menl Aktionen oder die Detailseite.

Menii ,,Aktionen*
a. Aktivieren Sie das Kontrollkastchen fiir die Richtlinie.

b. Wahlen Sie Aktionen > Entfernen.

Seite mit den Details der Richtlinie
a. Wahlen Sie den Richtliniennamen aus.

b. Klicken Sie neben dem Richtliniennamen auf die Schaltflache Entfernen.

3. Wahlen Sie Ja, um zu bestatigen, dass Sie die Richtlinie Idschen mdchten.

Die Richtlinie wird geléscht.

Zeigen Sie Metriken zum Netzwerkverkehr an

Sie kdnnen den Netzwerkverkehr Uberwachen, indem Sie die Diagramme anzeigen, die
auf der Seite fur die Verkehrsklassifizierungsrichtlinien verfigbar sind.

Bevor Sie beginnen
+ Sie sind im Grid Manager mit einem angemeldet"Unterstutzter Webbrowser".

+ Sie haben die "Berechtigung flir Root-Zugriff oder Mandantenkonten".

Uber diese Aufgabe

Fir alle vorhandenen Richtlinien zur Verkehrsklassifizierung kdnnen Sie Metriken fir den Load Balancer-
Dienst anzeigen, um zu ermitteln, ob die Richtlinie den Datenverkehr im Netzwerk erfolgreich einschrankt.
Anhand der Daten in den Diagrammen konnen Sie feststellen, ob Sie die Richtlinie anpassen mussen.

Auch wenn fir eine Richtlinie zur Klassifizierung von Datenverkehr keine Grenzen gesetzt wurden, werden
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Kennzahlen erfasst und die Diagramme bieten nitzliche Informationen zum Verstandnis von Verkehrstrends.

Schritte

1.

4,

5.
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Wahlen Sie Konfiguration > Netzwerk > Verkehrsklassifizierung.

Die Seite fir die Verkehrsklassifizierungsrichtlinien wird angezeigt, und die vorhandenen Richtlinien
werden in der Tabelle aufgefihrt.

Wahlen Sie den Richtliniennamen fir die Verkehrsklassifizierung aus, flr den Sie Metriken anzeigen
mochten.

Wahlen Sie die Registerkarte Metriken.

Die Richtliniendiagramme fir die Verkehrsklassifizierung werden angezeigt. Die Diagramme zeigen
Metriken nur fir den Datenverkehr an, der mit der ausgewahlten Richtlinie Ubereinstimmt.

Die folgenden Diagramme sind auf der Seite enthalten.

o Anforderungsrate: Dieses Diagramm zeigt die Bandbreite an, die dieser Richtlinie entspricht, die von
allen Load Balancern verarbeitet wird. Die empfangenen Daten umfassen Anforderungskopfzeilen fr
alle Anfragen und die KérperdatengroRRe flir Antworten mit Korperdaten. ,Gesendet” enthalt
Antwortkopfzeilen fir alle Anfragen und die GréRRe der Antwortkdrperdaten flir Anforderungen, die
Korperdaten in die Antwort einschlieen.

Wenn die Anforderungen abgeschlossen sind, zeigt dieses Diagramm nur die

@ Bandbreitennutzung an. Bei langsamen oder grof3en Objektanforderungen kann die
tatsachliche unmittelbare Bandbreite von den in diesem Diagramm gemeldeten Werten
abweichen.

o Fehlerreaktionsrate: Dieses Diagramm bietet eine ungefahre Rate, mit der Anfragen, die dieser
Richtlinie entsprechen, Fehler (HTTP-Statuscode >= 400) an Clients zurtickgeben.

o Durchschnittliche Anforderungsdauer (kein Fehler): Diese Grafik bietet eine durchschnittliche Dauer
erfolgreicher Anfragen, die dieser Richtlinie entsprechen.

> Verwendung der Richtlinienbandbreite: Dieses Diagramm gibt die Bandbreite an, die dieser Richtlinie
entspricht, die von allen Lastverteilern verarbeitet wird. Die empfangenen Daten umfassen
Anforderungskopfzeilen fiir alle Anfragen und die KérperdatengréRe flir Antworten mit Korperdaten.
,Gesendet” enthalt Antwortkopfzeilen fur alle Anfragen und die GrofRe der Antwortkérperdaten fur
Anforderungen, die Kérperdaten in die Antwort einschlieen.

Positionieren Sie den Cursor Uber einem Liniendiagramm, um ein Popup-Fenster mit Werten fir einen
bestimmten Teil des Diagramms anzuzeigen.

Wahlen Sie Grafana Dashboard direkt unter dem Metrics-Titel, um alle Diagramme fir eine Richtlinie
anzuzeigen. Zusatzlich zu den vier Diagrammen aus der Registerkarte Metriken kénnen Sie zwei weitere
Diagramme anzeigen:

o Schreibanforderungsrate nach ObjektgroRe: Die Rate fur PUT/POST/DELETE-Anfragen, die dieser
Richtlinie entsprechen. Die Positionierung auf einer einzelnen Zelle zeigt die Raten pro Sekunde an.
Die in der Hover-Ansicht angezeigten Raten werden auf Ganzzahlen gekirzt und kdnnen 0 melden,
wenn im Bucket Anfragen ohne Null angezeigt werden.

o Leseanforderungsrate nach Objektgrofie: Die Rate flir GET/HEAD-Anfragen, die dieser Richtlinie
entsprechen. Die Positionierung auf einer einzelnen Zelle zeigt die Raten pro Sekunde an. Die in der
Hover-Ansicht angezeigten Raten werden auf Ganzzahlen gekurzt und kénnen 0 melden, wenn im
Bucket Anfragen ohne Null angezeigt werden.



6. Alternativ kdnnen Sie Uber das Menl Support auf die Diagramme zugreifen.
a. Wahlen Sie Support > Tools > Metriken.
b. Wahlen Sie im Abschnitt Grafana die Option Richtlinie zur Traffic-Klassifizierung aus.
c. Wahlen Sie die Richtlinie aus dem MenU oben links auf der Seite aus.

d. Positionieren Sie den Cursor Uber einem Diagramm, um ein Popup-Fenster anzuzeigen, in dem Datum
und Uhrzeit der Probe, Objektgrofien, die in der Anzahl zusammengefasst werden, und die Anzahl der
Anfragen pro Sekunde in diesem Zeitraum angezeigt werden.

Richtlinien fir die Verkehrsklassifizierung werden anhand ihrer ID identifiziert. Richtlinien-IDs werden
auf der Seite fur die Verkehrsklassifizierungsrichtlinien aufgefiihrt.

7. Analysieren Sie die Diagramme, um zu ermitteln, wie oft die Richtlinie den Datenverkehr einschrankt und
ob Sie die Richtlinie anpassen mussen.

Unterstutzte Chiffren fur ausgehende TLS-Verbindungen

Das StorageGRID System unterstitzt eine begrenzte Anzahl von Verschllsselungssuiten
fur TLS-Verbindungen (Transport Layer Security) zu den externen Systemen, die fur
Identitatsfoderation und Cloud-Storage-Pools verwendet werden.

Unterstitzte Versionen von TLS

StorageGRID unterstitzt TLS 1.2 und TLS 1.3 fir Verbindungen zu externen Systemen, die flr
Identitatsfoderation und Cloud-Storage-Pools verwendet werden.

Die fur die Verwendung mit externen Systemen unterstiitzten TLS-Chiffren wurden ausgewahlt, um die
Kompatibilitdt mit einer Reihe externer Systeme sicherzustellen. Die Liste ist grof3er als die Liste der Chiffren,
die fur die Verwendung mit S3-Clientanwendungen unterstiitzt werden. Um Verschlisselungen zu
konfigurieren, gehen Sie zu Konfiguration > Sicherheit > Sicherheitseinstellungen und wahlen Sie TLS-
und SSH-Richtlinien.

TLS-Konfigurationsoptionen wie Protokollversionen, Chiffren, Schliisselaustauschalgorithmen
und MAC-Algorithmen sind in StorageGRID nicht konfigurierbar. Wenden Sie sich an Ihren
NetApp Ansprechpartner, wenn Sie spezifische Anfragen zu diesen Einstellungen haben.

Vorteile von aktiven, inaktiven und gleichzeitigen HTTP-
Verbindungen

Die Konfiguration von HTTP-Verbindungen kann sich auf die Performance des
StorageGRID-Systems auswirken. Die Konfigurationen unterscheiden sich je nachdem,
ob die HTTP-Verbindung aktiv oder inaktiv ist oder Sie mehrere Verbindungen
gleichzeitig haben.

Sie kdnnen die Performance-Vorteile fur die folgenden Arten von HTTP-Verbindungen identifizieren:

* Inaktive HTTP-Verbindungen
* Aktive HTTP-Verbindungen
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* Gleichzeitige HTTP-Verbindungen

Vorteile, wenn inaktive HTTP-Verbindungen offen gehalten werden

Halten Sie HTTP-Verbindungen offen, wenn Clientanwendungen inaktiv sind, um spatere Transaktionen zu
ermdglichen. Halten Sie eine inaktive HTTP-Verbindung maximal 10 Minuten lang offen. StorageGRID schlief3t
moglicherweise automatisch eine HTTP-Verbindung, die langer als 10 Minuten gedffnet und inaktiv ist.

Open- und Idle-HTTP-Verbindungen bieten folgende Vorteile:

 Niedrigere Latenz von dem Zeitpunkt, zu dem das StorageGRID System feststellt, dass eine HTTP-
Transaktion durchgefiihrt werden muss, bis zum Zeitpunkt, zu dem das StorageGRID System die
Transaktion ausfiihren kann

Die geringere Latenz ist der Hauptvorteil, insbesondere aufgrund der fur die Einrichtung von TCP/IP- und
TLS-Verbindungen bendtigten Zeit.

» Erhdhte Datenlbertragungsrate durch Priming des TCP/IP Slow-Start-Algorithmus mit zuvor
durchgeflihrten Transfers

» Sofortige Benachrichtigung tUber mehrere Klassen von Fehlerbedingungen, die die Verbindung zwischen
Client-Anwendung und StorageGRID-System unterbrechen

Entscheiden Sie, wie lange eine inaktive Verbindung offen gehalten werden soll, indem Sie die Vorteile eines
langsamen Starts und die Ressourcenzuweisung gegeneinander abwagen.

Vorteile von aktiven HTTP-Verbindungen

Bei Verbindungen direkt zu Storage Nodes sollten Sie die Dauer einer aktiven HTTP-Verbindung auf maximal
10 Minuten begrenzen, selbst wenn die HTTP-Verbindung kontinuierlich Transaktionen durchflhrt.

Die Bestimmung der maximalen Dauer, die eine Verbindung offen halten-sollte, ist ein Kompromiss zwischen
den Vorteilen der Verbindungspersistenz und der idealen Zuweisung der Verbindung zu internen
Systemressourcen.

Bei Client-Verbindungen zu Storage-Nodes bietet die Beschrankung aktiver HTTP-Verbindungen folgende
Vorteile:

* Ermoglicht einen optimalen Lastausgleich Uber das StorageGRID System hinweg.

Mit der Zeit ist eine HTTP-Verbindung maéglicherweise nicht mehr optimal, da sich die Anforderungen an
den Lastenausgleich andern. Das System erzielt die beste Lastverteilung, wenn Clientanwendungen fiir
jede Transaktion eine separate HTTP-Verbindung herstellen. Bei dieser Methode gehen jedoch die
wertvollen Vorteile dauerhafter Verbindungen zunichte.

* Ermoglicht Client-Anwendungen, HTTP-Transaktionen an LDR-Dienste mit verfugbarem Speicherplatz zu
leiten.

* Ermdoglicht das Starten von Wartungsvorgangen.

Einige Wartungsverfahren beginnen erst, nachdem alle laufenden HTTP-Verbindungen abgeschlossen
sind.

Bei Client-Verbindungen zum Load Balancer-Service kann eine Begrenzung der Dauer offener Verbindungen
ndtzlich sein, um einige Wartungsverfahren zeitnah starten zu kénnen. Wenn die Dauer der
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Clientverbindungen nicht begrenzt ist, kann es mehrere Minuten dauern, bis aktive Verbindungen automatisch
beendet werden.

Vorteile gleichzeitiger HTTP-Verbindungen

Sie sollten mehrere TCP/IP-Verbindungen zum StorageGRID-System offen halten, um Parallelitat zu
ermdglichen, was die Performance steigert. Die optimale Anzahl paralleler Verbindungen hangt von einer
Vielzahl von Faktoren ab.

Gleichzeitige HTTP-Verbindungen bieten die folgenden Vorteile:
» Geringere Latenz

Transaktionen kdnnen sofort gestartet werden, anstatt auf die Durchfiihrung anderer Transaktionen zu
warten.

* Erhohter Durchsatz

Das StorageGRID System kann parallele Transaktionen durchfiihren und den aggregierten
Transaktionsdurchsatz erhéhen.

Client-Anwendungen sollten mehrere HTTP-Verbindungen einrichten. Wenn eine Client-Anwendung eine
Transaktion durchfihren muss, kann sie eine vorhandene Verbindung auswahlen und sofort verwenden, die
derzeit keine Transaktion verarbeitet.

Die Topologie jedes StorageGRID -Systems weist einen anderen Spitzendurchsatz fur gleichzeitige
Transaktionen und Verbindungen auf. Der Spitzendurchsatz hangt von den Rechen-, Netzwerk- und
Speicherressourcen, den WAN-Verbindungen und der Anzahl der Server, Dienste und Anwendungen ab, die
das StorageGRID -System unterstiitzt.

StorageGRID -Systeme unterstlitzen haufig mehrere Clientanwendungen. Beriicksichtigen Sie dies, wenn Sie
die maximale Anzahl gleichzeitiger Verbindungen bestimmen. Wenn die Client-Anwendung aus mehreren
Software-Entitaten besteht, die jeweils Verbindungen zum StorageGRID -System herstellen, addieren Sie alle
Verbindungen zwischen den Entitaten. In den folgenden Situationen missen Sie mdglicherweise die maximale
Anzahl gleichzeitiger Verbindungen anpassen:

* Die Topologie des StorageGRID Systems beeinflusst die maximale Anzahl gleichzeitiger Transaktionen
und Verbindungen, die das System unterstiitzen kann.

* Client-Applikationen, die Uber ein Netzwerk mit begrenzter Bandbreite mit dem StorageGRID-System
interagieren, missen maglicherweise das Mal3 an Parallelitat verringern, um sicherzustellen, dass einzelne
Transaktionen in einem angemessenen Zeitraum durchgefuhrt werden.

» Wenn viele Client-Applikationen das StorageGRID System gemeinsam nutzen, muss mdglicherweise der
Grad an Parallelitét reduziert werden, um das Uberschreiten der Systemgrenzen zu vermeiden.

Trennung von HTTP-Verbindungspools fiir Lese- und Schreibvorgange

Es kdnnen separate Pools von HTTP-Verbindungen fir Lese- und Schreibvorgange genutzt werden, inklusive
Kontrolle dartber, wie viele aus einem Pool jeweils verwendet werden. Separate Pools von HTTP-
Verbindungen ermdglichen eine bessere Kontrolle von Transaktionen und einen besseren Lastausgleich.

Client-Applikationen kénnen Lasten erzeugen, die sich auf Abruf dominant (Lesen) oder stark speichern

(Schreiben). Mit separaten Pools von HTTP-Verbindungen fiir Lese- und Schreibtransaktionen kénnen Sie den
Umfang der einzelnen Pools fir Lese- und Schreibtransaktionen anpassen.
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Verwalten Sie Verbindungskosten

Durch die Verbindungskosten kénnen Sie festlegen, welcher Datacenter-Standort einen
angeforderten Service bereitstellt, wenn zwei oder mehr Datacenter-Standorte vorhanden
sind. Sie konnen die Verbindungskosten anpassen, um die Latenz zwischen Standorten
reflektieren.

Was sind Verbindungskosten?

* Die Link-Kosten werden verwendet, um Prioritaten zu setzen, welche Objektkopie fur die Bearbeitung von
Objektabrufungen verwendet wird.

* Die Link-Kosten werden von der Grid-Management-API und der Mandanten-Management-API verwendet,
um festzustellen, welche internen StorageGRID-Services verwendet werden sollen.

* Verbindungskosten werden vom Load Balancer-Service auf Admin-Nodes und Gateway-Nodes zum
direkten Client-Verbindungen verwendet. Siehe "Uberlegungen zum Lastausgleich".

Das Diagramm zeigt ein drei Standortraster mit Verbindungskosten, die zwischen Standorten konfiguriert sind:

—DC1 —DC2

Grid Nodes Grid Nodes

—DC3

[
25 Grid Nodes

25

* Der Load Balancer auf Admin-Nodes und Gateway-Nodes verteilt Client-Verbindungen zu allen Storage-
Nodes am selben Datacenter-Standort und zu allen Datacenter-Standorten, fur die keine Linkkosten
anfallen.

Im Beispiel verteilt ein Gateway-Node am Datacenter-Standort 1 (DC1) Client-Verbindungen gleichmaRig
auf Storage-Nodes an DC1 und Storage Nodes an DC2. Ein Gateway-Node bei DC3 sendet Client-
Verbindungen nur zu Storage-Nodes an DC3.

« Beim Abrufen eines Objekts, das als mehrere replizierte Kopien vorhanden ist, ruft StorageGRID die Kopie
im Datacenter ab, das die niedrigsten Verbindungskosten bietet.

Wenn in dem Beispiel eine Client-Anwendung bei DC2 ein Objekt abruft, das sowohl bei DC1 als auch bei

DC3 gespeichert ist, wird das Objekt von DC1 abgerufen, da die Verbindungskosten von DC1 zu DC2 0
sind, was niedriger ist als die Verbindungskosten von DC3 zu DC2 (25).
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Verbindungskosten sind willkirliche relative Zahlen ohne spezifische Malieinheit. So werden beispielsweise
die Linkkosten von 50 weniger bevorzugt genutzt als eine Linkkosten von 25. In der Tabelle sind die haufig
verwendeten Verbindungskosten aufgefiihrt.

Verlinken Verbindungskosten Hinweise

Zwischen physischen 25 (Standard) Uber WAN-Verbindung verbundene Datacenter.
Datacenter-Standorten zu

wechseln

Zwischen logischen 0 Logische Rechenzentren befinden sich in demselben
Datacenter-Standorten physischen Gebaude oder Campus, das Uber ein LAN
am selben physischen verbunden ist.

Standort

Verbindungskosten aktualisieren

Sie kénnen die Verbindungskosten zwischen Datacenter-Standorten aktualisieren, um die Latenz zwischen
Standorten wiederzugeben.

Bevor Sie beginnen
+ Sie sind im Grid Manager mit einem angemeldet"Unterstutzter Webbrowser".

+ Sie haben die"Andere Rasterkonfigurationsberechtigung" .

Schritte
1. Wahlen Sie Support > Sonstiges > Linkkosten.

Link Cost

Updated: 2023-02-15 18:09:28 MST
Site Names  (1-3of3) g
Site ID Site Mame Actions
10 Data Center 1 b 4
20 Data Center 2 V4
30 Data Center 3 ¥ 4
Show| 50 v |Records Per Page | Refresh |
Link Costs

Link Destination
Link Source 10 20 30 Actions
0 5 % | )
Apply Changes m

2. Wahlen Sie eine Website unter Link Source aus, und geben Sie unter Link Destination einen Kostenwert
zwischen 0 und 100 ein.
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../admin/web-browser-requirements.html
admin-group-permissions.html

Sie kdnnen die Verbindungskosten nicht andern, wenn die Quelle mit dem Ziel identisch ist.
Um die Anderungen zu verwerfen, wahlen Sie ..JRiickgangig.

3. Wahlen Sie Anderungen Anwenden.
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