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Node-Verfahren
Node-Wartungsverfahren

Madglicherweise mussen Sie Wartungsverfahren fur bestimmte Grid-Nodes oder Node-
Services durchfuhren.

ADC verschieben

Der"ADC-Dienst" befindet sich auf einigen Speicherknoten. Unter bestimmten Umstanden der
Aulerbetriebnahme und Knotenkonvertierung miissen Sie den ADC-Dienst auf einen anderen
Speicherknoten am selben Standort verschieben.

Konvertieren Sie den Speicherknoten in einen Nur-Datenknoten
Sie kdnnen Speicherknoten, die den ADC-Dienst nicht enthalten, in reine Datenspeicherknoten umwandeln.

Knoten neu starten, herunterfahren und einschalten

Mit diesen Verfahren starten Sie einen oder mehrere Knoten neu, fahren die Knoten herunter und starten
sie neu oder schalten die Knoten aus und wieder ein.

Port-Neuzuordnung

Sie kénnen die Portzuordnungsverfahren verwenden, um die Portzuordnungen von einem Node zu
entfernen, z. B. wenn Sie einen Load Balancer-Endpunkt mit einem zuvor neu zugeordneten Port
konfigurieren méchten.

Server-Manager

Server Manager wird auf jedem Grid-Knoten ausgefihrt, um das Starten und Beenden von Diensten zu
Uberwachen und sicherzustellen, dass Dienste problemlos dem StorageGRID-System beitreten und das
System verlassen. Server Manager Gberwacht auch die Dienste auf jedem Grid-Knoten und versucht
automatisch, alle Services, die Fehler melden, neu zu starten.

Um Server Manager-Verfahren auszufiihren, missen Sie normalerweise auf die Befehlszeile des Knotens
zugreifen.

@ Sie sollten auf Server Manager zugreifen, wenn Sie von technischem Support dazu
aufgefordert wurden.

Verschieben des ADC-Dienstes

Sie kdnnen den ADC-Dienst auf einen anderen Speicherknoten am selben Standort
verschieben.

Bevor Sie beginnen
+ Sie sind im Grid Manager mit einem angemeldet"Unterstutzter Webbrowser".

* Du hast"Berechtigung fur Wartung oder Root-Zugriff" .
* Der Quellknoten enthalt den ADC-Dienst.
* Der Zielknoten enthalt nicht den ADC-Dienst.

* Der Zielknoten ist entweder ein reiner Metadatenknoten oder ein kombinierter Knoten (Metadaten und
Objektdaten).
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* Der Quellknoten und der Zielknoten befinden sich am selben Standort.

Uber diese Aufgabe
Verwenden Sie das Verfahren ,ADC verschieben®, wenn Sie Folgendes méchten:

* Aulerbetriebnahme eines Speicherknotens, der den ADC-Dienst hostet
» Konvertieren Sie einen Speicherknoten, der den ADC-Dienst hostet, in einen Nur-Daten-Speicherknoten
Wenn Sie einen Storage Node aul3er Betrieb nehmen mdchten oder"Konvertieren Sie einen Speicherknoten in

einen Nur-Datenknoten” , missen Sie moglicherweise zuerst das Verfahren ,ADC verschieben® verwenden.
Sie mussen sicherstellen, dass die"ADC-Quorum bleibt erhalten” .

Bei diesem Verfahren werden die Dienste ADC, IDNT, ACCT und RSM von einem Speicherknoten zu einem
anderen am selben Standort verschoben. Die RSM-, IDNT- und ACCT-Dienste sind vom ADC-Dienst abhangig
und werden daher automatisch verschoben, wenn der ADC-Dienst verschoben wird.

Schritte
1. Notieren Sie die Knoten-1Ds der Quell- und Zielknoten.

In der Grid Management API wird die Quellknoten-ID bezeichnet als sourceNodeId . Die Zielknoten-ID
wird bezeichnet als targetNodeId.

2. Wahlen Sie oben im Grid Manager das Hilfesymbol aus und wahlen Sie API-Dokumentation.

3. Wahlen Sie Gehe zu privater API-Dokumentation.

4. Wahlen Sie die POST /private/move-adc/start Betrieb. Weitere Informationen finden Sie unter

"API-Anforderungen ausgeben" fir weitere Informationen.

Wahrend des Vorgangs werden die beiden Knoten nacheinander neu gestartet. Zuerst wird der
Quellknoten neu gestartet, gefolgt vom Zielknoten.

5. Sie kbnnen GET /private/move-adc um den Vorgang zu liberwachen. Wenn Fehler auftreten, wahlen
Sie POST /private/move-adc/retry um den Vorgang zu wiederholen.

6. "Laden Sie ein Wiederherstellungspaket herunter"nach Abschluss dieses Vorgangs.

Konvertieren eines Speicherknotens in einen Nur-
Datenknoten

Um die Leistung zu steigern, konnen Sie langsamere Nicht-ADC-Speicherknoten in reine
Datenspeicherknoten umwandeln.

Ein Storage-Node ausschlielich flr Daten ist sinnvoll, wenn lhre Storage-Nodes unterschiedliche
Performance-Merkmale aufweisen. Um beispielsweise die Performance potenziell zu steigern, kdnnen Sie
reine Daten-Storage-Nodes mit einer hohen Kapazitat und gleichzeitig hochperformante Storage-Nodes mit
Metadaten verwenden.

Darlber hinaus kénnen Sie mehr Metadatenkapazitat erhalten, indem Sie Knoten mit wenig RAM aus
Cassandra entfernen, wodurch sich das Metadatenkapazitatslimit pro Knoten erhoht. Weitere Informationen
finden Sie unter "Management von Objekt-Metadaten-Storage" .

Beim Konvertieren von Nur-Daten-Knoten muss das Raster mindestens drei kombinierte oder Nur-Metadaten-
Speicherknoten pro Site enthalten.
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Bevor Sie beginnen
+ Sie sind im Grid Manager mit einem angemeldet"Unterstitzter Webbrowser".

+ Sie haben die "Berechtigung fur Wartung oder Root-Zugriff".

» Der Storage Node, den Sie konvertieren mochten, enthalt den ADC-Dienst nicht, oder Sie haben"den
ADC-Dienst verschoben" zu einem anderen Knoten.

* Der Speicherknoten ist kein reiner Metadatenknoten oder reiner Datenknoten.

» Der Storage Node, den Sie konvertieren méchten, enthalt den ADC-Dienst nicht, oder Sie haben"den
ADC-Dienst verschoben" zu einem anderen Knoten.

 Es gibt genligend Metadatenspeicher auf anderen Knoten der Site (oder Sie haben"lhr Raster erweitert" ),
um die Metadaten aufzunehmen, die vom Speicherknoten, den Sie konvertieren, migriert werden.

o Wenn die Metadaten, die zu anderen Knoten auf derselben Site migriert werden, die
@ GroRe des"Reservierter Speicherplatz fur Metadaten" , wird das Netz instabil.

o Nachdem Sie die Konvertierung gestartet haben, kénnen Sie das Raster nicht mehr
erweitern.

Uber diese Aufgabe

Verwenden Sie dieses Verfahren, um einen oder mehrere kombinierte Speicherknoten, die den ADC-Dienst
nicht enthalten, in reine Datenknoten umzuwandeln.

Zusatzlich zur Konvertierung des Speicherknotens wird bei diesem Verfahren Cassandra vom Knoten auler
Betrieb gesetzt. Alle Metadaten werden auf kombinierte oder reine Metadaten-Speicherknoten migriert. Je
nach der Menge der zu migrierenden Metadaten kann dieser Vorgang pro Knoten mehrere Tage dauern.

Im Allgemeinen kénnen Sie bis zu 10 Knoten gleichzeitig konvertieren, wenn die
Metadatennutzung pro Knoten weniger als 1 TB betragt. Wenn die Metadatennutzung pro
Knoten mehr als 1 TB betragt, konvertieren Sie stattdessen bis zu 5 Knoten pro Prozedur.

Schritte
1. Notieren Sie die Knoten-IDs der Nicht-ADC-Speicherknoten, die Sie konvertieren mochten.

2. Wahlen Sie oben im Grid Manager das Hilfesymbol aus und wahlen Sie API-Dokumentation.

3. Wahlen Sie Gehe zu privater API-Dokumentation.

4. Wahlen Sie die POST /private/convert-to-data-only-node/start Betrieb. Weitere
Informationen finden Sie unter "API-Anforderungen ausgeben" fir weitere Informationen.

Jeder Knoten wird wahrend des Vorgangs neu gestartet.

5. Sie kdnnen GET /private/convert-to-data-only-node um den Vorgang zu Giberwachen. Wenn
Fehler auftreten, wahlen Sie POST /private/convert-to-data-only-node/retry um den
Vorgang zu wiederholen.

6. "Laden Sie ein Wiederherstellungspaket herunter"nach Abschluss dieses Vorgangs.

Verfahren zum Neustart, Herunterfahren und Einschalten
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Fuhren Sie einen Rolling-Neustart durch

Sie kdonnen einen Rolling Reboot durchfihren, um mehrere Grid-Nodes ohne
Serviceunterbrechung neu zu starten.

Bevor Sie beginnen

* Sie sind beim Grid Manager auf dem primaren Admin-Knoten angemeldet und verwenden einen
"Unterstutzter Webbrowser".

@ Sie mussen beim primaren Admin-Knoten angemeldet sein, um dieses Verfahren
durchflihren zu kénnen.

+ Sie haben die "Berechtigung fur Wartung oder Root-Zugriff".

Uber diese Aufgabe

Gehen Sie wie folgt vor, wenn Sie mehrere Nodes gleichzeitig neu booten missen. Sie kdnnen dieses
Verfahren beispielsweise nach dem Andern des FIPS-Modus fiir das Grid verwenden"TLS- und SSH-
Sicherheitsrichtlinie". Wenn der FIPS-Modus geandert wird, missen Sie alle Nodes neu booten, damit die
Anderung wirksam wird.

Wenn Sie nur einen Node neu booten muissen, konnen Sie "Booten Sie den Node Uber die
Registerkarte Aufgaben neu".

Wenn StorageGRID Grid-Nodes neu gebootet, fuhrt dies den reboot Befehl auf jedem Node aus, wodurch
der Node heruntergefahren und neu gestartet wird. Alle Dienste werden automatisch neu gestartet.

* Durch Neubooten eines VMware-Node wird die virtuelle Maschine neu gebootet.
* Durch Neubooten eines Linux Node wird der Container neu gebootet.

* Durch Neubooten eines Node der StorageGRID-Appliance wird der Computing-Controller neu gebootet.

Beim Rolling Reboot-Verfahren kénnen mehrere Nodes gleichzeitig neu gebootet werden, mit folgenden
Ausnahmen:

» Zwei Nodes desselben Typs werden nicht gleichzeitig neu gebootet.

+ Gateway Nodes und Admin-Nodes werden nicht gleichzeitig neu gestartet.

Stattdessen werden diese Nodes sequenziell neu gebootet, um sicherzustellen, dass HA-Gruppen,
Objektdaten und kritische Node-Services immer verfugbar bleiben.

Wenn Sie den primaren Admin-Node neu starten, verliert Ihr Browser voriibergehend den Zugriff auf den Grid-
Manager, sodass Sie den Vorgang nicht mehr Gberwachen kénnen. Aus diesem Grund wird der priméare
Admin-Node zuletzt neu gestartet.

Fuhren Sie einen Rolling-Neustart durch

Wahlen Sie die Knoten aus, die neu gestartet werden sollen, Uberpriifen Sie lhre Auswahl, starten Sie den
Neustart und Uberwachen Sie den Fortschritt.

Wabhlen Sie Nodes aus

Offnen Sie als ersten Schritt die Seite Rolling Reboot, und wahlen Sie die Knoten aus, die neu gestartet
werden sollen.
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Schritte
1. Wahlen Sie Wartung > Aufgaben > Rollierender Neustart.

2. Uberpriifen Sie den Verbindungsstatus und die Warnsymbole in der Spalte Knotenname.

Sie kdnnen einen Node nicht neu booten, wenn er vom Grid getrennt ist. Die
Kontrollkastchen sind fiir Knoten mit den folgenden Symbolen deaktiviert: @ Oder @

3. Wenn Knoten aktive Warnungen haben, Uberprifen Sie die Liste der Warnungen in der Spalte Alert
summary.

Um alle aktuellen Warnungen fur einen Knoten anzuzeigen, kénnen Sie auch die Knoten »
Registerkarte Ubersicht.

4. Fuhren Sie optional die empfohlenen Aktionen durch, um aktuelle Warnmeldungen zu beheben.

5. Wenn alle Knoten verbunden sind und Sie alle neu starten mochten, aktivieren Sie optional das
Kontrollkastchen in der Tabellentberschrift und wahlen Sie alles auswahlen. Wahlen Sie andernfalls jeden
Node aus, der neu gebootet werden soll.

Sie kdénnen die Filteroptionen der Tabelle verwenden, um Untergruppen von Knoten anzuzeigen.
Beispielsweise konnen Sie nur Storage Nodes oder alle Nodes an einem bestimmten Standort anzeigen
und auswahlen.

6. Wahlen Sie Auswabhl liberpriifen.

Auswahl liberpriifen

In diesem Schritt kdnnen Sie bestimmen, wie lange das gesamte Neustarten dauern kénnte, und bestatigen,
dass Sie die richtigen Nodes ausgewahlt haben.

1. Uberprifen Sie auf der Seite ,Auswahl priifen” die Zusammenfassung, die angibt, wie viele Knoten neu
gestartet werden sollen, und die geschatzte Gesamtzeit fiir den Neustart aller Knoten.
2. Um einen bestimmten Knoten aus der Liste des Neustarts zu entfernen, wahlen Sie optional Entfernen.

3. Wenn Sie weitere Knoten hinzufligen mochten, wahlen Sie Vorheriger Schritt, wahlen Sie die
zusatzlichen Knoten aus und wahlen Sie Auswahl priifen.

4. Wenn Sie bereit sind, den Rolling Reboot-Vorgang fur alle ausgewahlten Knoten zu starten, wahlen Sie
Reboot Nodes.

5. Wenn Sie den primaren Admin-Knoten neu starten mdchten, lesen Sie die Informationsmeldung und
wahlen Sie Ja aus.

Der primare Admin-Node ist der letzte neu zu bootende Node. Wahrend dieses Knotens neu
@ gestartet wird, geht die Verbindung lhres Browsers verloren. Wenn der primare Admin-
Knoten wieder verflugbar ist, missen Sie die Seite Rolling Reboot neu laden.

Uberwachen Sie einen laufenden Neustart

Wahrend das Rolling-Reboot-Verfahren ausgefiihrt wird, kbnnen Sie es vom primaren Admin-Node aus
Uberwachen.

Schritte
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1. Uberprifen Sie den Gesamtfortschritt des Vorgangs, der folgende Informationen enthalt:
o Anzahl der neu gebooteten Nodes
o Anzahl der Nodes, die gerade neu gebootet werden
o Anzahl der Nodes, die noch neu gebootet werden missen
2. Uberpriifen Sie die Tabelle fiir jeden Node-Typ.
Die Tabellen bieten einen Fortschrittsbalken des Vorgangs auf jedem Node und zeigen die Neubootphase
fur diesen Node an. Dabei kann eine der folgenden sein:
o Warten auf Neustart
o Dienste werden angehalten
o System wird neu gestartet
> Dienste werden gestartet

> Neustart abgeschlossen

Stoppen Sie den Rolling-Neustart

Sie kénnen das Rolling-Reboot-Verfahren vom primaren Admin-Node aus stoppen. Wenn Sie das Verfahren
beenden, schliel3en alle Knoten mit dem Status ,Dienste anhalten®, ,System neu starten” oder ,Dienste
starten” den Neustartvorgang ab. Diese Knoten werden jedoch nicht mehr im Rahmen des Verfahrens
nachverfolgt.

Schritte
1. Wahlen Sie Wartung > Aufgaben > Rollierender Neustart.

2. Wahlen Sie im Schritt Monitor reboot die Option Neustart stoppen.

Starten Sie den Grid-Node liber die Registerkarte Aufgaben neu

Sie konnen einen einzelnen Grid-Node Uber die Registerkarte Aufgaben auf der Seite
Nodes neu booten.

Bevor Sie beginnen
« Sie sind im Grid Manager mit einem angemeldet"Unterstitzter Webbrowser".

+ Sie haben die "Berechtigung fur Wartung oder Root-Zugriff".
« Sie haben die Provisionierungs-Passphrase.

* Wenn Sie den primaren Admin-Node oder einen beliebigen Storage-Node neu starten, haben Sie die
folgenden Uberlegungen (iberpriift:

o Wenn Sie den primaren Admin-Node neu starten, verliert Ihr Browser voribergehend den Zugriff auf
den Grid-Manager.

> Wenn Sie zwei oder mehr Storage-Nodes an einem bestimmten Standort neu starten, kénnen Sie
moglicherweise wahrend des Neustarts nicht auf bestimmte Objekte zugreifen. Dieses Problem kann
auftreten, wenn eine ILM-Regel die Option Dual Commit Ingest verwendet (oder eine Regel Balanced
angibt und es nicht moglich ist, sofort alle erforderlichen Kopien zu erstellen). In diesem Fall legt
StorageGRID neu aufgenommene Objekte auf zwei Storage-Nodes am selben Standort fest und
evaluiert spater ILM.

o Um sicherzustellen, dass Sie wahrend des Neubootens eines Storage-Node auf alle Objekte zugreifen
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kénnen, beenden Sie die Verarbeitung von Objekten an einem Standort etwa eine Stunde lang, bevor
Sie den Node neu booten.

Uber diese Aufgabe

Wenn StorageGRID einen Grid-Node neu gebootet, flhrt dies den reboot Befehl auf dem Node aus, wodurch
der Node heruntergefahren und neu gestartet wird. Alle Dienste werden automatisch neu gestartet.

* Durch Neubooten eines VMware-Node wird die virtuelle Maschine neu gebootet.

* Durch Neubooten eines Linux Node wird der Container neu gebootet.

* Durch Neubooten eines Node der StorageGRID-Appliance wird der Computing-Controller neu gebootet.

Wenn Sie mehr als einen Node neu booten missen, kdnnen Sie den verwenden"Ein Neustart
wird durchgefuhrt".

Schritte

1.
2.
3.
. Wahlen Sie Neustart.

Wahlen Sie Knoten aus.
Wahlen Sie den Grid-Node aus, den Sie neu booten mochten.

Wahlen Sie die Registerkarte Aufgaben aus.

Ein Bestatigungsdialogfeld wird angezeigt. Wenn Sie den primaren Admin-Knoten neu starten, wird im
Bestatigungsdialogfeld darauf hingewiesen, dass die Verbindung Ihres Browsers zum Grid Manager
vorubergehend verloren geht, wenn Dienste beendet werden.

Geben Sie die Provisionierungs-Passphrase ein, und wahlen Sie OK.

Warten Sie, bis der Node neu gebootet wird.
Es kann einige Zeit dauern, bis Dienste heruntergefahren werden.

Wenn der Node neu gestartet wird, wird auf der Seite Nodes das graue Symbol (Administratorabwarts) fur
den Node angezeigt. Wenn alle Dienste neu gestartet wurden und der Knoten erfolgreich mit dem Raster
verbunden wurde, sollte auf der Seite Knoten der normale Status angezeigt werden (keine Symbole links
neben dem Knotennamen), was darauf hinweist, dass keine Warnungen aktiv sind und der Knoten mit dem
Raster verbunden ist.

Grid-Node aus der Eingabeaufforderung neu booten

Wenn Sie den Neustartvorgang genauer Uberwachen mussen oder wenn Sie nicht auf
den Grid Manager zugreifen konnen, konnen Sie sich am Grid-Knoten anmelden und den
Befehl Server Manager reboot Uber die Befehlsshell ausfuhren.

Bevor Sie beginnen

Sie haben die Passwords.txt Datei.

Schritte

1.

Melden Sie sich beim Grid-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
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3.
4.

b. Geben Sie das in der Datei aufgefiihrte Passwort ein Passwords . txt.
C. Geben Sie den folgenden Befehl ein, um zu root zu wechseln: su -
d. Geben Sie das in der Datei aufgefiihrte Passwort ein Passwords. txt.

Wenn Sie als root angemeldet sind, wechselt die Eingabeaufforderung von $ zu #.

. Optional Dienste anhalten: service servermanager stop

Das Beenden von Diensten ist ein optionaler, aber empfohlener Schritt. Die Services kénnen bis zu 15
Minuten zum Herunterfahren dauern. Moglicherweise mochten Sie sich beim System per Remote-Zugriff
anmelden, um den Shutdown-Prozess zu Uberwachen, bevor Sie im nachsten Schritt den Node neu
booten.

Grid-Node neu booten: reboot

Melden Sie sich von der Befehls-Shell ab: exit

Fahren Sie den Grid-Node herunter

Sie konnen einen Grid-Node uber die Befehlshaber des Node herunterfahren.

Bevor Sie beginnen

Sie haben die Passwords.txt Datei.

Uber diese Aufgabe

Bevor Sie dieses Verfahren durchfihren, sollten Sie folgende Punkte beachten:

Im Aligemeinen sollten Sie nicht mehr als einen Node gleichzeitig herunterfahren, um Unterbrechungen zu
vermeiden.

Fahren Sie einen Node wahrend eines Wartungsverfahrens nicht herunter, es sei denn, Sie werden in der
Dokumentation oder vom technischen Support ausdricklich dazu aufgefordert.

Das Herunterfahren basiert auf dem Installationsort des Node, wie folgt:
> Durch das Herunterfahren eines VMware-Knotens wird die virtuelle Maschine heruntergefahren.
o Durch das Herunterfahren eines Linux-Node wird der Container heruntergefahren.

o Durch das Herunterfahren eines StorageGRID-Appliance-Node wird der Computing-Controller
heruntergefahren.

Wenn Sie planen, mehr als einen Storage-Node an einem Standort herunterzufahren, beenden Sie die
Aufnahme von Objekten an diesem Standort ca. eine Stunde lang, bevor Sie die Nodes herunterfahren.

Wenn eine ILM-Regel die Option Dual Commit Ingest verwendet (oder wenn eine Regel die Option
Balanced verwendet und alle erforderlichen Kopien nicht sofort erstellt werden kénnen), tUbertragt
StorageGRID alle neu aufgenommenen Objekte sofort auf zwei Speicher-Nodes auf derselben Seite und
wertet ILM spater aus. Wenn mehr als ein Storage-Node an einem Standort heruntergefahren wird, sind
Sie moglicherweise wahrend des Herunterfahrens nicht in der Lage, auf neu aufgenommene Objekte
zuzugreifen. Schreibvorgange kénnen auch fehlschlagen, wenn am Standort zu wenige Speicherknoten
verfligbar bleiben. Siehe "Objektmanagement mit ILM".

Schritte

1.

Melden Sie sich beim Grid-Node an:
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a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das in der Datei aufgefihrte Passwort ein Passwords. txt.
C. Geben Sie den folgenden Befehl ein, um zu root zu wechseln: su -
d. Geben Sie das in der Datei aufgefiihrte Passwort ein Passwords. txt.

Wenn Sie als root angemeldet sind, wechselt die Eingabeaufforderung von $ zu #.
2. Alle Dienste beenden: service servermanager stop

Die Dienste kénnen bis zu 15 Minuten zum Herunterfahren dauern. AuRerdem kénnen Sie sich
moglicherweise per Remote-Zugriff beim System anmelden, um den Shutdown-Prozess zu Uiberwachen.

3. Wenn der Node auf einer virtuellen VMware-Maschine ausgefihrt wird oder es sich um einen Appliance-
Node handelt, geben Sie den Befehl shutdown ein: shutdown -h now

Flhren Sie diesen Schritt unabhangig vom Ergebnis des service servermanager stop Befehls aus.

Nachdem Sie den Befehl an einem Appliance-Node ausgegeben shutdown -h now
haben, missen Sie die Appliance aus- und wieder einschalten, um den Node neu zu
starten.

Bei diesem Befehl wird der Controller heruntergefahren, das Gerat ist jedoch weiterhin eingeschaltet. Sie
mussen den nachsten Schritt abschlielen.

4. Wenn Sie einen Appliance-Node herunterfahren, befolgen Sie die Schritte fir Ihre Appliance.
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SG6160
a. Schalten Sie den SG6100-CN-Speicher-Controller aus.
b. Warten Sie, bis die blaue LED-Betriebsanzeige am SG6100-CN-Speicher-Controller
ausgeschaltet ist.

SGF6112
a. Schalten Sie das Geréat aus.

b. Warten Sie, bis die blaue Betriebs-LED erlischt.

SG6000

a. Warten Sie, bis die griine LED Cache Active auf der Riickseite der Storage Controller
ausgeschaltet ist.

Diese LED leuchtet, wenn zwischengespeicherte Daten auf die Laufwerke geschrieben werden
mussen. Sie missen warten, bis diese LED ausgeschaltet ist, bevor Sie den Strom ausschalten.

b. Schalten Sie das Gerat aus und warten Sie, bis die blaue Strom-LED ausgeschaltet ist.

SG5800

a. Warten Sie, bis die griine LED Cache Active auf der Riickseite des Storage Controllers
ausgeschaltet ist.

Diese LED leuchtet, wenn zwischengespeicherte Daten auf die Laufwerke geschrieben werden
mussen. Sie missen warten, bis diese LED ausgeschaltet ist, bevor Sie den Strom ausschalten.

b. Wahlen Sie auf der Startseite des SANtricity System Managers die Option Vorgédnge in
Bearbeitung anzeigen.

c. Bestatigen Sie, dass alle Vorgange abgeschlossen wurden, bevor Sie mit dem nachsten Schritt
fortfahren.

d. Schalten Sie beide Netzschalter am Controller Shelf aus und warten Sie, bis alle LEDs am
Controller Shelf ausgeschaltet sind.

SG5700

a. Warten Sie, bis die griine LED Cache Active auf der Riickseite des Storage Controllers
ausgeschaltet ist.

Diese LED leuchtet, wenn zwischengespeicherte Daten auf die Laufwerke geschrieben werden
mussen. Sie mussen warten, bis diese LED ausgeschaltet ist, bevor Sie den Strom ausschalten.

b. Schalten Sie das Gerat aus und warten Sie, bis alle LED- und siebensegmentreichen
Anzeigeaktivitaten angehalten sind.

SG100 oder SG1000
a. Schalten Sie das Gerat aus.

b. Warten Sie, bis die blaue Betriebs-LED erlischt.



Schalten Sie den Host aus

Bevor Sie einen Host herunterfahren, mussen Sie Dienste auf allen Grid-Nodes auf
diesem Host anhalten.

Schritte
1. Melden Sie sich beim Grid-Node an:
a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das in der Datei aufgefihrte Passwort ein Passwords . txt.
C. Geben Sie den folgenden Befehl ein, um zu root zu wechseln: su -
d. Geben Sie das in der Datei aufgefiihrte Passwort ein Passwords. txt.

Wenn Sie als root angemeldet sind, wechselt die Eingabeaufforderung von $ zu #.
2. Beenden Sie alle auf dem Knoten ausgefiihrten Dienste: service servermanager stop

Die Dienste kénnen bis zu 15 Minuten zum Herunterfahren dauern. Auerdem kénnen Sie sich
moglicherweise per Remote-Zugriff beim System anmelden, um den Shutdown-Prozess zu Giberwachen.

3. Wiederholen Sie die Schritte 1 und 2 fir jeden Knoten auf dem Host.
4. Wenn Sie einen Linux-Host haben:
a. Melden Sie sich beim Host-Betriebssystem an.
b. Stoppen Sie den Knoten: storagegrid node stop
c. Fahren Sie das Host-Betriebssystem herunter.
5. Wenn der Node auf einer virtuellen VMware-Maschine ausgeflihrt wird oder es sich um einen Appliance-

Node handelt, geben Sie den Befehl shutdown ein: shutdown -h now

FlUhren Sie diesen Schritt unabhangig vom Ergebnis des service servermanager stop Befehls aus.

Nachdem Sie den Befehl an einem Appliance-Node ausgegeben shutdown -h now
haben, missen Sie die Appliance aus- und wieder einschalten, um den Node neu zu
starten.

Bei diesem Befehl wird der Controller heruntergefahren, das Gerat ist jedoch weiterhin eingeschaltet. Sie
mussen den nachsten Schritt abschliellen.

6. Wenn Sie einen Appliance-Node herunterfahren, befolgen Sie die Schritte fiir Ihre Appliance.

11
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SG6160
a. Schalten Sie den SG6100-CN-Speicher-Controller aus.
b. Warten Sie, bis die blaue LED-Betriebsanzeige am SG6100-CN-Speicher-Controller
ausgeschaltet ist.

SGF6112
a. Schalten Sie das Geréat aus.

b. Warten Sie, bis die blaue Betriebs-LED erlischt.

SG6000

a. Warten Sie, bis die griine LED Cache Active auf der Riickseite der Storage Controller
ausgeschaltet ist.

Diese LED leuchtet, wenn zwischengespeicherte Daten auf die Laufwerke geschrieben werden
mussen. Sie missen warten, bis diese LED ausgeschaltet ist, bevor Sie den Strom ausschalten.

b. Schalten Sie das Gerat aus und warten Sie, bis die blaue Strom-LED ausgeschaltet ist.

SG5800

a. Warten Sie, bis die griine LED Cache Active auf der Riickseite des Storage Controllers
ausgeschaltet ist.

Diese LED leuchtet, wenn zwischengespeicherte Daten auf die Laufwerke geschrieben werden
mussen. Sie missen warten, bis diese LED ausgeschaltet ist, bevor Sie den Strom ausschalten.

b. Wahlen Sie auf der Startseite des SANtricity System Managers die Option Vorgédnge in
Bearbeitung anzeigen.

c. Bestatigen Sie, dass alle Vorgange abgeschlossen wurden, bevor Sie mit dem nachsten Schritt
fortfahren.

d. Schalten Sie beide Netzschalter am Controller Shelf aus und warten Sie, bis alle LEDs am
Controller Shelf ausgeschaltet sind.

SG5700

a. Warten Sie, bis die griine LED Cache Active auf der Riickseite des Storage Controllers
ausgeschaltet ist.

Diese LED leuchtet, wenn zwischengespeicherte Daten auf die Laufwerke geschrieben werden
mussen. Sie mussen warten, bis diese LED ausgeschaltet ist, bevor Sie den Strom ausschalten.

b. Schalten Sie das Gerat aus und warten Sie, bis alle LED- und siebensegmentreichen
Anzeigeaktivitaten angehalten sind.

SG110 oder SG1100
a. Schalten Sie das Gerat aus.

b. Warten Sie, bis die blaue Betriebs-LED erlischt.

SG100 oder SG1000
a. Schalten Sie das Geréat aus.

b. Warten Sie, bis die blaue Betriebs-LED erlischt.



7. Melden Sie sich von der Befehls-Shell ab: exit

Verwandte Informationen
* "SGF6112 und SG6160 Storage Appliances"

* "Storage Appliances der SG6000"
+ "Storage Appliances der SG5700"
+ "Storage Appliances der SG5800"
+ "Service Appliances fir SG110 und SG1100"
* "SG100- und SG1000-Services-Appliances"

Schalten Sie alle Knoten im Grid aus und wieder ein

Maoglicherweise mussen Sie |hr gesamtes StorageGRID System herunterfahren, wenn
Sie ein Datacenter verschieben. Diese Schritte bieten einen allgemeinen Uberblick tiber
die empfohlene Sequenz fur ein kontrolliertes Herunterfahren und Starten.

Wenn Sie alle Nodes an einem Standort oder Grid ausschalten, kénnen Sie nicht auf aufgenommene Objekte

zugreifen, wahrend die Storage-Nodes offline sind.

Stoppen Sie Services und fahren Sie die Grid-Nodes herunter

Bevor Sie ein StorageGRID System ausschalten kénnen, missen Sie alle Services, die auf jedem Grid-Node

ausgefihrt werden, anhalten und anschlief3end alle VMware Virtual Machines, Container-Engines und
StorageGRID Appliances herunterfahren.

Uber diese Aufgabe

Beenden Sie zuerst Dienste auf Admin-Nodes und Gateway-Nodes, und beenden Sie dann Dienste auf
Storage-Nodes.

Dieser Ansatz ermoglicht Ihnen, den primaren Admin-Knoten so lange wie mdglich zu verwenden, um den
Status der anderen Grid-Knoten zu Gberwachen.

Wenn ein einzelner Host mehr als einen Grid-Node enthalt, fahren Sie den Host erst herunter,
@ wenn Sie alle Nodes auf diesem Host angehalten haben. Wenn der Host den primaren Admin-
Node enthalt, fahren Sie diesen Host zuletzt herunter.

Bei Bedarf kobnnen Sie "Migrieren Sie Nodes von einem Linux-Host zu einem anderen"die
@ Hostwartung durchfiihren, ohne die Funktionalitdt oder Verfugbarkeit Ihres Grids zu
beeintrachtigen.

Schritte
1. Der externe SSH-Zugriff ist standardmaRig blockiert. Falls erforderlich,"Zugriff voriibergehend erlauben” .

2. Beenden Sie alle Client-Applikationen vom Zugriff auf das Grid.

3. Melden Sie sich bei jedem Gateway-Knoten an:

a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP

b. Geben Sie das in der Datei aufgefihrte Passwort ein Passwords. txt.
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C. Geben Sie den folgenden Befehl ein, um zu root zu wechseln: su -
d. Geben Sie das in der Datei aufgefiihrte Passwort ein Passwords . txt.

Wenn Sie als root angemeldet sind, wechselt die Eingabeaufforderung von $ zu #.
Beenden Sie alle Dienste, die auf dem Knoten ausgefiihrt werden: service servermanager stop

Die Dienste kénnen bis zu 15 Minuten zum Herunterfahren dauern. Auflerdem koénnen Sie sich
mdglicherweise per Remote-Zugriff beim System anmelden, um den Shutdown-Prozess zu Giberwachen.

. Wiederholen Sie die beiden vorherigen Schritte, um die Services auf allen Speicher-Nodes und nicht-

primaren Admin-Nodes anzuhalten.

Sie konnen die Dienste auf diesen Knoten in beliebiger Reihenfolge anhalten.

Wenn Sie den Befehl zum Anhalten der Dienste auf einem Appliance-Storage-Node
ausgeben service servermanager stop, mussen Sie die Appliance aus- und wieder
einschalten, um den Node neu zu starten.

Wiederholen Sie fur den primaren Admin-Knoten die Schritte fir Anmeldung beim Node und Anhalten aller
Dienste auf dem Knoten.

Fir Knoten, die auf Linux-Hosts ausgefiihrt werden:

a. Melden Sie sich beim Host-Betriebssystem an.

b. Stoppen Sie den Knoten: storagegrid node stop

c. Fahren Sie das Host-Betriebssystem herunter.
Geben Sie fur Knoten, die auf virtuellen VMware-Maschinen ausgefiihrt werden, und fir Appliance Storage
Nodes den Befehl shutdown ein: shutdown -h now

Flhren Sie diesen Schritt unabhangig vom Ergebnis des service servermanager stop Befehls aus.

Bei diesem Befehl wird der Compute-Controller heruntergefahren, das Gerat ist jedoch weiterhin
eingeschaltet. Sie miissen den nachsten Schritt abschlielen.

Wenn Sie Uber Gerateknoten verfiigen, befolgen Sie die Schritte fiir lhre Appliance.



SG110 oder SG1100
a. Schalten Sie das Gerat aus.

b. Warten Sie, bis die blaue Betriebs-LED erlischt.

SG100 oder SG1000
a. Schalten Sie das Geréat aus.

b. Warten Sie, bis die blaue Betriebs-LED erlischt.

SG6160
a. Schalten Sie den SG6100-CN-Speicher-Controller aus.
b. Warten Sie, bis die blaue LED-Betriebsanzeige am SG6100-CN-Speicher-Controller
ausgeschaltet ist.

SGF6112
a. Schalten Sie das Gerat aus.

b. Warten Sie, bis die blaue Betriebs-LED erlischt.

SG6000

a. Warten Sie, bis die griine LED Cache Active auf der Riickseite der Storage Controller
ausgeschaltet ist.

Diese LED leuchtet, wenn zwischengespeicherte Daten auf die Laufwerke geschrieben werden

mussen. Sie missen warten, bis diese LED ausgeschaltet ist, bevor Sie den Strom ausschalten.

b. Schalten Sie das Gerat aus und warten Sie, bis die blaue Strom-LED ausgeschaltet ist.

SG5800

a. Warten Sie, bis die griine LED Cache Active auf der Riickseite des Storage Controllers
ausgeschaltet ist.

Diese LED leuchtet, wenn zwischengespeicherte Daten auf die Laufwerke geschrieben werden

mussen. Sie mussen warten, bis diese LED ausgeschaltet ist, bevor Sie den Strom ausschalten.

b. Wahlen Sie auf der Startseite des SANtricity System Managers die Option Vorgédnge in
Bearbeitung anzeigen.

c. Bestatigen Sie, dass alle Vorgange abgeschlossen wurden, bevor Sie mit dem nachsten Schritt
fortfahren.

d. Schalten Sie beide Netzschalter am Controller Shelf aus und warten Sie, bis alle LEDs am
Controller Shelf ausgeschaltet sind.

SG5700

a. Warten Sie, bis die grine LED Cache Active auf der Rlckseite des Storage Controllers
ausgeschaltet ist.

Diese LED leuchtet, wenn zwischengespeicherte Daten auf die Laufwerke geschrieben werden

mussen. Sie mussen warten, bis diese LED ausgeschaltet ist, bevor Sie den Strom ausschalten.

b. Schalten Sie das Gerat aus und warten Sie, bis alle LED- und siebensegmentreichen
Anzeigeaktivitdten angehalten sind.
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10. Melden Sie sich bei Bedarf von der Command Shell ab: exit
Das StorageGRID-Grid wurde jetzt heruntergefahren.

11. Wenn Sie externen SSH-Zugriff zugelassen haben,"Zugriff blockieren" wenn Sie mit dem Herunterfahren
der Knoten fertig sind.

Grid-Nodes starten

Wenn das gesamte Grid seit mehr als 15 Tagen heruntergefahren wurde, missen Sie sich an

@ den technischen Support wenden, bevor Sie die Grid-Nodes starten. Versuchen Sie nicht, die
Wiederherstellungsverfahren zu verwenden, mit denen Cassandra-Daten wiederhergestellt
werden. Dies kann zu Datenverlust fihren.

Schalten Sie die Netzknoten nach Méglichkeit in dieser Reihenfolge ein:

» Zuerst die Administratorknoten mit Strom versorgen.

» Strom auf Gateway-Knoten zuletzt anwenden.

@ Wenn ein Host mehrere Grid-Nodes enthalt, werden die Nodes automatisch wieder online
geschaltet, wenn Sie den Host einschalten.

Schritte
1. Schalten Sie die Hosts fir den primaren Admin-Node und alle nicht-primaren Admin-Nodes ein.

@ Sie konnen sich erst bei den Admin-Knoten anmelden, wenn die Speicherknoten neu
gestartet wurden.

2. Schalten Sie die Hosts fiir alle Storage-Nodes ein.
Sie kénnen diese Knoten in beliebiger Reihenfolge einschalten.

3. Schalten Sie die Hosts flr alle Gateway-Nodes ein.

4. Melden Sie sich beim Grid Manager an.

5. Wahlen Sie Knoten aus und Uberwachen Sie den Status der Rasterknoten. Stellen Sie sicher, dass neben
den Knotennamen keine Warnsymbole angezeigt werden.

Verwandte Informationen
* "SGF6112 und SG6160 Storage Appliances"

* "Service Appliances fur SG110 und SG1100"
* "SG100- und SG1000-Services-Appliances"
* "Storage Appliances der SG6000"
« "Storage Appliances der SG5800"
+ "Storage Appliances der SG5700"

Verfahren zur Neuzuordnung von Ports
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Entfernen Sie Port-Neuzuordnungen auf StorageGRID -Geraten

Wenn Sie einen Endpunkt fur den Load Balancer-Dienst konfigurieren moéchten und einen
Port verwenden moéchten, der bereits als Port mit dem Port einer Port-Remap konfiguriert
wurde, mussen Sie zunachst die vorhandene Port-Remap entfernen, oder der Endpunkt
ist nicht wirksam. Sie mussen auf jedem Admin-Node und Gateway-Node ein Skript
ausfuhren, das Uber widersprichliche neu zugeordnete Ports verflgt, um alle Port-
Remaps des Node zu entfernen.

Uber diese Aufgabe

Durch dieses Verfahren werden alle Port-Remaps entfernt. Wenden Sie sich an den technischen Support,
wenn Sie einige der Ruckplane aufbewahren mussen.

Informationen Uber das Konfigurieren von Endpunkten des Load Balancer finden Sie unter "Konfigurieren von
Load Balancer-Endpunkten®.

Wenn die Port-Neuzuordnung Client-Zugriff ermoglicht, konfigurieren Sie den Client neu, damit

@ er einen anderen Port als Load-Balancer-Endpunkt verwendet, um einen Dienstausfall zu
vermeiden. Andernfalls fiihrt das Entfernen der Port-Zuordnung zum Verlust des Client-Zugriffs
und sollte entsprechend geplant werden.

Dieses Verfahren ist bei einem StorageGRID System, das als Container auf Bare-Metal-Hosts
@ bereitgestellt wird, nicht mdglich. Siehe die Anleitung fir "Entfernen von Port-Remaps auf Bare-
Metal-Hosts".

Schritte
1. Der externe SSH-Zugriff ist standardmaRig blockiert. Falls erforderlich,"Zugriff vortibergehend erlauben” .

2. Melden Sie sich bei dem Node an.

a. Geben Sie den folgenden Befehl ein: ssh -p 8022 admin@node IP

Port 8022 ist der SSH-Port des Basis-OS, wahrend Port 22 der SSH-Port der Container-Engine ist, auf
der StorageGRID ausgeflihrt wird.

b. Geben Sie das in der Datei aufgefihrte Passwort ein Passwords . txt.
C. Geben Sie den folgenden Befehl ein, um zu root zu wechseln: su -

d. Geben Sie das in der Datei aufgefiihrte Passwort ein Passwords . txt.
Wenn Sie als root angemeldet sind, wechselt die Eingabeaufforderung von $ zu #.

FUhren Sie das folgende Skript aus: remove-port-remap.sh
Booten Sie den Node neu: reboot

Melden Sie sich von der Befehls-Shell ab: exit

o o k> W

Wiederholen Sie diese Schritte auf jedem Admin-Node und Gateway-Node mit gegensatzlichen neu
zugeordneten Ports.

7. Wenn Sie externen SSH-Zugriff zugelassen haben,"Zugriff blockieren" wenn Sie mit dem Entfernen der
Port-Neuzuordnungen fertig sind.
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Entfernen Sie die Port-Remaps auf Bare-Metal-Hosts

Wenn Sie einen Endpunkt fur den Load Balancer-Dienst konfigurieren moéchten und einen
Port verwenden moéchten, der bereits als Port mit dem Port einer Port-Remap konfiguriert
wurde, mussen Sie zunachst die vorhandene Port-Remap entfernen, oder der Endpunkt
ist nicht wirksam.

Uber diese Aufgabe

Wenn Sie StorageGRID auf Bare-Metal-Hosts ausflhren, fihren Sie dieses Verfahren anstelle des
allgemeinen Verfahrens zum Entfernen von Port-Remaps durch. Sie missen die Node-Konfigurationsdatei fur
jeden Admin-Node und Gateway-Node bearbeiten, der Uber widerspriichliche neu zugeordnete Ports verfiigt,
um alle Port-Neuzuordnungen des Node zu entfernen und den Node neu zu starten.

@ Durch dieses Verfahren werden alle Port-Remaps entfernt. Wenden Sie sich an den
technischen Support, wenn Sie einige der Riickplane aufbewahren mussen.

Informationen Uber das Konfigurieren von Endpunkten fir den Load Balancer finden Sie in den Anweisungen
zur Verwaltung von StorageGRID.

@ Dieses Verfahren kann zu einem voriibergehenden Serviceverlust fihren, wenn Knoten neu
gestartet werden.

Schritte

1. Melden Sie sich bei dem Host an, der den Node unterstiitzt. Melden Sie sich als root oder mit einem Konto
an, das Uber sudo-Berechtigung verfligt.

2. Flhren Sie den folgenden Befehl aus, um den Node voriibergehend zu deaktivieren: sudo storagegrid
node stop node-name

3. Bearbeiten Sie mithilfe eines Texteditors wie vim oder pico die Konfigurationsdatei des Knotens fiir den
Knoten.

Die Node-Konfigurationsdatei finden Sie unter /etc/storagegrid/nodes/node-name.conft.
4. Suchen Sie den Abschnitt der Node-Konfigurationsdatei, die die Port-Zuordnungen enthalt.

Siehe die letzten beiden Zeilen im folgenden Beispiel.
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ADMIN NETWORK CONFIG = STATIC

ADMIN NETWORK ESL = 10.0.0.0/8, 172.19.0.0/16, 172.21.0.0/16
ADMIN NETWORK GATEWAY = 10.224.0.1
ADMIN NETWORK IP = 10.224.5.140

ADMIN NETWORK MASK = 255.255.248.0
ADMIN NETWORK MTU = 1400

ADMIN NETWORK TARGET = ethl

ADMIN NETWORK TARGET TYPE = Interface
BLOCK DEVICE VAR LOCAL = /dev/sda2
CLIENT NETWORK CONFIG = STATIC

CLIENT NETWORK GATEWAY = 47.47.0.1
CLIENT NETWORK IP = 47.47.5.140

CLIENT NETWORK MASK = 255.255.248.0
CLIENT NETWORK MTU = 1400

CLIENT NETWORK TARGET = eth?2

CLIENT NETWORK TARGET TYPE = Interface
GRID NETWORK CONFIG = STATIC

GRID NETWORK GATEWAY = 192.168.0.1
GRID NETWORK IP = 192.168.5.140

GRID NETWORK MASK = 255.255.248.0

GRID NETWORK MTU = 1400

GRID NETWORK TARGET = ethO

GRID NETWORK TARGET TYPE = Interface
NODE TYPE = VM API Gateway

PORT REMAP = client/tcp/8082/443

PORT REMAP INBOUND = client/tcp/8082/443

. BEARBEITEN Sie DIE Eintrage PORT_REMAP und PORT_REMAP_INBOUND, um Port-Remaps zu
entfernen.

PORT REMAP =
PORT REMAP INBOUND =

. Flihren Sie den folgenden Befehl aus, um lhre Anderungen an der Node-Konfigurationsdatei fiir den Node
zu validieren: sudo storagegrid node validate node-name

Beheben Sie Fehler oder Warnungen, bevor Sie mit dem nachsten Schritt fortfahren.

. FGhren Sie den folgenden Befehl aus, um den Node ohne Port-Neuzuordnungen neu zu starten: sudo
storagegrid node start node-name

. Melden Sie sich mit dem in der Datei aufgefiihrten Passwort beim Node als Administrator an
Passwords.txt.

. Uberpriifen Sie, ob die Dienste richtig starten.

a. Anzeigen einer Liste der Status aller Dienste auf dem Server:sudo storagegrid-status
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Der Status wird automatisch aktualisiert.

b. Warten Sie, bis alle Dienste den Status ,wird ausgefuhrt‘ oder ,verifiziert* aufweisen.
C. Statusbildschirm verlassen:Ctr1+C

10. Wiederholen Sie diese Schritte auf jedem Admin-Node und Gateway-Node mit gegensétzlichen neu
zugeordneten Ports.

Server Manager-Verfahren

Zeigen Sie den Status und die Version von Server Manager an

FUr jeden Grid-Node kdnnen Sie den aktuellen Status und die Version des auf diesem
Grid-Node ausgefuhrten Server Managers anzeigen. Zudem erhalten Sie den aktuellen
Status aller auf diesem Grid-Node ausgefiuhrten Services.

Bevor Sie beginnen

Sie haben die Passwords.txt Datei.

Schritte
1. Melden Sie sich beim Grid-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das in der Datei aufgefihrte Passwort ein Passwords. txt.
C. Geben Sie den folgenden Befehl ein, um zu root zu wechseln: su -
d. Geben Sie das in der Datei aufgefiihrte Passwort ein Passwords . txt.

Wenn Sie als root angemeldet sind, wechselt die Eingabeaufforderung von $ zu #.

2. Anzeigen des aktuellen Status von Server Manager, der auf dem Grid-Knoten ausgefihrt wird: service
servermanager status

Der aktuelle Status von Server Manager, der auf dem Grid-Knoten ausgefuihrt wird, wird gemeldet (wird
ausgefuhrt oder nicht). Wenn Server Manager den Status running hat, wird die Zeit angezeigt, die seit
dem letzten Start ausgefihrt wurde. Beispiel:

servermanager running for 1d, 13h, Om, 30s
3. Aktuelle Version von Server Manager anzeigen, die auf einem Grid-Knoten ausgefiihrt wird: service
servermanager version

Die aktuelle Version wird aufgelistet. Beispiel:

11.1.0-20180425.1905.39c9493

4. Melden Sie sich von der Befehls-Shell ab: exit
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Den aktuellen Status aller Dienste anzeigen

Sie konnen jederzeit den aktuellen Status aller auf einem Grid-Node ausgefuhrten
Services anzeigen.

Bevor Sie beginnen

Sie haben die Passwords.txt Datei.

Schritte
1. Melden Sie sich beim Grid-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das in der Datei aufgefihrte Passwort ein Passwords . txt.
C. Geben Sie den folgenden Befehl ein, um zu root zu wechseln: su -
d. Geben Sie das in der Datei aufgefiihrte Passwort ein Passwords . txt.

Wenn Sie als root angemeldet sind, wechselt die Eingabeaufforderung von $ zu #.
2. Anzeigen des Status aller Dienste, die auf dem Grid-Knoten ausgefiihrt werden: storagegrid-status

Beispielsweise zeigt die Ausgabe fiir den primaren Admin-Node den aktuellen Status der AMS-, CMN- und
NMS-Dienste als ausgefiihrt an. Diese Ausgabe wird sofort aktualisiert, wenn sich der Status eines
Dienstes andert.

Host MName 1590-ADM1

IP Address

Operating System Kernel 4.9.0

Operating tem Environment Debian 9.4 rified

StorageGRID Webscale Release ' fied

Networking Verified

Storage Subsystem Verified

Database Engine 3.5

Network Monitoring

Time Synchronization g
Running
Running
Running

dynip
nginx

unning
Running
Running
1.5.2+ds Running
11.1.8
11.1.8
11.1.8
attrDownSampl 11.1.8 i
attrDownSamp2 11.1.0 Running
node exporter 8.13.0+ds Running

3. Kehren Sie zur Befehlszeile zurtick und driicken Sie Strg+C.

4. Optional kdnnen Sie einen statischen Bericht fiir alle Dienste anzeigen, die auf dem Grid-Knoten
ausgefuhrt werden: /usr/local/servermanager/reader.rb
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Dieser Bericht enthalt dieselben Informationen wie der standig aktualisierte Bericht, wird jedoch nicht
aktualisiert, wenn sich der Status eines Dienstes andert.

5. Melden Sie sich von der Befehls-Shell ab: exit

Starten Sie Server Manager und alle Dienste

Madglicherweise mussen Sie Server Manager starten, der auch alle Dienste auf dem Grid-
Knoten startet.

Bevor Sie beginnen

Sie haben die Passwords. txt Datei.

Uber diese Aufgabe

Der Start von Server Manager auf einem Grid-Knoten, auf dem er bereits ausgefiihrt wird, fliihrt zu einem
Neustart des Server-Managers und aller Dienste auf dem Grid-Knoten.

Schritte
1. Melden Sie sich beim Grid-Node an:
a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das in der Datei aufgefihrte Passwort ein Passwords. txt.
C. Geben Sie den folgenden Befehl ein, um zu root zu wechseln: su -
d. Geben Sie das in der Datei aufgefiihrte Passwort ein Passwords . txt.

Wenn Sie als root angemeldet sind, wechselt die Eingabeaufforderung von $ zu #.

2. Server-Manager Starten: service servermanager start

3. Melden Sie sich von der Befehls-Shell ab: exit

Starten Sie Server Manager und alle Services neu

Mdglicherweise mussen Sie den Server-Manager und alle Dienste, die auf einem Grid-
Knoten ausgefuhrt werden, neu starten.

Bevor Sie beginnen

Sie haben die Passwords. txt Datei.

Schritte
1. Melden Sie sich beim Grid-Node an:
a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das in der Datei aufgefihrte Passwort ein Passwords . txt.
C. Geben Sie den folgenden Befehl ein, um zu root zu wechseln: su -
d. Geben Sie das in der Datei aufgefiihrte Passwort ein Passwords. txt.

Wenn Sie als root angemeldet sind, wechselt die Eingabeaufforderung von $ zu #.
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2. Starten Sie Server Manager und alle Dienste auf dem Grid-Knoten neu: service servermanager
restart

Server Manager und alle Dienste auf dem Grid-Knoten werden angehalten und dann neu gestartet.

@ Die Verwendung des restart Befehls entspricht der Verwendung des Befehls gefolgt vom
stop Befehl start.

3. Melden Sie sich von der Befehls-Shell ab: exit

Beenden Sie Server Manager und alle Dienste

Server Manager ist daflir gedacht, immer ausgefihrt zu werden, aber moglicherweise
mussen Sie Server Manager und alle Dienste, die auf einem Grid-Knoten ausgefuhrt
werden, anhalten.

Bevor Sie beginnen

Sie haben die Passwords. txt Datei.

Schritte
1. Melden Sie sich beim Grid-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das in der Datei aufgefihrte Passwort ein Passwords. txt.
C. Geben Sie den folgenden Befehl ein, um zu root zu wechseln: su -
d. Geben Sie das in der Datei aufgefiihrte Passwort ein Passwords . txt.

Wenn Sie als root angemeldet sind, wechselt die Eingabeaufforderung von $ zu #.

2. Stoppen Sie den Server-Manager und alle auf dem Grid-Knoten ausgefiihrten Dienste: service
servermanager stop

Server Manager und alle auf dem Grid-Knoten ausgefiihrten Dienste werden ordnungsgemaf beendet.
Das Herunterfahren des Services kann bis zu 15 Minuten dauern.

3. Melden Sie sich von der Befehls-Shell ab: exit

Zeigt den aktuellen Servicestatus an

Sie kdnnen jederzeit den aktuellen Status einer auf einem Grid-Node ausgeflhrten
Services anzeigen.

Bevor Sie beginnen

Sie haben die Passwords. txt Datei.

Schritte
1. Melden Sie sich beim Grid-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
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b. Geben Sie das in der Datei aufgefiihrte Passwort ein Passwords . txt.
C. Geben Sie den folgenden Befehl ein, um zu root zu wechseln: su -
d. Geben Sie das in der Datei aufgefiihrte Passwort ein Passwords. txt.

Wenn Sie als root angemeldet sind, wechselt die Eingabeaufforderung von $ zu #.

2. Den aktuellen Status eines Dienstes anzeigen, der auf einem Grid-Knoten ausgefihrt wird:
‘Service_servicename_ Status der aktuelle Status des angeforderten Dienstes, der auf dem Grid-Knoten
ausgefuhrt wird, wird gemeldet (wird ausgefihrt oder nicht). Beispiel:

cmn running for 1d, 14h, 21lm, 2s

3. Melden Sie sich von der Befehls-Shell ab: exit

Dienst stoppen

Einige Wartungsvorgange erfordern, dass Sie einen einzelnen Service beenden und
gleichzeitig andere Services auf dem Grid-Node ausgeflihrt werden. Stoppen Sie nur
einzelne Dienste, wenn Sie dazu durch ein Wartungsverfahren angewiesen werden.

Bevor Sie beginnen

Sie haben die Passwords.txt Datei.

Uber diese Aufgabe

Wenn Sie diese Schritte zum ,administrativen Anhalten® eines Dienstes verwenden, startet Server Manager
den Dienst nicht automatisch neu. Sie missen entweder den einzelnen Dienst manuell starten oder Server
Manager neu starten.

Wenn Sie den LDR-Dienst auf einem Speicherknoten anhalten missen, beachten Sie, dass es mdglicherweise
eine Weile dauern kann, bis der Dienst beendet wird, wenn aktive Verbindungen vorhanden sind.

Schritte
1. Melden Sie sich beim Grid-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das in der Datei aufgefiihrte Passwort ein Passwords . txt.
C. Geben Sie den folgenden Befehl ein, um zu root zu wechseln: su -
d. Geben Sie das in der Datei aufgefiihrte Passwort ein Passwords . txt.

Wenn Sie als root angemeldet sind, wechselt die Eingabeaufforderung von $ zu #.
2. Stoppen eines einzelnen Dienstes: service servicename stop

Beispiel:

service ldr stop
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@ Der Service kann bis zu 11 Minuten dauern.

3. Melden Sie sich von der Befehls-Shell ab: exit

Verwandte Informationen

"Dienst zum Beenden erzwingen"

Dienst zum Beenden erzwingen

Wenn Sie einen Dienst sofort stoppen mussen, konnen Sie den Befehl verwenden
force-stop.

Bevor Sie beginnen

Sie haben die Passwords. txt Datei.

Schritte
1. Melden Sie sich beim Grid-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das in der Datei aufgefihrte Passwort ein Passwords . txt.
C. Geben Sie den folgenden Befehl ein, um zu root zu wechseln: su -
d. Geben Sie das in der Datei aufgefiihrte Passwort ein Passwords . txt.

Wenn Sie als root angemeldet sind, wechselt die Eingabeaufforderung von $ zu #.
2. Beenden des Dienstes manuell erzwingen: service servicename force-stop

Beispiel:
service ldr force-stop

Das System wartet 30 Sekunden, bevor der Dienst beendet wird.

3. Melden Sie sich von der Befehls-Shell ab: exit

Dienst starten oder neu starten

Maoglicherweise mussen Sie einen Dienst starten, der angehalten wurde, oder Sie
mussen einen Dienst anhalten und neu starten.

Bevor Sie beginnen

Sie haben die Passwords.txt Datei.

Schritte
1. Melden Sie sich beim Grid-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
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b. Geben Sie das in der Datei aufgefiihrte Passwort ein Passwords . txt.
C. Geben Sie den folgenden Befehl ein, um zu root zu wechseln: su -
d. Geben Sie das in der Datei aufgefiihrte Passwort ein Passwords. txt.

Wenn Sie als root angemeldet sind, wechselt die Eingabeaufforderung von $ zu #.

2. Entscheiden Sie, welcher Befehl das Problem verursacht, basierend darauf, ob der Service derzeit
ausgeflhrt oder angehalten ist.

° Wenn der Dienst derzeit angehalten ist, starten Sie den Dienst mit dem start Befehl manuell:
service servicename start

Beispiel:
service ldr start

° Wenn der Dienst derzeit ausgeflihrt wird, verwenden Sie den restart Befehl, um den Dienst
anzuhalten und ihn dann neu zu starten: service servicename restart

Beispiel:

service ldr restart

Die Verwendung des restart Befehls entspricht der Verwendung des Befehls gefolgt vom
stop Befehl start. Sie kdnnen Probleme auch dann melden restart, wenn der Dienst
gerade angehalten wurde.

3. Melden Sie sich von der Befehls-Shell ab: exit

Verwenden Sie eine DoNotStart-Datei

Wenn Sie unter Anleitung des technischen Supports verschiedene Wartungs- oder
Konfigurationsverfahren ausflihren, werden Sie mdglicherweise aufgefordert, eine
DoNotStart-Datei zu verwenden, um zu verhindern, dass Dienste beim Starten von
Server Manager gestartet oder neu gestartet werden.

@ Sie sollten eine DoNotStart-Datei nur hinzufligen oder entfernen, wenn Sie vom technischen
Support dazu aufgefordert wurden.

Um den Start eines Dienstes zu verhindern, legen Sie eine DoNotStart-Datei in das Verzeichnis des Dienstes,
den Sie verhindern mdchten, dass dieser gestartet wird. Beim Start sucht der Server Manager nach der
DoNotStart-Datei. Wenn die Datei vorhanden ist, wird der Dienst (und alle Services, die davon abhangig sind)
nicht gestartet. Wenn die DoNotStart-Datei entfernt wird, wird der zuvor angefangente Dienst beim nachsten
Start oder Neustart von Server Manager gestartet. Dienste werden nicht automatisch gestartet, wenn die
DoNotStart-Datei entfernt wird.
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Der effizienteste Weg, um einen Neustart aller Dienste zu verhindern, ist, dass der NTP-Dienst nicht gestartet
wird. Alle Services sind vom NTP-Service abhangig und kdnnen nicht ausgefiihrt werden, wenn der NTP-
Service nicht ausgefiihrt wird.

Fiigen Sie die DoNotStart-Datei fiir den Dienst hinzu

Sie kdnnen verhindern, dass ein einzelner Dienst gestartet wird, indem Sie dem Verzeichnis dieses Dienstes
auf einem Grid-Node eine DoNotStart-Datei hinzufugen.

Bevor Sie beginnen

Sie haben die Passwords. txt Datei.

Schritte
1. Melden Sie sich beim Grid-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das in der Datei aufgefihrte Passwort ein Passwords . txt.
C. Geben Sie den folgenden Befehl ein, um zu root zu wechseln: su -
d. Geben Sie das in der Datei aufgefiihrte Passwort ein Passwords . txt.

Wenn Sie als root angemeldet sind, wechselt die Eingabeaufforderung von $ zu #.
2. Hinzufligen einer DoNotStart-Datei: touch /etc/sv/service/DoNotStart

Wobei service der Name des Dienstes steht, der nicht gestartet werden soll. Beispiel:

touch /etc/sv/ldr/DoNotStart

Eine DoNotStart-Datei wird erstellt. Es werden keine Dateiinhalte bendétigt.

Wenn Server Manager oder der Grid-Node neu gestartet wird, wird der Server Manager neu gestartet, der
Service jedoch nicht.

3. Melden Sie sich von der Befehls-Shell ab: exit

Entfernen Sie DoNotStart-Datei fiir den Dienst

Wenn Sie eine DoNotStart-Datei entfernen, die den Start eines Dienstes verhindert, missen Sie diesen Dienst
starten.

Bevor Sie beginnen

Sie haben die Passwords.txt Datei.

Schritte
1. Melden Sie sich beim Grid-Node an:

a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP

b. Geben Sie das in der Datei aufgefihrte Passwort ein Passwords . txt.
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C. Geben Sie den folgenden Befehl ein, um zu root zu wechseln: su -
d. Geben Sie das in der Datei aufgefiihrte Passwort ein Passwords . txt.

Wenn Sie als root angemeldet sind, wechselt die Eingabeaufforderung von $ zu #.
2. Entfernen Sie die DoNotStart-Datei aus dem Dienstverzeichnis: rm /etc/sv/service/DoNotStart

Wobei service der Name des Dienstes steht. Beispiel:
rm /etc/sv/1ldr/DoNotStart

3. Starten Sie den Dienst: service servicename start

4. Melden Sie sich von der Befehls-Shell ab: exit

Fehlerbehebung Fir Server Manager

Wenn bei der Verwendung von Server Manager ein Problem auftritt, Gberprifen Sie
dessen Protokolldatei.

Fehlermeldungen im Zusammenhang mit Server Manager werden in der Server Manager-Protokolldatei
erfasst, die sich unter folgender Adresse befindet: /var/local/log/servermanager.log

Prufen Sie diese Datei auf Fehlermeldungen zu Fehlern. Eskalieren des Problems gegebenenfalls an den
technischen Support. Méglicherweise werden Sie aufgefordert, Protokolldateien an den technischen Support
weiterzuleiten.

Dienst mit Fehlerstatus

Wenn Sie feststellen, dass ein Dienst einen Fehlerstatus eingegeben hat, versuchen Sie, den Dienst neu zu
starten.

Bevor Sie beginnen

Sie haben die Passwords.txt Datei.

Uber diese Aufgabe

Server Manager Uberwacht Dienste und startet alle, die unerwartet angehalten haben. Wenn ein Dienst
ausfallt, versucht der Server Manager, ihn neu zu starten. Wenn drei fehlgeschlagene Versuche bestehen,
einen Dienst innerhalb von finf Minuten zu starten, wechselt der Dienst in einen Fehlerzustand. Server
Manager versucht keinen anderen Neustart.

Schritte
1. Melden Sie sich beim Grid-Node an:
a. Geben Sie den folgenden Befehl ein: ssh admin@grid node IP
b. Geben Sie das in der Datei aufgefihrte Passwort ein Passwords. txt.
C. Geben Sie den folgenden Befehl ein, um zu root zu wechseln: su -

d. Geben Sie das in der Datei aufgefiihrte Passwort ein Passwords . txt.
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Wenn Sie als root angemeldet sind, wechselt die Eingabeaufforderung von $ zu #.

2. Bestatigen Sie den Fehlerstatus des Dienstes: service servicename status

Beispiel:
service ldr status

Wenn sich der Dienst im Fehlerzustand befindet, wird die folgende Meldung zurlickgegeben:
servicename in error state. Beispiel:

ldr in error state

@ Wenn der Servicestatus lautet disabled, siehe die Anleitung fur "Entfernen einer
DoNotStart-Datei fir einen Dienst".

3. Versuchen Sie, den Fehlerstatus durch Neustart des Dienstes zu entfernen: service servicename
restart

Wenn der Service nicht neu gestartet werden kann, wenden Sie sich an den technischen Support.

4. Melden Sie sich von der Befehls-Shell ab: exit
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