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Planung und Vorbereitung fur Upgrades

Schatzen Sie den Zeitaufwand fur die Durchfuhrung eines
Upgrades ein

Ziehen Sie den Zeitpunkt fur ein Upgrade in Betracht, basierend auf der Dauer, die das
Upgrade dauern kdnnte. Achten Sie darauf, welche Vorgange Sie in jeder Phase des
Upgrades durchfuhren konnen und nicht.

Uber diese Aufgabe

Die erforderliche Zeit zur Durchfiihrung eines StorageGRID Upgrades hangt von verschiedenen Faktoren ab,
beispielsweise von Client-Last und Hardware-Performance.

Die Tabelle fasst die wichtigsten Upgrade-Aufgaben zusammen und zeigt die ungefahre Zeit, die fir jede
Aufgabe erforderlich ist. Die Schritte nach der Tabelle enthalten Anweisungen zur Schatzung der
Aktualisierungszeit fur lhr System.

Aufgabe Beschreibung Ungefahre Zeit Wahrend dieser Aufgabe

aktualisier erforderlich

en

Fuhren Die Upgrade- 30 Minuten bis 1 Sie kdnnen nicht auf den primaren Admin-Node
Sie Vorabprifungen Stunde, bei Service- zugreifen. Mdglicherweise werden

Vorabprif werden ausgefihrt, Appliance-Nodes, die  Verbindungsfehler gemeldet, die Sie ignorieren
ungen und der primare die meiste Zeit koénnen.

durch und Admin-Node wird bendtigen.

aktualisier angehalten, aktualisiert Durch die Durchfuihrung der Vorabprifungen
en Sie den und neu gestartet. Ungeldste des Upgrades vor dem Start des Upgrades
primaren Vorabpriffehler kénnen Sie Fehler vor dem Wartungsfenster fiir
Admin- erhdhen sich diesmal. geplante Upgrades beheben.

Node

Starten Die Softwaredatei wird 3 Minuten pro Grid-
Sie den verteilt, und der Node

Upgrade  Upgrade-Service wird

Service gestartet.

Upgrade Die Software auf allen 15 Minuten bis 1 + Andern Sie nicht die Grid-Konfiguration.
anderer anderen Grid-Knoten  Stunde pro Node, . Andern Sie nicht die Konfiguration auf
Grid- wird in der Reihenfolge wobei Appliance- Audit-Ebene
Nodes aktualisiert, in der Sie  Nodes die hochste Zeit ’
die Knoten erfordern  Aktualisieren Sie nicht die ILM-
genehmigen. Ein Konfiguration.
Admin- oder Gateway- Hinvyeis: Fuar . . Sie kénnen keine weiteren
Kngten \{\/!rd o Appliance-Knoten wird Wartungsvorgange wie Hotfix, Stilllegung
gleichzeitig mit einem  der StorageGRID- oder Erweiterung durchfiihren
Speicherknoten Appliance-Installer )
aktualisiert. automatisch ?Uf die Hinweis: Wenn Sie eine Wiederherstellung
neues'te- Version durchfiihren missen, wenden Sie sich an den
aktualisiert.

technischen Support.



Aufgabe
aktualisier
en

Aktivieren
von
Funktione
n

Datenbank
aktualisier
en

Abschliel’
ende
Upgrade-
Schritte

Beschreibung

Die neuen Funktionen
fur die neue Version
sind aktiviert.

Der Upgrade-Prozess
Uberprift jeden
Knoten, um
sicherzustellen, dass
die Cassandra-
Datenbank nicht
aktualisiert werden
muss.

Temporare Dateien
werden entfernt und
das Upgrade auf die
neue Version wird
abgeschlossen.

Ungefahre Zeit
erforderlich

Weniger als 5 Minuten

Wahrend dieser Aufgabe

+ Andern Sie nicht die Grid-Konfiguration.

« Andern Sie nicht die Konfiguration auf
Audit-Ebene.

» Aktualisieren Sie nicht die ILM-
Konfiguration.

 Ein weiterer Wartungsvorgang ist nicht
moglich.

10 Sekunden pro Node Das Upgrade auf StorageGRID 12.0 umfasst
oder einige Minuten fir ein Upgrade der Cassandra-Datenbank. Nach

das gesamte Grid

5 Minuten

Geschatzte Zeit bis zum Upgrade

Schritte

dem Upgrade von StorageGRID 11.9 auf 12.0
wird ein bis drei Tage lang im Hintergrund eine
Aktualisierung des Metadatenformats
durchgefihrt. Wahrend dieser Zeit werden
bestimmte Wartungsvorgange, wie
beispielsweise Erweiterungen, deaktiviert.

Bei kiinftigen StorageGRID-Funktionsversionen
kann der Schritt fir das Update der Cassandra-
Datenbank mehrere Tage dauern.

Wenn die Aufgabe Letzte
Aktualisierungsschritte abgeschlossen ist,
kdénnen Sie alle Wartungsverfahren
durchfuhren.

1. Schatzen Sie die fur das Upgrade aller Grid-Nodes erforderliche Zeit ein.

a. Multiplizieren Sie die Anzahl der Nodes in Ihrem StorageGRID System um 1 Stunde/Node.

In der Regel dauert das Upgrade von Appliance-Nodes langer als softwarebasierte Nodes.

b. Fligen Sie dieser Zeit 1 Stunde hinzu, um die erforderliche Zeit zum Herunterladen der Datei zu
berlcksichtigen .upgrade, fuhren Sie Vorabprifungen durch und filhren Sie die letzten

Aktualisierungsschritte durch.

2. Wenn Sie Linux-Knoten haben, fligen Sie 15 Minuten fir jeden Knoten hinzu, um die Zeit zu
berticksichtigen, die zum Herunterladen und Installieren des RPM- oder DEB-Pakets erforderlich ist.

3. Berechnen Sie die geschatzte Gesamtdauer flr das Upgrade, indem Sie die Ergebnisse der Schritte 1 und
2 hinzufiigen.



Beispiel: Geschatzte Zeit fiir das Upgrade auf StorageGRID 12.0

Angenommen, lhr System verfugt uber 14 Grid-Nodes, von denen 8 Linux-Nodes sind.

1. 14 mit 1 Stunde/Node multiplizieren.
2. Flgen Sie 1 Stunde hinzu, um den Download, die Vorabpriifung und die abschliel’ienden Schritte zu
bertcksichtigen.

Die geschatzte Zeit fur ein Upgrade aller Nodes betragt 15 Stunden.

3. Multiplizieren Sie 8 x 15 Minuten/Node, um die Zeit fur die Installation des RPM- oder DEB-Pakets auf den
Linux-Knoten zu bericksichtigen.

Die voraussichtliche Zeit fiir diesen Schritt betragt 2 Stunden.
4. Flugen Sie die Werte zusammen.

Sie sollten bis zu 17 Stunden einplanen, um das Upgrade |Ihres Systems auf StorageGRID 12.0.0
abzuschlielRen.

Bei Bedarf kobnnen Sie das Wartungsfenster in kleinere Fenster aufteilen, indem Sie
Untergruppen von Rasterknoten flr die Aktualisierung in mehreren Sitzungen genehmigen. Sie

@ sollten beispielsweise die Knoten an Standort A in einer Sitzung aktualisieren und dann die
Knoten an Standort B in einer spateren Sitzung aktualisieren. Wenn Sie das Upgrade in mehr
als einer Sitzung durchfihren moéchten, beachten Sie, dass Sie die neuen Funktionen erst
verwenden kdnnen, wenn alle Knoten aktualisiert wurden.

Auswirkungen des Upgrades auf lhr System
Erfahren Sie, wie lhr StorageGRID-System bei einem Upgrade beeintrachtigt wird.

Externer SSH-Zugriff ist bis zum Abschluss des Upgrades zulassig.

Wahrend des Upgrades ist externer SSH-Zugriff zuldssig. Wenn das Upgrade abgeschlossen ist, wird der
externe SSH-Zugriff standardmafig blockiert. Nach dem Upgrade kénnen Sie die Registerkarte SSH
blockieren auf der Seite Grid Manager > Sicherheitseinstellungen verwenden, um"externen SSH-Zugriff
verwalten" . Der SSH-Zugriff zwischen Grid-Knoten ist nicht betroffen.

StorageGRID Upgrades sind unterbrechungsfrei

Das StorageGRID System ist in der Lage, wahrend des Upgrades Daten von Client-Applikationen
aufzunehmen und abzurufen. Wenn Sie alle Nodes desselben Typs fur das Upgrade genehmigen (z. B.
Storage Nodes), werden die Nodes nacheinander heruntergefahren. Es ist also keine Zeit, wenn alle Grid-
Nodes oder alle Grid-Nodes eines bestimmten Typs nicht verfligbar sind.

Um die kontinuierliche Verflgbarkeit zu gewahrleisten, stellen Sie sicher, dass |hre ILM-Richtlinie Regeln

enthalt, die das Speichern mehrerer Kopien jedes Objekts festlegen. AuRerdem muissen Sie sicherstellen,

dass alle externen S3-Clients so konfiguriert sind, dass sie Anforderungen an einen der folgenden senden:
* Eine virtuelle IP-Adresse einer HA-Gruppe (High Availability, Hochverfligbarkeit)

» Einen hochverflugbaren Drittanbieter-Load Balancer


../admin/manage-external-ssh-access.html
../admin/manage-external-ssh-access.html

* Mehrere Gateway-Nodes fir jeden Client

» Mehrere Storage-Nodes fur jeden Client

Bei Client-Applikationen kommt es unter Umstanden zu kurzfristigen
Unterbrechungen

Das StorageGRID System kann Daten aus Client-Applikationen wahrend des Upgrades aufnehmen und
abrufen. Es kann jedoch vortubergehend zu Client-Verbindungen zu einzelnen Gateway Nodes oder Storage
Nodes unterbrochen werden, wenn das Upgrade die Services auf diesen Nodes neu starten muss. Die
Konnektivitat wird nach Abschluss des Upgrade-Vorgangs wiederhergestellt und die Services auf den
einzelnen Nodes wieder aufgenommen.

Moglicherweise missen Sie Ausfallzeiten planen, um ein Upgrade durchzufihren, wenn der
Verbindungsverlust flr einen kurzen Zeitraum nicht akzeptabel ist. Sie kdnnen eine selektive Genehmigung
verwenden, um die Planung fir die Aktualisierung bestimmter Knoten zu planen.

Mehrere Gateways und Hochverfligbarkeitsgruppen (High Availability, HA) erméglichen
@ automatisches Failover wahrend des Upgrades. Siehe die Anleitung fiir "Konfigurieren von
Hochverfligbarkeitsgruppen".

Hintergrundreparaturen werden auf Grids mit Knoten unterschiedlicher Versionen
nicht ausgefiihrt

Wenn das Grid Knoten mit unterschiedlichen Versionen enthalt, werden wahrend des Upgrades keine
Hintergrundreparaturen ausgefuhrt. Etwaige Inkonsistenzen, die wahrend eines Site-Ausfalls auftreten, werden
erst behoben, wenn das Upgrade abgeschlossen ist.

Die Appliance-Firmware wird aktualisiert
Wahrend des StorageGRID 12.0-Upgrades:
+ Alle StorageGRID Appliance-Knoten werden automatisch auf die StorageGRID Appliance Installer-

Firmwareversion 12.0 aktualisiert.

* SG6060- und SGF6024-Gerate werden automatisch auf die BIOS-Firmware-Version 3B08.EX und die
BMC -Firmware-Version 4.01.07 aktualisiert.

* SG100- und SG1000-Gerate werden automatisch auf die BIOS-Firmware-Version 3B13.EC und die BMC
-Firmware-Version 4.75.07 aktualisiert.

» Die Gerate SGF6112, SG6160, SG110 und SG1100 werden automatisch auf die BIOS-Firmware-Version
3A14.QD und die BMC -Firmware-Version 3.19.07 aktualisiert.

ILM-Richtlinien werden je nach Status unterschiedlich gehandhabt

* Die aktive Richtlinie bleibt nach dem Upgrade unverandert.
* Nur die letzten 10 historischen Richtlinien bleiben bei der Aktualisierung erhalten.

* Wenn eine vorgeschlagene Richtlinie vorhanden ist, wird sie wahrend des Upgrades geldscht.

Moglicherweise werden Benachrichtigungen ausgelost

Warnmeldungen kénnen ausgeldst werden, wenn Services gestartet und beendet werden und wenn das
StorageGRID System als Umgebung mit gemischten Versionen funktioniert (einige Grid-Nodes mit einer


https://docs.netapp.com/de-de/storagegrid/admin/configure-high-availability-group.html
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frheren Version, wahrend andere auf eine neuere Version aktualisiert wurden). Nach Abschluss des
Upgrades kdonnen weitere Warnmeldungen ausgeldst werden.

Beispielsweise wird moglicherweise die Warnung Kommunikation mit Knoten nicht moglich angezeigt,
wenn Dienste gestoppt werden, oder die Warnung Cassandra-Kommunikationsfehler, wenn einige Knoten
auf StorageGRID 12.0 aktualisiert wurden, auf anderen Knoten jedoch noch StorageGRID 11.9 ausgefiihrt
wird. Im Allgemeinen werden diese Warnungen geldscht, wenn das Upgrade abgeschlossen ist.

Die Warnung ILM-Platzierung nicht erreichbar kann ausgeldst werden, wenn Speicherknoten wahrend des
Upgrades auf StorageGRID 12.0 angehalten werden. Diese Warnung bleibt mdglicherweise noch einen Tag
nach Abschluss des Upgrades bestehen.

Nachdem das Upgrade abgeschlossen ist, kdnnen Sie alle Upgrade-bezogenen Warnmeldungen Uberprifen,
indem Sie im Grid Manager-Dashboard Kiirzlich aufgeloste Warnmeldungen oder Aktuelle
Warnmeldungen auswahlen.

Konfigurationsanderungen sind eingeschrankt

Diese Liste gilt speziell fir Upgrades von StorageGRID 11.9 auf StorageGRID 12.0. Wenn Sie
@ auf eine andere StorageGRID Version aktualisieren, lesen Sie die Liste der eingeschrankten
Anderungen in den Upgrade-Anweisungen fiir diese Version.

Bis die Aufgabe Neues Feature aktivieren abgeschlossen ist:

+ Nehmen Sie keine Anderungen an der Grid-Konfiguration vor.
 Aktivieren oder deaktivieren Sie keine neuen Funktionen.

 Aktualisieren Sie nicht die ILM-Konfiguration. Andernfalls kann es zu inkonsistenten und unerwarteten ILM-
Verhaltensweisen kommen.

* Wenden Sie keinen Hotfix an, und stellen Sie keinen Grid-Knoten wieder her.

@ Wenden Sie sich an den technischen Support, wenn Sie einen Node wahrend des Upgrades
wiederherstellen mussen.

* Sie sollten wahrend des Upgrades auf StorageGRID 12.0 keine HA-Gruppen, VLAN-Schnittstellen oder
Load Balancer-Endpunkte verwalten.

« Léschen Sie keine HA-Gruppen, bis das Upgrade auf StorageGRID 12.0 abgeschlossen ist. Auf virtuelle
IP-Adressen in anderen HA-Gruppen kann maglicherweise nicht mehr zugegriffen werden.

Bis die Aufgabe * Final Upgrade Steps* abgeschlossen ist:

» Fuhren Sie keine Erweiterungsschritte durch.

* FUhren Sie keine Stilllegungsverfahren durch.

Uberpriifen Sie die installierte StorageGRID-Version

Bevor Sie mit dem Upgrade beginnen, uberprifen Sie, ob die vorherige Version von
StorageGRID derzeit mit dem neuesten verfugbaren Hotfix installiert ist.

Uber diese Aufgabe
Bevor Sie auf StorageGRID 12.0 aktualisieren, muss auf lhrem Grid StorageGRID 11.9.0.8 oder héher



installiert sein. Wenn Sie derzeit eine friihere Version von StorageGRID verwenden, missen Sie alle
vorherigen Upgrade-Dateien zusammen mit den neuesten Hotfixes installieren (dringend empfohlen), bis die
aktuelle Version Ihres Grids mindestens StorageGRID 11.9.0.8 ist.

Ein mdglicher Upgrade-Pfad wird im angezeigtBeispiel.

NetApp empfiehlt dringend, dass Sie vor dem Upgrade auf die nachste Version den neuesten
Hotfix fur jede StorageGRID Version anwenden und dass Sie auch fir jede neue Version, die
@ Sie installieren, den neuesten Hotfix anwenden. In einigen Fallen missen Sie einen Hotfix
anwenden, um das Risiko eines Datenverlusts zu vermeiden. Siehe "NetApp Downloads:
StorageGRID" und die Versionshinweise zu jedem Hotfix, um mehr zu erfahren.

Uberpriifen der installierten Version

Schritte
1. Melden Sie sich mit einem beim Grid-Manager an"Unterstitzter Webbrowser".
2. Wahlen Sie oben im Grid Manager die Option Hilfe > Info.
3. Stellen Sie sicher, dass die Version 11.9.0.8 oder hoher ist.

4. Wenn Version nicht 11.9.0.8 oder hoher ist, gehen Sie zu "NetApp Downloads: StorageGRID" um die
benotigten Upgrade- und Hotfix-Dateien herunterzuladen.

5. "Befolgen Sie die Upgrade-Anweisungen"fur jede Version, die Sie heruntergeladen haben. "Wenden Sie
den neuesten Hotfix an" fir jede Version (dringend empfohlen).

Siehe das folgende Upgrade-Beispiel.

Beispiel: Upgrade auf StorageGRID 12.0 von Version 11.8

Das folgende Beispiel zeigt die Schritte zum Upgrade von StorageGRID Version 11.8 auf Version 11.9 als
Vorbereitung fir ein StorageGRID 12.0-Upgrade.

Laden Sie die Software in der folgenden Reihenfolge herunter und installieren Sie sie, um lhr System auf die
Aktualisierung vorzubereiten:

1. Upgrade auf die Hauptversion von StorageGRID 11.8.0.

2. Wenden Sie den aktuellen StorageGRID 11.8.0.y Hotfix an.

3. Aktualisieren Sie auf die Hauptversion von StorageGRID 11.9.0.
4. Wenden Sie den Hotfix StorageGRID 11.9.0.8 oder hdher an.

Beschaffen der erforderlichen Materialien fiur ein Software-
Upgrade

Bevor Sie mit dem Software-Upgrade beginnen, mussen Sie alle erforderlichen
Materialien beziehen.
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Element

Service-Laptop

"Unterstltzter
Webbrowser"

Provisioning-Passphrase

Linux RPM- oder DEB-
Archiv

StorageGRID-
Dokumentation

Hinweise

Der Service-Laptop muss Folgendes haben:

* Netzwerkport
» SSH-Client (z. B. PuTTY)

Der Browser-Support andert sich in der Regel fir jede StorageGRID Version.
Stellen Sie sicher, dass Ihr Browser mit der neuen StorageGRID-Version
kompatibel ist.

Die Passphrase wird erstellt und dokumentiert, wenn das StorageGRID-System
zum ersten Mal installiert wird. Die Provisionierungs-Passphrase ist in der Datei
nicht aufgefiihrt Passwords. txt.

Wenn Knoten auf Linux-Hosts bereitgestellt werden, missen Sie "Laden Sie das
RPM- oder DEB-Paket herunter, und installieren Sie es auf allen Hosts"vor dem
Start des Upgrades darauf zugreifen.

Stellen Sie sicher, dass Ihr Linux-Betriebssystem die Mindestanforderungen von
StorageGRID an die Kernelversion erflllt. Sehen "Installieren Sie StorageGRID
auf Linux-Hosts" .

» "Versionshinweise"fur StorageGRID 12.0 (Anmeldung erforderlich). Lesen Sie
diese sorgfaltig durch, bevor Sie mit dem Upgrade beginnen.

 "Losungsleitfaden fur StorageGRID Software-Upgrades'fir die Hauptversion,
auf die Sie aktualisieren (Anmeldung erforderlich)

* Andere "StorageGRID-Dokumentation”, nach Bedarf.

Uberpriifen Sie den Zustand des Systems

Uberprifen Sie vor dem Upgrade eines StorageGRID-Systems, ob das System fiir das
Upgrade bereit ist. Stellen Sie sicher, dass das System ordnungsgemaf ausgeftihrt wird
und dass alle Grid-Nodes funktionsfahig sind.

Schritte

1. Melden Sie sich mit einem beim Grid-Manager an"Unterstitzter Webbrowser".

2. Aktive Warnmeldungen prifen und beheben.

3. Siehe"Interne Kommunikation mit Grid-Nodes" Und"Externe Kommunikation" um sicherzustellen, dass alle
erforderlichen Ports fur StorageGRID 12.0 gedffnet sind, bevor Sie ein Upgrade durchflhren.

@ Beim Upgrade auf StorageGRID 12.0 sind keine zusatzlichen Ports erforderlich.
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