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Website zur Deaktivierung

Überlegungen zum Entfernen eines Standorts

Bevor Sie die Website wieder entfernen, müssen Sie zunächst die entsprechenden
Überlegungen überprüfen.

Was geschieht, wenn Sie eine Website ausmustern

Durch die Stilllegung einer Website StorageGRID werden alle Nodes an der Website und der Standort selbst
endgültig vom StorageGRID System entfernt.

Nach Abschluss der Deaktivierung der Website:

• StorageGRID kann nicht mehr zum Anzeigen und Zugreifen auf den Standort oder auf einen der Nodes am
Standort verwendet werden.

• Sie können keine Storage-Pools oder Profile zur Fehlerkorrektur mehr verwenden, die auf den Standort
verweisen. Wenn StorageGRID einen Standort stilllegt, werden diese Storage-Pools automatisch entfernt
und diese Profile zur Fehlerkorrektur deaktiviert.

Unterschiede zwischen dem angeschlossenen Standort und dem Verfahren zur
Deaktivierung des Standorts

Im Rahmen der Deaktivierung einer Website können Sie eine Site entfernen, in der alle Nodes mit
StorageGRID verbunden sind (die als Deaktivierung verbundenen Site bezeichnet wird), oder eine Site
entfernen, in der alle Nodes von StorageGRID getrennt sind (die so genannte Deaktivierung einer getrennten
Site wird als deaktiviert). Bevor Sie beginnen, müssen Sie die Unterschiede zwischen diesen Verfahren
verstehen.

Wenn ein Standort eine Mischung aus verbundenen () und getrennten Knoten (  oder )

enthält , müssen Sie alle Offline-Knoten wieder online schalten.

• Durch eine Deaktivierung einer verbundenen Website können Sie einen betrieblichen Standort aus dem
StorageGRID System entfernen. Beispielsweise können Sie eine verbundene Website ausmustern, um
eine funktionierende, aber nicht mehr benötigte Website zu entfernen.

• Wenn StorageGRID einen verbundenen Standort entfernt, wird ILM für das Management der Objektdaten
am Standort verwendet. Bevor Sie eine verbundene Site außer Betrieb nehmen können, müssen Sie die
Site von allen ILM-Regeln entfernen und eine neue ILM-Richtlinie aktivieren. Die ILM-Prozesse zur
Migration von Objektdaten und die internen Prozesse zur Entfernung eines Standorts können gleichzeitig
durchgeführt werden. Es empfiehlt sich jedoch, die ILM-Schritte zu schließen, bevor Sie den tatsächlichen
Außerbetriebnahme starten.

• Bei einer getrennten Deaktivierung der Website können Sie fehlerhafte Standorte aus dem StorageGRID
System entfernen. So können Sie beispielsweise eine abgelöste Außerbetriebnahme des Standorts
durchführen, um einen Standort zu entfernen, der durch einen Brand oder eine Überschwemmung zerstört
wurde.

Wenn StorageGRID eine getrennte Site entfernt, werden alle Nodes als nicht wiederherstellbar erachtet
und nicht versucht, Daten zu erhalten. Bevor Sie eine getrennte Site jedoch außer Betrieb nehmen
können, müssen Sie die Website jedoch von allen ILM-Regeln entfernen und eine neue ILM-Richtlinie
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aktivieren.

Bevor Sie eine Deaktivierung des Standorts durchführen, müssen Sie sich an Ihren NetApp
Ansprechpartner wenden. NetApp überprüft Ihre Anforderungen, bevor Sie alle Schritte im
Decommission Site Wizard aktivieren. Sie sollten keinen Versuch Unternehmen, eine
getrennte Site außer Betrieb zu nehmen, wenn Sie der Meinung sind, dass eine
Wiederherstellung der Site oder die Wiederherstellung von Objektdaten von der Site möglich
wäre.

Allgemeine Anforderungen für das Entfernen eines verbundenen oder getrennten
Standorts

Bevor Sie einen angeschlossenen oder getrennten Standort entfernen, müssen Sie die folgenden
Anforderungen erfüllen:

• Sie können eine Site, die den primären Admin-Node enthält, nicht stilllegen.

• Sie können einen Standort nicht ausmustern, wenn einer der Nodes über eine Schnittstelle verfügt, die zu
einer HA-Gruppe (High Availability, Hochverfügbarkeit) gehört. Sie müssen entweder die HA-Gruppe
bearbeiten, um die Schnittstelle des Node zu entfernen, oder die gesamte HA-Gruppe entfernen.

•
Sie können eine Site nicht stilllegen, wenn sie eine Mischung aus verbundenen () und getrennten (

oder ) Knoten enthält .

•
Sie können einen Standort nicht stilllegen, wenn ein Knoten an einem anderen Standort getrennt ist (

oder ).

• Sie können das Verfahren zur Deaktivierung der Website nicht starten, wenn gerade ein ec-Node-
Reparaturvorgang durchgeführt wird. Siehe"Prüfen Sie die Reparatur von Daten", um Reparaturen von
Erasure-coded-Daten zu verfolgen.

• Während die Deaktivierung der Website läuft:

◦ Sie können keine ILM-Regeln erstellen, die sich auf den deaktivierten Standort beziehen. Sie können
auch keine vorhandene ILM-Regel bearbeiten, um auf den Standort zu verweisen.

◦ Sie können keine anderen Wartungsverfahren wie Erweiterungen oder Upgrades durchführen.

Wenn Sie während der Außerbetriebnahme eines verbundenen Standorts ein weiteres
Wartungsverfahren durchführen müssen, können Sie "Halten Sie das Verfahren an,
während die Speicherknoten entfernt werden". Die Schaltfläche Pause ist nur aktiviert,
wenn die ILM-Bewertung oder die mit Erasure Coding versehenen Phasen der
Datenauswertung erreicht sind. Die ILM-Evaluierung (Datenmigration) wird jedoch
weiterhin im Hintergrund ausgeführt. Nach Abschluss des zweiten Wartungsverfahrens
können Sie die Außerbetriebnahme fortsetzen.

◦ Falls Nodes nach dem Starten der Deaktivierung der Website wiederhergestellt werden müssen,
müssen Sie den Support kontaktieren.

• Sie können nicht mehr als einen Standort gleichzeitig stilllegen.

• Wenn die Site einen oder mehrere Admin-Nodes enthält und Single Sign-On (SSO) für Ihr StorageGRID-
System aktiviert ist, müssen Sie alle Vertrauensstellen der Vertrauensstelle für die Site von Active Directory
Federation Services (AD FS) entfernen.
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Anforderungen für Information Lifecycle Management (ILM)

Beim Entfernen eines Standorts müssen Sie Ihre ILM-Konfiguration aktualisieren. Der Assistent für die
Decommission Site führt Sie durch eine Reihe von erforderlichen Schritten, um Folgendes sicherzustellen:

• Der Standort wird durch keine ILM-Richtlinie referenziert. Wenn dies der Fall ist, müssen Sie die Richtlinien
bearbeiten oder Richtlinien mit neuen ILM-Regeln erstellen und aktivieren.

• Keine ILM-Regeln beziehen sich auf den Standort, auch wenn diese Regeln in keiner Richtlinie verwendet
werden. Sie müssen alle Regeln, die sich auf die Website beziehen, löschen oder bearbeiten.

Wenn StorageGRID die Site dekomprimiert, werden alle ungenutzten Erasure Coding-Profile, die auf diesen
Standort verweisen, automatisch deaktiviert und alle nicht verwendeten Storage-Pools, die auf diesen Standort
verweisen, werden automatisch gelöscht. Wenn der Speicherpool Alle Speicherknoten vorhanden ist
(StorageGRID 11.6 und früher), wird er entfernt, da er alle Standorte verwendet.

Bevor Sie einen Standort entfernen können, müssen Sie möglicherweise neue ILM-Regeln
erstellen und eine neue ILM-Richtlinie aktivieren. Diese Anweisungen setzen voraus, dass Sie
über gute Kenntnisse der Funktionsweise von ILM verfügen und mit der Erstellung von Storage-
Pools, Profilen zur Fehlerkorrektur, ILM-Regeln sowie der Simulation und Aktivierung einer ILM-
Richtlinie vertraut sind. Siehe "Objektmanagement mit ILM".

Überlegungen zu den Objektdaten an einem angeschlossenen Standort

Wenn Sie eine verbundene Site außer Betrieb nehmen, müssen Sie beim Erstellen neuer ILM-Regeln und
einer neuen ILM-Richtlinie festlegen, welche Daten an der Website gespeichert werden. Sie können entweder
oder beide der folgenden Aktionen ausführen:

• Verschieben Sie Objektdaten vom ausgewählten Standort zu einem oder mehreren anderen Standorten in
der Tabelle.

Beispiel für das Verschieben von Daten: Angenommen, Sie möchten eine Website in Raleigh
ausmustern, weil Sie eine neue Website in Sunnyvale hinzugefügt haben. In diesem Beispiel möchten Sie
alle Objektdaten vom alten Standort auf den neuen Standort verschieben. Bevor Sie Ihre ILM-Regeln und
ILM-Richtlinien aktualisieren, müssen Sie die Kapazität an beiden Standorten überprüfen. Sie müssen
sicherstellen, dass der Standort in Sunnyvale über genügend Kapazität für die Objektdaten vom Standort
Raleigh verfügt und dass im Rahmen eines zukünftigen Wachstums in Sunnyvale ausreichend Kapazität
zur Verfügung steht.

Um sicherzustellen, dass eine ausreichende Kapazität verfügbar ist, müssen Sie
möglicherweise "Erweitern Sie ein Raster"Storage-Volumes oder Storage-Nodes zu einem
vorhandenen Standort hinzufügen oder einen neuen Standort hinzufügen, bevor Sie dieses
Verfahren durchführen.

• Löschen von Objektkopien vom ausgewählten Standort.

Beispiel für das Löschen von Daten: Angenommen, Sie verwenden derzeit eine ILM-Regel mit 3 Kopien,
um Objektdaten auf drei Standorten zu replizieren. Bevor Sie einen Standort außer Betrieb nehmen,
können Sie eine äquivalente ILM-Regel mit zwei Kopien erstellen, um Daten an nur zwei Standorten zu
speichern. Wenn Sie eine neue ILM-Richtlinie aktivieren, die die Regel mit zwei Kopien verwendet, löscht
StorageGRID die Kopien vom dritten Standort, da diese die ILM-Anforderungen nicht mehr erfüllen. Die
Objektdaten werden jedoch weiterhin gesichert und die Kapazität der beiden verbleibenden Standorte
bleibt gleich.
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Erstellen Sie niemals eine ILM-Regel für eine einzelne Kopie, um die Entfernung eines
Standorts aufzunehmen. Eine ILM-Regel, die immer nur eine replizierte Kopie erstellt,
gefährdet Daten permanent. Wenn nur eine replizierte Kopie eines Objekts vorhanden ist,
geht dieses Objekt verloren, wenn ein Speicherknoten ausfällt oder einen beträchtlichen
Fehler hat. Während Wartungsarbeiten wie Upgrades verlieren Sie auch vorübergehend den
Zugriff auf das Objekt.

Zusätzliche Anforderungen für die Deaktivierung einer verbundenen Website

Bevor StorageGRID einen verbundenen Standort entfernen kann, müssen Sie Folgendes sicherstellen:

• Alle Knoten in Ihrem StorageGRID-System müssen über den Verbindungsstatus Connected ()

verfügen ; allerdings können die Knoten aktive Warnungen haben.

Wenn ein oder mehrere Knoten getrennt werden, können Sie die Schritte 1-4 des
Assistenten zum Decommission Site ausführen. Sie können jedoch Schritt 5 des
Assistenten nicht ausführen, der den Stilllegungsvorgang startet, es sei denn, alle Nodes
sind verbunden.

• Wenn der zu entfernende Standort einen Gateway-Node oder einen Admin-Node enthält, der für den
Lastausgleich verwendet wird, müssen Sie möglicherweise "Erweitern Sie ein Raster"einen gleichwertigen
neuen Node an einem anderen Standort hinzufügen. Es muss sichergestellt sein, dass Clients eine
Verbindung zum Ersatz-Node herstellen können, bevor der Standort ausmustern wird.

• Wenn der Standort, den Sie entfernen möchten, einen Gateway-Node oder Admin-Knoten enthält, die sich
in einer HA-Gruppe befinden, können Sie die Schritte 1-4 des Assistenten zur Decommission Site
ausführen. Sie können jedoch Schritt 5 des Assistenten nicht ausführen. Dieser startet den
Stilllegungsvorgang, bis Sie diese Nodes aus allen HA-Gruppen entfernen. Wenn bestehende Clients mit
einer HA-Gruppe verbunden sind, die Nodes vom Standort enthält, müssen Sie sicherstellen, dass nach
dem Entfernen des Standorts die Verbindung zu StorageGRID fortgesetzt werden kann.

• Wenn Clients direkt mit Storage Nodes an dem Standort verbunden sind, den Sie entfernen möchten,
müssen Sie sicherstellen, dass sie eine Verbindung zu Storage Nodes an anderen Standorten herstellen
können, bevor Sie den Vorgang zur Deaktivierung des Standorts starten.

• Sie müssen auf den verbleibenden Standorten ausreichend Speicherplatz bereitstellen, um Objektdaten
aufzunehmen, die aufgrund von Änderungen an aktiven ILM-Richtlinien verschoben werden. In manchen
Fällen müssen Sie "Erweitern Sie ein Raster"Storage-Nodes, Storage-Volumes oder neue Standorte
hinzufügen, bevor Sie die Deaktivierung einer verbundenen Site abschließen können.

• Sie müssen genügend Zeit haben, bis der Stilllegen abgeschlossen ist. Die ILM-Prozesse von
StorageGRID dauern möglicherweise Tage, Wochen oder sogar Monate, um Objektdaten vom Standort zu
verschieben oder zu löschen, bevor der Standort stillgelegt werden kann.

Das Verschieben oder Löschen von Objektdaten von einem Standort kann Tage, Wochen
oder sogar Monate dauern, abhängig von der Datenmenge am Standort, der Systemlast,
den Netzwerklatenzen und der Art der erforderlichen ILM-Änderungen.

• Wenn möglich, sollten Sie die Schritte 1-4 des Decommission Site-Assistenten so früh wie möglich
abschließen. Die Deaktivierung erfolgt schneller und mit weniger Unterbrechungen und
Leistungseinflüssen, wenn Sie zulassen, dass Daten von der Website verschoben werden, bevor Sie die
tatsächliche Deaktivierung starten (indem Sie in Schritt 5 des Assistenten Start Decommission wählen).

4

https://docs.netapp.com/de-de/storagegrid/expand/index.html
https://docs.netapp.com/de-de/storagegrid/expand/index.html


Zusätzliche Anforderungen für die Deaktivierung eines getrennten Standorts

Bevor StorageGRID eine getrennte Site entfernen kann, müssen Sie Folgendes sicherstellen:

• Sie haben sich an Ihren NetApp Ansprechpartner wenden. NetApp überprüft Ihre Anforderungen, bevor
Sie alle Schritte im Decommission Site Wizard aktivieren.

Sie sollten keinen Versuch Unternehmen, eine getrennte Site außer Betrieb zu nehmen,
wenn Sie der Meinung sind, dass eine Wiederherstellung der Site oder die
Wiederherstellung von Objektdaten von der Site möglich wäre. Siehe "Wie der technische
Support eine Site wiederherstellt".

• Alle Nodes am Standort müssen einen Verbindungsstatus von einer der folgenden aufweisen:

◦
Unbekannt ( ): Aus einem unbekannten Grund wird ein Knoten getrennt oder Dienste auf dem
Knoten sind unerwartet ausgefallen. Beispielsweise wird ein Service auf dem Node möglicherweise
angehalten, oder der Node hat aufgrund eines Stromausfalls oder eines unerwarteten Ausfalls seine
Netzwerkverbindung verloren.

◦
Administrativ Down ( ): Der Knoten ist aus einem erwarteten Grund nicht mit dem Raster
verbunden. Beispielsweise wurde der Node oder die Services auf dem Node ordnungsgemäß
heruntergefahren.

•
Alle Knoten an allen anderen Standorten müssen über den Verbindungsstatus Connected () verfügen ;
diese anderen Knoten können jedoch aktive Warnungen haben.

• Sie müssen wissen, dass Sie mit StorageGRID keine Objektdaten mehr anzeigen oder abrufen können,
die auf der Site gespeichert wurden. Wenn StorageGRID dieses Verfahren durchführt, wird nicht versucht,
Daten vom getrennten Standort zu bewahren.

Wenn Ihre ILM-Regeln und -Richtlinien zum Schutz vor dem Verlust eines einzelnen
Standorts ausgelegt wurden, sind noch Kopien der Objekte auf den übrigen Standorten
vorhanden.

• Sie müssen verstehen, dass das Objekt verloren geht und nicht abgerufen werden kann, wenn die Site die
einzige Kopie eines Objekts enthielt.

Überlegungen zur Konsistenz beim Entfernen eines Standorts

Die Konsistenz für einen S3-Bucket bestimmt, ob StorageGRID Objektmetadaten vollständig auf allen Nodes
und Standorten repliziert, bevor einem Client mitgeteilt wird, dass die Objektaufnahme erfolgreich war.
Konsistenz bietet ein Gleichgewicht zwischen der Verfügbarkeit der Objekte und der Konsistenz dieser Objekte
über verschiedene Storage-Nodes und Standorte hinweg.

Wenn StorageGRID einen Standort entfernt, muss es sicherstellen, dass keine Daten auf den entfernten
Standort geschrieben werden. Dadurch wird die Konsistenz für jeden Bucket oder Container vorübergehend
überschrieben. Nach dem Starten der Website-Außerbetriebnahme verwendet StorageGRID vorübergehend
eine hohe Standort-Konsistenz, um zu verhindern, dass Objekt-Metadaten auf die Website geschrieben
werden.

Aufgrund dieser vorübergehenden Überschreibung ist es nicht bekannt, dass alle während der
Außerbetriebnahme eines Standorts laufenden Client-Schreibvorgänge, Updates und Löschvorgänge
fehlschlagen können, wenn auf den verbleibenden Standorten nicht mehr mehrere Nodes verfügbar sind.
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Sammeln Sie die erforderlichen Materialien

Bevor Sie eine Website ausmustern, sind die folgenden Unterlagen erforderlich.

Element Hinweise

Wiederherstellungspaket .zip
Datei

Sie müssen das neueste Wiederherstellungspaket herunterladen .zip
Datei(sgws-recovery-package-id-revision.zip ). Mit der
Wiederherstellungspaketdatei können Sie das System im Falle eines
Fehlers wiederherstellen.

"Laden Sie das Wiederherstellungspaket herunter"

Passwords.txt Datei Diese Datei enthält die für den Zugriff auf Grid-Knoten über die
Befehlszeile erforderlichen Passwörter und ist im
Wiederherstellungspaket enthalten.

Provisioning-Passphrase Die Passphrase wird erstellt und dokumentiert, wenn das StorageGRID-
System zum ersten Mal installiert wird. Die Provisionierungs-Passphrase
ist nicht in der Passwords.txt Datei enthalten.

Beschreibung der Topologie des
StorageGRID Systems vor der
Stilllegung

Falls verfügbar, finden Sie eine Dokumentation, die die aktuelle
Topologie des Systems beschreibt.

Verwandte Informationen

"Anforderungen an einen Webbrowser"

Schritt 1: Standort Auswählen

Um zu bestimmen, ob eine Site deaktiviert werden kann, öffnen Sie zunächst den
Assistenten zur Deaktivierung der Site.

Bevor Sie beginnen

• Sie haben alle erforderlichen Materialien erhalten.

• Sie haben die Überlegungen zum Entfernen eines Standorts überprüft.

• Sie sind im Grid Manager mit einem angemeldet"Unterstützter Webbrowser".

• Sie haben die "Root-Zugriffsberechtigungen oder die Wartungs- und ILM-Berechtigungen".

Schritte

1. Wählen Sie Wartung > Aufgaben > Außerbetriebnahme.

2. Wählen Sie Decommission Site.

Schritt 1 (Standort auswählen) des Assistenten für die Dekommission-Site wird angezeigt. Dieser Schritt
enthält eine alphabetische Liste der Sites in Ihrem StorageGRID-System.
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3. Zeigen Sie die Werte in der Spalte verwendete Storage-Kapazität an, um festzustellen, wie viel Storage
derzeit für Objektdaten an den einzelnen Standorten verwendet wird.

Die genutzte Storage-Kapazität ist eine Schätzung. Wenn Knoten offline sind, ist die verwendete
Speicherkapazität der letzte bekannte Wert für den Standort.

◦ Um eine zusammenhängende Website außer Betrieb zu nehmen, gibt dieser Wert an, wie viele
Objektdaten zu anderen Standorten verschoben oder durch ILM gelöscht werden müssen, bevor Sie
diese Website zur sicheren Deaktivierung verwenden können.

◦ Im Falle einer Deaktivierung einer Website stellt dieser Wert dar, auf welchen Anteil der Datenspeicher
Ihres Systems beim Deaktivierung dieser Website nicht mehr zugegriffen werden kann.

Falls Ihre ILM-Richtlinie zum Schutz vor dem Verlust eines einzelnen Standorts
ausgelegt wurde, sollten weiterhin Kopien der Objektdaten auf den übrigen Standorten
vorhanden sein.

4. Prüfen Sie die Gründe in der Spalte Dekommission möglich, um festzustellen, welche Standorte derzeit
außer Betrieb genommen werden können.

Wenn es mehr als einen Grund gibt, warum ein Standort nicht stillgelegt werden kann, wird
der kritischsten Grund angezeigt.

Möglichen Grund einer
Deaktivierung

Beschreibung Nächster Schritt

Grünes Häkchen ( )
Sie können diese Website außer
Betrieb nehmen.

Gehen Sie zu Im nächsten Schritt.
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Möglichen Grund einer
Deaktivierung

Beschreibung Nächster Schritt

Nein. Dieser Standort enthält den
primären Admin-Node.

Sie können einen Standort, der
den primären Admin-Node
enthält, nicht stilllegen.

Keine. Sie können diesen
Vorgang nicht ausführen.

Nein. Dieser Standort enthält
mindestens einen Archivknoten.

Sie können eine Site, die einen
Archivknoten enthält, nicht
stilllegen.

Keine. Sie können diesen
Vorgang nicht ausführen.

Nein. Alle Knoten an diesem
Standort sind getrennt. Wenden
Sie sich an Ihren NetApp
Account-Ansprechpartner.

Sie können keine verbundene
Website-Deaktivierung
durchführen, wenn nicht jeder
Knoten in der Site verbunden ist

( ).

Um eine getrennte Website außer
Betrieb zu nehmen, müssen Sie
sich an Ihren NetApp
Ansprechpartner wenden. Dieser
überprüft Ihre Anforderungen und
aktiviert den Rest des Assistenten
zur Decommission Site.

WICHTIG: Nehmen Sie niemals
Online-Knoten offline, so dass Sie
eine Seite entfernen können. Sie
verlieren Daten.

Das Beispiel zeigt ein StorageGRID System mit drei Standorten. Das grüne Häkchen ( ) für die Raleigh-
und Sunnyvale-Standorte zeigt an, dass Sie diese Standorte ausmustern können. Sie können die
Vancouver-Website jedoch nicht stilllegen, da sie den primären Admin-Knoten enthält.

1. Wenn eine Deaktivierung möglich ist, aktivieren Sie das Optionsfeld für die Website.

Die Schaltfläche Weiter ist aktiviert.

2. Wählen Sie Weiter.

Schritt 2 (Details anzeigen) wird angezeigt.

Schritt 2: Details Anzeigen

Ab Schritt 2 (Details anzeigen) des Assistenten für die Decommission-Site können Sie
überprüfen, welche Knoten auf der Site enthalten sind, sehen, wie viel Speicherplatz auf
den einzelnen Speicherknoten verwendet wurde, und bewerten, wie viel freier
Speicherplatz auf den anderen Standorten in Ihrem Raster verfügbar ist.

Bevor Sie beginnen

Bevor Sie einen Standort außer Betrieb nehmen, müssen Sie überprüfen, wie viele Objektdaten am Standort
vorhanden sind.

• Wenn Sie eine verbundene Website ausmustern, müssen Sie vor der Aktualisierung des ILM die derzeit
vorhandene Objektdaten an der Website kennen. Basierend auf den Kapazitäten des Standorts und den
Datensicherungsanforderungen können Sie neue ILM-Regeln erstellen, um Daten an andere Standorte zu
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verschieben oder Objektdaten vom Standort zu löschen.

• Führen Sie ggf. erforderliche Erweiterungen für Storage-Nodes durch, bevor Sie den Vorgang zur
Deaktivierung nach Möglichkeit starten.

• Wenn Sie eine nicht verbundene Website deaktivieren, müssen Sie verstehen, wie viele Objektdaten
dauerhaft zugänglich werden, wenn Sie die Website entfernen.

Wenn Sie eine nicht verbundene Website-Stilllegung durchführen, kann ILM keine Objektdaten
verschieben oder löschen. Alle Daten, die am Standort verbleiben, gehen verloren. Wenn Ihre
ILM-Richtlinie jedoch zum Schutz vor dem Verlust eines einzelnen Standorts konzipiert wurde,
sind Kopien der Objektdaten weiterhin auf den übrigen Standorten vorhanden. Siehe "Schutz
vor Standortausfällen".

Schritte

1. Überprüfen Sie ab Schritt 2 (Details anzeigen) alle Warnungen im Zusammenhang mit dem zu
entfernenden Standort.

In diesen Fällen wird eine Warnung angezeigt:

◦ Der Standort enthält einen Gateway-Node. Wenn derzeit S3-Clients eine Verbindung zu diesem Node
herstellen, müssen Sie einen gleichwertigen Node an einem anderen Standort konfigurieren.
Vergewissern Sie sich, dass Clients eine Verbindung zum Ersatz-Node herstellen können, bevor Sie
die Deaktivierung durchführen.

◦
Die Site enthält eine Mischung aus verbundenen ( ) und getrennten Knoten (  oder ). Bevor
Sie diesen Standort entfernen können, müssen Sie alle Offline-Nodes wieder in den Online-Modus
versetzen.

2. Überprüfen Sie die Details der zu entfernenden Site.
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Für den ausgewählten Standort sind folgende Informationen enthalten:

◦ Anzahl der Nodes

◦ Der insgesamt verwendete Speicherplatz, der freie Speicherplatz und die Kapazität aller
Speicherknoten am Standort.

▪ Für die Stilllegung einer verbundenen Site gibt der Wert verwendeter Speicherplatz an, wie viele
Objektdaten auf andere Standorte verschoben oder mit ILM gelöscht werden müssen.

▪ Bei einer nicht verbundenen Deaktivierung des Standorts gibt der Wert verwendeter
Speicherplatz an, auf welche Objektdaten beim Entfernen der Website nicht mehr zugegriffen
werden kann.

◦ Node-Namen, -Typen und -Verbindungsstatus:

▪
 (Verbunden)

▪
 (Administrativ Abwärts)

▪
 (Unbekannt)

◦ Details zu jedem Node:
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▪ Für jeden Storage-Node die Menge an Speicherplatz, die für Objektdaten verwendet wurde.

▪ Gibt an, ob der Node derzeit in einer HA-Gruppe (Hochverfügbarkeit) verwendet wird, für Admin-
Nodes und Gateway-Nodes. Sie können einen Admin-Node oder einen Gateway-Node, der in einer
HA-Gruppe verwendet wird, nicht stilllegen. Bearbeiten Sie vor der Stilllegung HA-Gruppen, um alle
Nodes am Standort zu entfernen, oder entfernen Sie die HA-Gruppe, wenn sie nur Nodes von
diesem Standort umfasst. Anweisungen hierzu finden Sie unter "Managen Sie
Hochverfügbarkeitsgruppen (High Availability Groups, HA-Gruppen)".

3. Bewerten Sie im Abschnitt Details für andere Standorte auf der Seite, wie viel Platz auf den anderen
Standorten in Ihrem Raster verfügbar ist.

Wenn Sie eine verbundene Website ausmustern und mithilfe von ILM Objektdaten von der ausgewählten
Site verschieben (statt sie zu löschen), müssen Sie sicherstellen, dass die anderen Standorte über
genügend Kapazität für die verschobenen Daten verfügen und dass genügend Kapazität für zukünftiges
Wachstum verfügbar ist.

Eine Warnung wird angezeigt, wenn der verwendete Platz für die zu entfernende Website
größer als der gesamte freie Speicherplatz für andere Standorte ist. Bevor Sie diesen
Vorgang durchführen, müssen Sie sicherstellen, dass nach dem Entfernen des Standorts
ausreichend Speicherkapazität verfügbar ist.

4. Wählen Sie Weiter.

Schritt 3 (ILM-Richtlinie überarbeiten) wird angezeigt.

Schritt 3: Überarbeiten der ILM-Richtlinien

In Schritt 3 (ILM-Richtlinien überarbeiten) des Assistenten zum Entnehmen von Websites
können Sie bestimmen, ob der Standort durch eine ILM-Richtlinie referenziert wird.

Bevor Sie beginnen

Sie haben ein gutes Verständnis davon, wie man "Managen von Objekten mit ILM". Sie sind mit der Erstellung
von Storage-Pools und ILM-Regeln sowie der Simulation und Aktivierung einer ILM-Richtlinie vertraut.

Über diese Aufgabe

StorageGRID kann eine Website nicht ausmustern, wenn eine ILM-Regel in einer Richtlinie (aktiv oder inaktiv)
auf diesen Standort verweist.

Wenn sich eine ILM-Richtlinie auf den Standort bezieht, den Sie ausmustern möchten, müssen Sie diese
Richtlinien entfernen oder bearbeiten, damit sie die folgenden Anforderungen erfüllen:
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• Vollständiger Schutz für alle Objektdaten:

• Beziehen Sie sich nicht auf die Website, die Sie stilllegen.

• Verwenden Sie keine Speicherpools, die sich auf den Standort beziehen, oder verwenden Sie die Option
Alle Standorte.

• Verwenden Sie keine Profile zur Fehlerkorrektur, die auf den Standort verweisen.

• Verwenden Sie nicht die Regel „2 Kopien erstellen“ aus StorageGRID 11.6 oder früheren Installationen.

Erstellen Sie niemals eine ILM-Regel für eine einzelne Kopie, um die Entfernung eines
Standorts aufzunehmen. Eine ILM-Regel, die immer nur eine replizierte Kopie erstellt, gefährdet
Daten permanent. Wenn nur eine replizierte Kopie eines Objekts vorhanden ist, geht dieses
Objekt verloren, wenn ein Speicherknoten ausfällt oder einen beträchtlichen Fehler hat.
Während Wartungsarbeiten wie Upgrades verlieren Sie auch vorübergehend den Zugriff auf das
Objekt.

Wenn Sie eine mit Connected Site Decompmission durchführen, müssen Sie bedenken, wie
StorageGRID die Objektdaten verwalten sollte, die sich derzeit an dem Standort befinden, den
Sie entfernen möchten. Je nach Ihren Datensicherungsanforderungen können neue Regeln
vorhandene Objektdaten auf andere Standorte verschieben oder zusätzliche Objektkopien
löschen, die nicht mehr benötigt werden.

Wenden Sie sich an den technischen Support, wenn Sie Hilfe beim Entwurf einer neuen Richtlinie benötigen.

Schritte

1. Bestimmen Sie in Schritt 3 (ILM-Richtlinien überarbeiten), ob sich ILM-Richtlinien auf den Standort
beziehen, den Sie zur Stilllegung ausgewählt haben.

2. Wenn keine Richtlinien aufgeführt sind, wählen Sie Weiter, um zu zu gehen"Schritt 4: Entfernen Sie ILM-
Referenzen".

3. Wenn eine oder mehrere Active ILM-Richtlinien aufgelistet werden, klonen Sie jede vorhandene Richtlinie,
oder erstellen Sie neue Richtlinien, die nicht auf den stillgelegten Standort verweisen:

a. Wählen Sie den Link für die Richtlinie in der Spalte Richtlinienname aus.

Die Detailseite zu den ILM-Richtlinien für die Richtlinie wird in einer neuen Browser-Registerkarte
angezeigt. Die Seite „Decommission Site“ bleibt auf der anderen Registerkarte geöffnet.

b. Befolgen Sie bei Bedarf die folgenden Richtlinien und Anweisungen:

▪ Arbeiten mit ILM-Regeln:

▪ "Erstellen Sie einen oder mehrere Speicherpools" Die sich nicht auf die Website beziehen.

▪ "Regeln bearbeiten oder ersetzen" Die sich auf die Website beziehen.

Wählen Sie nicht die Regel 2 Kopien erstellen aus, da diese Regel den
Speicherpool Alle Storage Nodes verwendet, der nicht zulässig ist.

▪ Arbeiten mit ILM-Richtlinien:

▪ "Klonen einer vorhandenen ILM-Richtlinie" Oder "Neue ILM-Richtlinie erstellen".

▪ Stellen Sie sicher, dass die Standardregel und andere Regeln nicht auf die Site verweisen.
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Sie müssen sich vergewissern, dass die ILM-Regeln in der richtigen Reihenfolge
sind. Wenn die Richtlinie aktiviert ist, werden neue und vorhandene Objekte
anhand der Regeln in der angegebenen Reihenfolge bewertet, die oben
beginnen.

c. Aufnahme von Testobjekten und Simulation der Richtlinie, um sicherzustellen, dass die korrekten
Regeln angewendet werden

Fehler in einer ILM-Richtlinie können zu nicht wiederherstellbaren Datenverlusten
führen. Prüfen und simulieren Sie die Richtlinie sorgfältig, bevor Sie sie aktivieren, um
sicherzustellen, dass sie wie vorgesehen funktioniert.

Bei der Aktivierung einer neuen ILM-Richtlinie verwendet StorageGRID sie zum
Management aller Objekte, einschließlich vorhandener Objekte und neu
aufgenommener Objekte. Prüfen Sie vor der Aktivierung einer neuen ILM-Richtlinie alle
Änderungen an der Platzierung vorhandener replizierter und Erasure Coding-Objekte.
Das Ändern des Speicherorts eines vorhandenen Objekts kann zu vorübergehenden
Ressourcenproblemen führen, wenn die neuen Platzierungen ausgewertet und
implementiert werden.

d. Aktivieren Sie die neuen Richtlinien, und stellen Sie sicher, dass die alten Richtlinien jetzt inaktiv sind.

Wenn Sie mehrere Richtlinien aktivieren möchten, "Führen Sie die Schritte zum Erstellen von ILM-
Richtlinien-Tags aus".

Wenn Sie eine verbundene Website ausmustern, beginnt StorageGRID, Objektdaten von der
ausgewählten Site zu entfernen, sobald Sie die neue ILM-Richtlinie aktivieren. Das Verschieben oder
Löschen aller Objektkopien kann Wochen in Anspruch nehmen. Sie können zwar eine Deaktivierung einer
Website sicher starten, während noch Objektdaten am Standort vorhanden sind, aber die Deaktivierung
erfolgt schneller und mit weniger Unterbrechungen und Performance-Beeinträchtigungen, wenn Daten vom
Standort verschoben werden können, bevor Sie mit der tatsächlichen Außerbetriebnahme beginnen (Durch
Auswahl von Start Decommission in Schritt 5 des Assistenten).

4. Bearbeiten oder entfernen Sie jede inactive-Richtlinie, indem Sie zuerst den Link für jede Richtlinie
auswählen, wie in den vorherigen Schritten beschrieben.

◦ "Bearbeiten Sie die Richtlinie" Der Standort, der außer Betrieb genommen werden soll, wird also nicht
referenziert.

◦ "Entfernen Sie eine Richtlinie".

5. Wenn Sie die Änderungen an ILM-Regeln und -Richtlinien abgeschlossen haben, sollten in Schritt 3 (ILM-
Richtlinien überarbeiten) keine weiteren Richtlinien aufgeführt sein. Wählen Sie Weiter.

Schritt 4 (ILM-Referenzen entfernen) wird angezeigt.

Schritt 4: Entfernen Sie ILM-Referenzen

Aus Schritt 4 (ILM-Verweise entfernen) des Assistenten zum Entnehmen von Standorten
müssen Sie alle nicht verwendeten ILM-Regeln löschen oder bearbeiten, die sich auf den
Standort beziehen, selbst wenn die Regeln in keiner ILM-Richtlinie verwendet werden.

Schritte
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1. Stellen Sie fest, ob sich ungenutzte ILM-Regeln auf den Standort beziehen.

Wenn ILM-Regeln aufgeführt werden, beziehen sich diese Regeln weiterhin auf den Standort, werden
jedoch in keiner Richtlinie verwendet.

Wenn StorageGRID die Site dekomprimiert, werden alle ungenutzten Erasure Coding-
Profile, die auf diesen Standort verweisen, automatisch deaktiviert und alle nicht
verwendeten Storage-Pools, die auf diesen Standort verweisen, werden automatisch
gelöscht. Der Speicherpool Alle Speicherknoten (StorageGRID 11.6 und früher) wird
entfernt, da er den Standort Alle Standorte verwendet.

2. Bearbeiten oder Löschen jeder nicht verwendeten Regel:

◦ Um eine Regel zu bearbeiten, aktualisieren Sie auf der Seite ILM-Regeln alle Platzierungen, die ein
Erasure-Coding-Profil oder einen Storage-Pool verwenden, das auf den Standort verweist. Kehren Sie
dann zu Schritt 4 (ILM-Referenzen entfernen) zurück.

◦ Um eine Regel zu löschen, wählen Sie das Papierkorb-Symbol  und dann OK.

Sie müssen die Regel make 2 copies löschen, bevor Sie eine Site stilllegen können.

3. Vergewissern Sie sich, dass sich keine nicht verwendeten ILM-Regeln auf den Standort beziehen, und die
Schaltfläche Weiter ist aktiviert.

4. Wählen Sie Weiter.

Alle verbleibenden Speicherpools und Profile zur Fehlerkorrektur, die auf den Standort
verweisen, werden ungültig, wenn der Standort entfernt wird. Wenn StorageGRID die Site
dekomprimiert, werden alle ungenutzten Erasure Coding-Profile, die auf diesen Standort
verweisen, automatisch deaktiviert und alle nicht verwendeten Storage-Pools, die auf diesen
Standort verweisen, werden automatisch gelöscht. Der Speicherpool Alle Speicherknoten
(StorageGRID 11.6 und früher) wird entfernt, da er den Standort Alle Standorte verwendet.

Schritt 5 (Auflösen von Knotenkonflikten) wird angezeigt.

Schritt 5: Auflösen von Knotenkonflikten (und Start der
Stilllegung)

Ab Schritt 5 (Auflösen von Knotenkonflikten) des Assistenten für die Dekommission-
Website können Sie feststellen, ob Knoten in Ihrem StorageGRID-System getrennt sind
oder ob Knoten am ausgewählten Standort zu einer HA-Gruppe gehören. Nachdem
Konflikte mit Knoten behoben wurden, starten Sie den Vorgang zur Deaktivierung auf
dieser Seite.

Bevor Sie beginnen

Sie müssen sicherstellen, dass alle Nodes in Ihrem StorageGRID System den richtigen Status aufweisen, wie
folgt:

•
Alle Knoten in Ihrem StorageGRID-System müssen verbunden sein ( ).
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Wenn Sie eine getrennte Site außer Betrieb nehmen, müssen alle Nodes an der
entfernenden Site getrennt sein. Alle Nodes an allen anderen Standorten müssen
verbunden sein.

Die Stilllegung wird nicht gestartet, wenn ein oder mehrere Volumes offline (unmounted)
sind oder online (gemountet) sind, sondern sich in einem Fehlerzustand befinden.

Wenn ein oder mehrere Volumes offline geschaltet werden, während eine Deaktivierung
durchgeführt wird, wird die Deaktivierung durchgeführt, nachdem diese Volumes wieder
online geschaltet wurden.

• Kein Node an dem gerade entfernenden Standort kann eine Schnittstelle besitzen, die zu einer HA-Gruppe
(High Availability, Hochverfügbarkeit) gehört.

Über diese Aufgabe

Wenn ein Knoten für Schritt 5 (Auflösen von Knotenkonflikten) aufgeführt ist, müssen Sie das Problem
beheben, bevor Sie den Stilllegen starten können.

Prüfen Sie vor dem Starten des Verfahrens zur Deaktivierung der Website auf dieser Seite die folgenden
Aspekte:

• Sie müssen genügend Zeit haben, bis der Stilllegen abgeschlossen ist.

Das Verschieben oder Löschen von Objektdaten von einem Standort kann Tage, Wochen
oder sogar Monate dauern, abhängig von der Datenmenge am Standort, der Systemlast,
den Netzwerklatenzen und der Art der erforderlichen ILM-Änderungen.

• Während die Deaktivierung der Website läuft:

◦ Sie können keine ILM-Regeln erstellen, die sich auf den deaktivierten Standort beziehen. Sie können
auch keine vorhandene ILM-Regel bearbeiten, um auf den Standort zu verweisen.

◦ Sie können keine anderen Wartungsverfahren wie Erweiterungen oder Upgrades durchführen.

Wenn Sie während der Stilllegung einer verbundenen Site einen weiteren
Wartungsvorgang durchführen müssen, können Sie den Vorgang unterbrechen,
während die Storage-Nodes entfernt werden. Die Schaltfläche Pause wird während der
Phase „Decommissioning Replicated and Erasure-coded Data“ aktiviert.

◦ Falls Nodes nach dem Starten der Deaktivierung der Website wiederhergestellt werden müssen,
müssen Sie den Support kontaktieren.

Schritte

1. Überprüfen Sie den Abschnitt „getrennte Knoten“ in Schritt 5 (Knotenkonflikte lösen), um festzustellen, ob
Knoten in Ihrem StorageGRID-System den Verbindungsstatus Unbekannt () oder Administrativ Down (

)  haben .
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2. Wenn Knoten getrennt werden, bringen Sie sie wieder in den Online-Modus.

Siehe "Node-Verfahren". Wenden Sie sich an den technischen Support, wenn Sie Hilfe benötigen.

3. Wenn alle getrennten Nodes wieder in den Online-Modus versetzt wurden, überprüfen Sie den Abschnitt
HA-Gruppen in Schritt 5 (Auflösen von Node-Konflikten).

In dieser Tabelle werden alle Nodes am ausgewählten Standort aufgelistet, die zu einer HA-Gruppe (High
Availability, Hochverfügbarkeit) gehören.
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4. Wenn alle Knoten aufgelistet sind, führen Sie einen der folgenden Schritte aus:

◦ Bearbeiten Sie jede betroffene HA-Gruppe, um die Node-Schnittstelle zu entfernen.

◦ Entfernen Sie eine HA-Gruppe, die nur Nodes aus diesem Standort enthält. Lesen Sie die
Anweisungen zum Verwalten von StorageGRID.

Wenn alle Nodes verbunden sind und keine Nodes am ausgewählten Standort in einer HA-Gruppe
verwendet werden, ist das Feld Provisioning-Passphrase aktiviert.

5. Geben Sie die Provisionierungs-Passphrase ein.

Die Schaltfläche Start Decommission wird aktiviert.
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6. Wenn Sie bereit sind, den Vorgang zur Deaktivierung der Website zu starten, wählen Sie Start
Decommission.

Eine Warnung zeigt den Standort und die Knoten, die entfernt werden. Sie werden daran erinnert, dass es
Tage, Wochen oder sogar Monate dauern kann, die Website vollständig zu entfernen.
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7. Überprüfen Sie die Warnung. Wenn Sie bereit sind, zu beginnen, wählen Sie OK.

Beim Generieren der neuen Grid-Konfiguration wird eine Meldung angezeigt. Dieser Prozess kann je nach
Typ und Anzahl der nicht mehr verwendeten Grid-Nodes einige Zeit in Anspruch nehmen.

Wenn die neue Grid-Konfiguration generiert wurde, wird Schritt 6 (Monitor Decommission) angezeigt.

Die Schaltfläche * Previous* bleibt deaktiviert, bis die Stilllegung abgeschlossen ist.

Schritt 6: Überwachung Der Dekommission

Ab Schritt 6 (Überwachung der Dekommission) des Seitenassistenten der
Decommission-Website können Sie den Fortschritt überwachen, während die Site
entfernt wird.

Über diese Aufgabe

Wenn StorageGRID einen verbundenen Standort entfernt, werden Nodes in dieser Reihenfolge entfernt:
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1. Gateway-Nodes

2. Admin-Nodes

3. Storage-Nodes

Wenn StorageGRID einen getrennten Standort entfernt, werden Nodes in dieser Reihenfolge entfernt:

1. Gateway-Nodes

2. Storage-Nodes

3. Admin-Nodes

Jeder Gateway-Node oder Admin-Node kann möglicherweise nur ein paar Minuten oder eine Stunde entfernt
werden. Storage-Nodes können jedoch Tage oder Wochen in Anspruch nehmen.

Schritte

1. Sobald ein neues Wiederherstellungspaket erstellt wurde, laden Sie die Datei herunter.

Laden Sie das Wiederherstellungspaket so schnell wie möglich herunter, um
sicherzustellen, dass Sie Ihr Netz wiederherstellen können, falls während der
Außerbetriebnahme etwas schiefgeht.

a. Wählen Sie den Link in der Nachricht oder wählen Sie Wartung > System >
Wiederherstellungspaket.

b. Laden Sie die .zip Datei herunter.

Siehe die Anweisungen für"Herunterladen des Wiederherstellungspakets" .

Die Wiederherstellungspaketdatei muss gesichert werden, da sie Verschlüsselungsschlüssel
und Passwörter enthält, mit denen Daten aus dem StorageGRID -System abgerufen werden
können.

2. Überwachen Sie mithilfe des Diagramms für die Datenverschiebung das Verschieben von Objektdaten von
dieser Seite zu anderen Standorten.

Datenverschiebung gestartet, als Sie die neue ILM-Richtlinie in Schritt 3 aktiviert haben (ILM-Richtlinie
überarbeiten). Die Datenverschiebung findet während der gesamten Außerbetriebnahme statt.
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3. Überwachen Sie im Abschnitt Status des Knotens der Seite den Fortschritt des Stillstandsvorgangs, wenn
Nodes entfernt werden.

Wenn ein Speicherknoten entfernt wird, durchläuft jeder Knoten eine Reihe von Phasen. Obwohl die
meisten dieser Phasen schnell oder sogar unmerklich auftreten, müssen Sie möglicherweise Tage oder
sogar Wochen warten, bis andere Phasen abgeschlossen sind, je nachdem, wie viele Daten verschoben
werden müssen. Zur Verwaltung von Daten, die mit Erasure Coding versehen sind, und zur Neubewertung
von ILM-Verfahren ist zusätzlicher Zeit erforderlich.
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Wenn Sie den Fortschritt der Deaktivierung einer verbundenen Site überwachen, lesen Sie diese Tabelle,
um die Phasen zur Ausmusterung eines Storage Node zu verstehen:

Stufe Geschätzte Dauer

Ausstehend Minuten oder weniger

Warten Sie auf Sperren Minuten

Aufgabe Vorbereiten Minuten oder weniger

Markieren von LDR deaktiviert Minuten

Stilllegung von replizierten und mit
Erasure codierten Daten

Stunden, Tage oder Wochen, basierend auf der Datenmenge

Hinweis: Wenn Sie weitere Wartungsarbeiten durchführen müssen,
können Sie die Deaktivierung der Website während dieser Phase
unterbrechen.

LDR-Status gesetzt Minuten

Audit-Warteschlangen Leeren Minuten bis Stunden, basierend auf der Anzahl der Nachrichten und
der Netzwerklatenz.

Vollständig Minuten

Wenn Sie den Fortschritt der Deaktivierung einer getrennten Site überwachen, lesen Sie diese Tabelle, um
weitere Informationen zur Ausmusterung von Storage Nodes zu erhalten:

Stufe Geschätzte Dauer

Ausstehend Minuten oder weniger

Warten Sie auf Sperren Minuten

Aufgabe Vorbereiten Minuten oder weniger

Externe Dienste Deaktivieren Minuten

Widerruf Des Zertifikats Minuten

Knoten Nicht Registrieren Minuten

Storage-Klasse Nicht Registrieren Minuten

Entfernung Von Speichergruppen Minuten
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Stufe Geschätzte Dauer

Entfernen Der Einheit Minuten

Vollständig Minuten

4. Sobald alle Nodes abgeschlossen sind, warten Sie, bis der restliche Standort außer Betrieb ist.

◦ Im Schritt Cassandra reparieren führt StorageGRID alle erforderlichen Reparaturen an den
Cassandra-Clustern durch, die in Ihrem Grid verbleiben. Je nachdem, wie viele Speicherknoten im
Raster verbleiben, kann diese Reparaturen mehrere Tage oder länger dauern.

◦ Während des Schritts EC-Profile deaktivieren & Speicherpools löschen werden folgende ILM-
Änderungen vorgenommen:

▪ Alle Löschungsprofile, die auf die Site verwiesen haben, werden deaktiviert.

▪ Alle Speicherpools, die auf den Standort verwiesen werden gelöscht.

Der Speicherpool Alle Speicherknoten (StorageGRID 11.6 und früher) wird ebenfalls
entfernt, da er den Standort Alle Standorte verwendet.

◦ Schließlich werden im Schritt Konfiguration entfernen alle verbleibenden Verweise auf die Site und
ihre Knoten aus dem Rest des Rasters entfernt.
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5. Nach Abschluss des Stilllegen-Verfahrens wird auf der Seite Decommission Site eine Meldung angezeigt,
die den entfernten Standort nicht mehr anzeigt.

Nachdem Sie fertig sind

Führen Sie diese Aufgaben nach Abschluss des Verfahrens zur Deaktivierung der Website durch:

• Stellen Sie sicher, dass die Laufwerke aller Storage-Nodes am ausgemusterten Standort sauber gelöscht
werden. Verwenden Sie ein handelsübliches Datenwischwerkzeug oder einen Dienst, um die Daten
dauerhaft und sicher von den Laufwerken zu entfernen.

• Wenn die Site einen oder mehrere Admin-Nodes enthält und Single Sign-On (SSO) für Ihr StorageGRID-
System aktiviert ist, entfernen Sie alle Vertrauensstellen für die Site aus Active Directory Federation
Services (AD FS).

• Nachdem die Knoten im Rahmen der Deaktivierung des angeschlossenen Standorts automatisch
ausgeschaltet wurden, entfernen Sie die zugehörigen virtuellen Maschinen.
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