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Uberlegungen zu Storage-Nodes

Uberlegungen fiir die Deaktivierung von Storage-Nodes

Uberlegen Sie vor dem Stilllegen eines Storage-Node, ob Sie stattdessen den Node
klonen konnen. Wenn Sie den Node dann stilllegen, prufen Sie, wie StorageGRID
wahrend der Stilllegung Objekte und Metadaten managt.

Zeitpunkt zum Klonen eines Node, anstatt ihn stillzulegen

Wenn Sie einen alteren Storage-Node der Appliance durch eine neuere oder groRere Appliance ersetzen
mochten, sollten Sie das Klonen des Appliance-Node erwagen, anstatt eine neue Appliance in einer
Erweiterung hinzuzufiigen, und dann die alte Appliance stillzulegen.

Durch das Klonen von Appliance-Nodes kénnen Sie vorhandene Appliance-Nodes einfach durch eine
kompatible Appliance am selben Standort in StorageGRID ersetzen. Beim Klonen werden alle Daten auf die
neue Appliance Ubertragen, die neue Appliance wird in Betrieb genommen und die alte Appliance wird vorab
installiert.

Sie kénnen einen Appliance-Node klonen, wenn Sie Folgendes bendtigen:

» Ersetzen Sie ein Gerat, das das Ende der Lebensdauer erreicht hat.
 Aktualisieren Sie einen vorhandenen Node, um von verbesserter Appliance-Technologie zu profitieren.

* Erhdhen Sie die Grid-Storage-Kapazitat, ohne die Anzahl der Storage-Nodes in Ihrem StorageGRID
System zu andern.

+ Verbessern Sie die Storage-Effizienz, zum Beispiel durch Andern des RAID-Modus.

Weitere Informationen finden Sie unter "Klonen von Appliance-Nodes".

Uberlegungen zu verbundenen Storage-Nodes

Prifen Sie die Uberlegungen bei der Stilllegung eines verbundenen Storage-Node.

« Sie sollten nicht mehr als 10 Storage-Nodes in einem einzigen Decommission-Node-Verfahren aulRer
Betrieb nehmen.

» Das System muss jederzeit genligend Storage Nodes enthalten, um die betrieblichen Anforderungen zu
erfillen, einschlieBlich der "ADC-Quorum" und der aktiven "ILM-Richtlinie". Um diese Einschrankung zu
erfillen, missen Sie mdglicherweise einen neuen Storage-Node zu einem Erweiterungsvorgang
hinzufligen, bevor Sie einen vorhandenen Storage-Node stilllegen kdnnen.

Gehen Sie mit Vorsicht vor, wenn Sie Storage-Nodes in einem Grid stilllegen, das rein softwarebasierte
Metadaten-Nodes enthalt. Wenn Sie alle Knoten aul3er Betrieb nehmen, die fir den Speicher sowoh/
Objekte als auch Metadaten konfiguriert sind, wird die Fahigkeit zum Speichern von Objekten aus dem
Raster entfernt. Weitere Informationen zu nur Metadaten-Storage-Nodes finden Sie unter"Typen von
Storage-Nodes".

* Wenn Sie einen Storage Node entfernen, werden grole Mengen an Objektdaten tber das Netzwerk
tibertragen. Obwohl diese Ubertragungen keine Auswirkungen auf den normalen Systembetrieb haben
sollten, kdnnen sie sich auf die gesamte vom StorageGRID System verbrauchte Netzwerkbandbreite
auswirken.
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» Aufgaben fur die Deaktivierung von Storage-Nodes haben eine niedrigere Prioritat als Aufgaben, die mit
normalen Systemvorgangen verbunden sind. Dadurch wird die Ausmusterung normale StorageGRID
Systemvorgange nicht beeintrachtigt und es muss keine Zeit fiir die Inaktivitat des Systems eingeplant
werden. Da die Ausmusterung im Hintergrund erfolgt, ist es schwierig zu schatzen, wie lange der Vorgang
dauert. Im Allgemeinen erfolgt die Ausmusterung von Storage-Nodes schneller, wenn das System still ist
oder nur ein Storage-Node gleichzeitig entfernt wird.

» Es kann Tage oder Wochen dauern, bis ein Storage-Node aul3er Betrieb gesetzt wurde. Planen Sie dieses
Verfahren entsprechend. Der Prozess zur Deaktivierung sorgt zwar daflir, dass der Betrieb des Systems
nicht beeintrachtigt wird, aber weitere Verfahren werden moglicherweise eingeschrankt. Im Allgemeinen
sollten geplante System-Upgrades oder -Erweiterungen durchgefiihrt werden, bevor Grid-Nodes entfernt
werden.

* Wenn Sie ein weiteres Wartungsverfahren durchfuhren mussen, wahrend Storage Nodes entfernt werden,
kdnnen Sie "Unterbrechen Sie den Stilllegungsvorgang”es nach Abschluss des anderen Verfahrens wieder
aufnehmen.

Die Schaltflache Pause ist nur aktiviert, wenn die ILM-Bewertung oder die mit Erasure
@ Coding versehenen Phasen der Datenauswertung erreicht sind. Die ILM-Evaluierung
(Datenmigration) wird jedoch weiterhin im Hintergrund ausgeflhrt.

* Wenn eine Ausmusterung ausgefihrt wird, kdnnen keine Datenreparaturvorgange auf Grid-Nodes
ausgefuhrt werden.

Sie sollten keine Anderungen an einer ILM-Richtlinie vornehmen, wéhrend ein Storage-Node deaktiviert
wird.

* Um Daten dauerhaft und sicher zu entfernen, missen Sie die Laufwerke des Storage-Node nach
Abschluss des Stilllegungsvorgangs léschen.

Uberlegungen zu getrennten Storage-Nodes
Prifen Sie die Uberlegungen fiir die Deaktivierung eines getrennten Storage-Node.

» Deaktivieren Sie einen getrennten Node nur, wenn Sie sicher sind, dass er nicht online geschaltet oder
wiederhergestellt werden kann.

Fuhren Sie dieses Verfahren nicht aus, wenn Sie der Meinung sind, dass Objektdaten vom
Node wiederhergestellt werden kdnnen. Wenden Sie sich stattdessen an den technischen
Support, um zu ermitteln, ob das Recovery von Nodes mdglich ist.

* Wenn Sie einen getrennten Storage-Node stilllegen, verwendet StorageGRID Daten von anderen Storage
Nodes, um die Objektdaten und Metadaten, die sich auf dem getrennten Node befanden, zu
rekonstruieren.

* Wenn Sie mehr als einen getrennten Storage Node stilllegen, kann es zu Datenverlust kommen. Das
System ist moglicherweise nicht in der Lage, Daten zu rekonstruieren, wenn nicht geniigend Objektkopien,
Fragmente mit Erasure-Coding-Verfahren oder Objekt-Metadaten verflgbar sind. Bei der Stilllegung von
Storage-Nodes in einem Grid mit softwarebasierten, metadatenbasierten Nodes werden alle Nodes, die fir
die Speicherung von Objekten und Metadaten konfiguriert sind, vom Grid entfernt. Weitere Informationen
zu nur Metadaten-Storage-Nodes finden Sie unter"Typen von Storage-Nodes".

Wenn Sie mehr als einen getrennten Storage Node haben, den Sie nicht wiederherstellen
kénnen, wenden Sie sich an den technischen Support, um die beste Vorgehensweise zu
ermitteln.


https://docs.netapp.com/de-de/storagegrid/maintain/pausing-and-resuming-decommission-process-for-storage-nodes.html
../primer/what-storage-node-is.html#types-of-storage-nodes

* Wenn Sie einen getrennten Storage-Node aul3er Betrieb nehmen, startet StorageGRID am Ende des
Stilllegungsvorgangs die Reparatur der Daten. Diese Jobs versuchen, die Objektdaten und Metadaten, die
auf dem getrennten Node gespeichert waren, zu rekonstruieren.

* Wenn Sie einen getrennten Storage-Node ausmustern, wird der Vorgang der Ausmusterung relativ schnell
abgeschlossen. Die Ausflihrung von Datenreparaturen kann jedoch Tage oder Wochen dauern und wird
nicht durch die AulRerbetriebnahme Gberwacht. Sie missen diese Jobs manuell iberwachen und nach
Bedarf neu starten. Siehe "Priifen Sie die Reparatur von Daten".

* Wenn Sie einen getrennten Storage-Node stilllegen, der die einzige Kopie eines Objekts enthalt, geht das
Objekt verloren. Die Datenrekonstruktionsaufgaben kénnen Objekte nur rekonstruieren und
wiederherstellen, wenn mindestens eine replizierte Kopie oder genug Fragmente mit L6schungscode auf
aktuell verbundenen Storage-Nodes vorhanden sind.

Was ist das ADC-Quorum?

Mdglicherweise kdnnen Sie bestimmte Speicher-Nodes an einem Standort nicht
stilllegen, wenn nach der Stilllegung zu wenige ADC-Dienste (Administrative Domain
Controller) verbleiben wirden.

Der ADC-Dienst, der auf einigen Storage Nodes zu finden ist, verwaltet Informationen zur Grid-Topologie und
stellt Konfigurationsdienste fur das Grid bereit. Das StorageGRID System erfordert, dass an jedem Standort
und zu jeder Zeit ein Quorum von ADC-Services verfugbar ist.

Sie kénnen einen Speicher-Node nicht stilllegen, wenn das Entfernen des Knotens dazu filhren wiirde, dass
das ADC-Quorum nicht mehr erfillt wird. Um das ADC-Quorum wahrend einer Stilllegung zu erfillen, missen
mindestens drei Storage Nodes an jedem Standort Gber den ADC-Service verfliigen. Wenn ein Standort tber
mehr als drei Storage Nodes mit dem ADC-Dienst verfligt, muss eine einfache Mehrheit dieser Nodes nach
der Stilllegung verfligbar bleiben: ( (0.5 * Storage Nodes with ADC) + 1)

Gehen Sie mit Vorsicht vor, wenn Sie Storage-Nodes in einem Grid stilllegen, das rein
softwarebasierte Metadaten-Nodes enthalt. Wenn Sie alle Knoten aufier Betrieb nehmen, die fir

@ den Speicher sowoh/ Objekte als auch Metadaten konfiguriert sind, wird die Fahigkeit zum
Speichern von Objekten aus dem Raster entfernt. Weitere Informationen zu nur Metadaten-
Storage-Nodes finden Sie unter"Typen von Storage-Nodes".

Angenommen, ein Standort umfasst derzeit sechs Storage Nodes mit ADC-Diensten und Sie mdchten drei
Storage Nodes stilllegen. Aufgrund der Quorum-Anforderung des ADC mussen Sie zwei Verfahren zur
Deaktivierung durchfihren:

+ Bei der ersten Stilllegung missen Sie sicherstellen, dass vier Speicher-Nodes mit ADC-Diensten verfiigbar
bleiben: ((0.5 * 6) + 1).Das bedeutet, dass Sie zunachst nur zwei Storage-Nodes aul3er Betrieb
nehmen kdnnen.

* Im zweiten AuRerbetriebnahmeverfahren kénnen Sie den dritten Speicherknoten entfernen, da das ADC-
Quorum jetzt nur noch drei ADC-Dienste erfordert, um verfiigbar zu bleiben: ( (0.5 * 4) + 1) .

Wenn Sie einen Speicherknoten aufder Betrieb nehmen mussen, kdnnen Sie die ADC-Quorum-Anforderung
weiterhin erflllen, indem Sie"Verschieben des ADC-Dienstes auf einen anderen Speicherknoten am selben

Standort" oder Hinzufligen eines neuen Speicherknotens in einem"Expansion” und angeben, dass es einen
ADC-Dienst haben soll. AnschlieRend kénnen Sie den vorhandenen Speicherknoten aulRer Betrieb nehmen,
ohne das Quorum zu beeintrachtigen.
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Prufen der ILM-Richtlinie und Storage-Konfiguration

Wenn Sie einen Storage-Node aul3er Betrieb nehmen mdchten, sollten Sie die ILM-
Richtlinie Ihres StorageGRID Systems Uberprufen, bevor Sie den Ausmusterungsprozess
starten.

Bei der Ausmusterung werden alle Objektdaten vom ausgemusterten Storage Node zu anderen Storage-
Nodes migriert.

Die ILM-Richtlinie, die Sie wahrend der Stilllegung haben, wird nach der Deaktivierung
verwendet. Sie mussen sicherstellen, dass diese Richtlinie sowohl vor Beginn der Stilllegung als
auch nach Abschluss der Stilllegung Ihre Daten erfllt.

Uberpriifen Sie die jeweiligen Regeln"Aktive ILM-Richtlinie", um sicherzustellen, dass das StorageGRID-
System weiterhin Gber gentigend Kapazitat des richtigen Typs und an den richtigen Stellen verfugt, um die
Aulerbetriebnahme eines Storage-Node zu ermdoglichen.

Bedenken Sie Folgendes:

* Werden ILM-Evaluierungsservices moglich sein, Objektdaten so zu kopieren, dass ILM-Regeln erfillt sind?

» Was passiert, wenn ein Standort wahrend der Stilllegung voriibergehend nicht mehr verfiigbar ist? Kénnen
zusatzliche Kopien an einem alternativen Speicherort erstellt werden?

» Wie wird sich der Ausmusterungsprozess auf die finale Verteilung der Inhalte auswirken? Wie in
beschrieben"Storage-Nodes Konsolidieren", sollten Sie "Neue Storage-Nodes hinzufligen"vor der
Stilllegung alte. Wenn Sie nach der Stilllegung eines kleineren Storage-Nodes einen groeren Ersatz-
Storage-Node hinzufligen, kdnnten die alten Storage-Nodes nahezu an Kapazitat arbeiten und der neue
Storage-Node konnte fast keinen Inhalt haben. Die meisten Schreibvorgange fiir neue Objektdaten wiirden
dann auf den neuen Storage-Node geleitet, wodurch die allgemeine Effizienz der Systemvorgange
verringert wird.

* Wird das System jederzeit geniigend Storage Nodes enthalten, um die aktiven ILM-Richtlinien zu erfiillen?

@ Eine ILM-Richtlinie, die nicht erflllt werden kann, flihrt zu Riickprotokollen und
Warnmeldungen und kann den Betrieb des StorageGRID Systems unterbrechen.

Uberpriifen Sie, ob die vorgeschlagene Topologie, die sich aus dem Stilllegungsvorgang ergibt, mit der ILM-
Richtlinie erfillt wird, indem Sie die in der Tabelle aufgefihrten Bereiche bewerten.

Einzuschatzen Was Sie beachten sollten

Verfligbare Kapazitat Wird es ausreichend Storage-Kapazitat geben, um alle im StorageGRID
System gespeicherten Objektdaten aufzunehmen, einschlief3lich der
permanenten Kopien von Objektdaten, die derzeit auf dem Storage
Node zur Deaktivierung gespeichert sind?

Wird es gentigend Kapazitaten geben, um das erwartete Wachstum an
gespeicherten Objektdaten in einem angemessenen Zeitraum nach
Abschluss der Stilllegung zu bewaltigen?
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Einzuschatzen Was Sie beachten sollten

Speicherort Wenn genligend Kapazitat im gesamten StorageGRID System verbleibt,
sind die Kapazitaten an den richtigen Standorten, um den
Geschéftsregeln des StorageGRID Systems gerecht zu werden?

Storage-Typ Wird es gentigend Storage des entsprechenden Typs geben, nachdem
die Ausmusterung abgeschlossen ist?

Mithilfe der ILM-Regeln kann beispielsweise im Alter von Content von
einem Storage-Typ zu einem anderen verschoben werden. In diesem
Fall missen Sie sicherstellen, dass in der endgtiltigen Konfiguration des
StorageGRID-Systems ausreichend Speicherplatz des entsprechenden
Typs verfugbar ist.

Storage-Nodes Konsolidieren

Sie kdnnen Storage-Nodes konsolidieren, um die Anzahl der Storage-Nodes fur einen
Standort oder eine Bereitstellung zu verringern und gleichzeitig die Storage-Kapazitat zu
erhohen.

Bei der Konsolidierung von Storage-Nodes fugen Sie "Erweitern Sie das StorageGRID-System"neue Storage-
Nodes mit hoherer Kapazitat hinzu und setzen die alten Storage-Nodes mit kleinerer Kapazitat aus. Wahrend
der Deaktivierung werden Objekte von den alten Storage Nodes zu den neuen Storage Nodes migriert.

Wenn Sie altere und kleinere Appliances mit neuen Modellen oder Appliances mit hGherer

@ Kapazitat konsolidieren, sollten Sie bedenken "Klonen des Appliance-Node" (oder das Klonen
von Appliance-Nodes und die Ausmusterung von Appliances verwenden, wenn Sie keinen
Austausch gegen eine Einheit durchfihren missen).

Beispielsweise kdnnen Sie zwei neue Storage-Nodes mit groRerer Kapazitat hinzufligen, um drei altere
Storage-Nodes zu ersetzen. Sie wiirden zuerst das Erweiterungsverfahren verwenden, um die beiden neuen,
grolkeren Storage-Nodes hinzuzufiigen, und anschliel®end die drei alten Storage-Nodes mit geringerer
Kapazitat entfernen.

Durch Hinzufiigen neuer Kapazitat vor dem Entfernen vorhandener Storage-Nodes wird eine ausgewogenere
Datenverteilung im gesamten StorageGRID System sichergestellt. Sie reduzieren auch die Mdglichkeit, dass
ein vorhandener Storage-Node Uber die Storage-Grenzmarke hinaus geschoben werden kann.

Ausmustern mehrerer Storage-Nodes

Wenn mehr als ein Storage-Node entfernt werden muss, konnen Sie sie nacheinander
oder parallel absetzen.

Gehen Sie mit Vorsicht vor, wenn Sie Storage-Nodes in einem Grid stilllegen, das rein
softwarebasierte Metadaten-Nodes enthalt. Wenn Sie alle Knoten auf3er Betrieb nehmen, die fur

@ den Speicher sowohl Objekte als auch Metadaten konfiguriert sind, wird die Fahigkeit zum
Speichern von Objekten aus dem Raster entfernt. Weitere Informationen zu nur Metadaten-
Storage-Nodes finden Sie unter"Typen von Storage-Nodes".


https://docs.netapp.com/de-de/storagegrid/expand/index.html
https://docs.netapp.com/us-en/storagegrid-appliances/commonhardware/how-appliance-node-cloning-works.html
../primer/what-storage-node-is.html#types-of-storage-nodes

* Wenn Sie Storage-Nodes nacheinander ausmustern, missen Sie warten, bis der erste Storage-Node
heruntergefahren wurde, bevor Sie den nachsten Storage-Node aul3er Betrieb nehmen.

* Wenn Sie Storage-Nodes parallel ausmustern, verarbeiten die Storage-Nodes zugleich Aufgaben zur
Deaktivierung aller Storage-Nodes. Dies kann dazu flihren, dass alle permanenten Kopien einer Datei als
»nur lesen-“ markiert sind und das Loschen in Rastern, in denen diese Funktion aktiviert ist, voriibergehend
deaktiviert wird.
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