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Azure NetApp Dateien

Konfigurieren Sie ein Azure NetApp Files-Backend

Sie kdnnen Azure NetApp Files (ANF) als Backend fir Astra Trident konfigurieren. Sie kénnen NFS- und SMB-
Volumes uber ein ANF-Backend anschlieen.

* "Vorbereitung"

«+ "Konfigurationsoptionen und Beispiele"

Uberlegungen

» Der Azure NetApp Files-Service unterstlitzt keine Volumes mit einer Groé3e von weniger als 100 GB. Astra
Trident erstellt automatisch 100-GB-Volumes, wenn ein kleineres Volume bendtigt wird.

 Astra Trident unterstitzt SMB Volumes, die nur auf Windows Nodes laufenden Pods gemountet werden.
 Astra Trident unterstitzt die Architektur von Windows ARM nicht.

Konfiguration eines Azure NetApp Files-Backends wird
vorbereitet

Bevor Sie Ihr Azure NetApp Files-Backend konfigurieren kdnnen, missen Sie
sicherstellen, dass die folgenden Anforderungen erfullt sind.

Wenn Sie Azure NetApp Files zum ersten Mal oder an einem neuen Standort verwenden, ist
eine Erstkonfiguration erforderlich, um Azure NetApp Files einzurichten und ein NFS-Volume zu
erstellen. Siehe "Azure: Azure NetApp Files einrichten und ein NFS Volume erstellen".

Voraussetzungen fur NFS und SMB Volumes

Um ein zu konfigurieren und zu verwenden "Azure NetApp Dateien" Back-End, Sie bendtigen Folgendes:

» Ein Kapazitats-Pool. Siehe "Microsoft: Erstellen Sie einen Kapazitats-Pool flir Azure NetApp Files".

« Ein an Azure NetApp Files delegiertes Subnetz. Siehe "Microsoft: Delegieren Sie ein Subnetz an Azure
NetApp Files".

* subscriptionID Uber ein Azure Abonnement mit aktiviertem Azure NetApp Files.

* tenantID, clientID, und clientSecret Von einem "App-Registrierung” In Azure Active Directory mit
ausreichenden Berechtigungen flr den Azure NetApp Files-Service. Die App-Registrierung sollte
Folgendes verwenden:

o Der Eigentimer oder die Rolle des Mitarbeiters "\Vordefiniert von Azure".

° A"Benutzerdefinierte Beitragsrolle" Auf Abonnementebene (assignableScopes) Mit den folgenden
Berechtigungen, die auf nur das beschrankt sind, was Astra Trident erfordert. Nach dem Erstellen der
benutzerdefinierten Rolle "Weisen Sie die Rolle Uber das Azure-Portal zu".

"id": "/subscriptions/<subscription-


https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-quickstart-set-up-account-create-volumes
https://azure.microsoft.com/en-us/services/netapp/
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/active-directory/develop/howto-create-service-principal-portal
https://docs.microsoft.com/en-us/azure/role-based-access-control/built-in-roles
https://learn.microsoft.com/en-us/azure/role-based-access-control/custom-roles-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/role-assignments-portal

id>/providers/Microsoft.Authorization/roleDefinitions/<role-
definition-id>",
"properties": {
"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited permissions",
"assignableScopes": [
"/subscriptions/<subscription-id>"
1,
"permissions": [
{

"actions": |

"Microsoft.NetApp/netAppAccounts/capacityPools/read",

"Microsoft.NetApp/netAppAccounts/capacityPools/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/read

"
’

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/writ

e"’

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/dele
te" ,

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/rea
d"’

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/wri
te" ,

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/del
ete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/Get
Metadata/action",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTargets/r
ead",
"Microsoft.Network/virtualNetworks/read",



"Microsoft.Network/virtualNetworks/subnets/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrations
/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrations
/write",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrations
/delete",
"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"
1y
"notActions": [],
"dataActions": [],

"notDataActions": []

* Im Azure 1location Das enthalt mindestens eine "Delegiertes Subnetz". Ab Trident 22.01 finden Sie das
location Parameter ist ein erforderliches Feld auf der obersten Ebene der Backend-Konfigurationsdatei.
In virtuellen Pools angegebene Standortwerte werden ignoriert.

Zusatzliche Anforderungen fur SMB Volumes

Zur Erstellung eines SMB-Volumes mussen folgende Voraussetzungen erflllt sein:

« Active Directory konfiguriert und mit Azure NetApp Files verbunden. Siehe "Microsoft: Erstellen und
Verwalten von Active Directory-Verbindungen fir Azure NetApp Files".

* Kubernetes-Cluster mit einem Linux-Controller-Knoten und mindestens einem Windows-Worker-Node, auf
dem Windows Server 2019 ausgeflhrt wird. Astra Trident unterstitzt SMB Volumes, die nur auf Windows
Nodes laufenden Pods gemountet werden.

* Mindestens ein Astra Trident-Schlissel mit Ihren Active Directory-Anmeldeinformationen, damit Azure
NetApp Files sich bei Active Directory authentifizieren kann. Um Geheimnis zu erzeugen smbcreds:

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'


https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections

« Ein CSI-Proxy, der als Windows-Dienst konfiguriert ist. Zum Konfigurieren von A “csi-proxy Weitere
Informationen finden Sie unter "GitHub: CSI-Proxy" Oder "GitHub: CSI Proxy fur Windows" Fir
Kubernetes-Knoten, die auf Windows ausgeflhrt werden.

Azure NetApp Files Back-End-Konfigurationsoptionen und
-Beispiele

Informieren Sie sich Uber die Back-End-Konfigurationsoptionen flir NFS und SMB fiir ANF und Uberprifen Sie
Konfigurationsbeispiele.

Astra Trident verwendet Ihre Backend-Konfiguration (Subnetz, virtuelles Netzwerk, Service Level und

Standort), um ANF Volumes auf Kapazitats-Pools zu erstellen, die am angeforderten Standort verfligbar sind
und dem angeforderten Service Level und Subnetz entsprechen.

@ Astra Trident unterstitzt keine manuellen QoS-Kapazitats-Pools.

Back-End-Konfigurationsoptionen

ANF Back-Ends stellen diese Konfigurationsoptionen bereit.

Parameter Beschreibung Standard
version Immer 1
storageDriverName Name des Speichertreibers »azure-netapp-Files*
backendName Benutzerdefinierter Name oder das Treibername +,_“ + zufallige
Storage-Backend Zeichen
subscriptionID Die Abonnement-ID lhres Azure
Abonnements
tenantID Die Mandanten-ID aus einer App-

Registrierung

clientID Die Client-ID aus einer App-
Registrierung

clientSecret Der Client-Schllssel aus einer App-
Registrierung

serviceLevel Einer von Standard, Premium, . (zufallig)
Oder Ultra

location Name des Azure Speicherorts, an
dem die neuen Volumes erstellt
werden

resourceGroups Liste der Ressourcengruppen zum ,[]* (kein Filter)

Filtern ermittelter Ressourcen

netappAccounts Liste von NetApp Accounts zur " (kein Filter)
Filterung erkannter Ressourcen

capacityPools Liste der Kapazitats-Pools zur .l (kein Filter, zufallig)
Filterung erkannter Ressourcen


https://github.com/kubernetes-csi/csi-proxy
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md

Parameter

virtualNetwork

subnet

networkFeatures

nfsMountOptions

limitVolumeSize

debugTraceFlags

nasType

Beschreibung Standard

Name eines virtuellen Netzwerks ”
mit einem delegierten Subnetz

Name eines an delegierten ”
Subnetzes
Microsoft.Netapp/volumes

Eventuell Set von vnet-Funktionen
fur ein Volumen Basic Oder
Standard. Netzwerkfunktionen
sind nicht in allen Regionen
verfigbar und missen
mdoglicherweise in einem
Abonnement aktiviert werden.
Angeben networkFeatures
Wenn die Funktion nicht aktiviert
ist, schlagt die Volume-
Bereitstellung fehl.

Engmaschige Kontrolle der NFS- Nfsvers=3“
Mount-Optionen Fir SMB Volumes
ignoriert. Um Volumes mit NFS-
Version 4.1 einzubinden, beinhalten
nfsvers=4 Wahlen Sie in der
Liste mit durch Komma getrennten
Mount-Optionen NFS v4.1 aus.
Mount-Optionen, die in einer
Storage-Klassen-Definition
festgelegt sind, Uberschreiben
Mount-Optionen, die in der
Backend-Konfiguration festgelegt
sind.

Bereitstellung fehlgeschlagen, » (nicht standardmafig
wenn die angeforderte Volume- durchgesetzt)
Grole Uber diesem Wert liegt

Fehler-Flags bei der Null
Fehlerbehebung beheben. Beispiel:
\{"api": false, "method":
true, "discovery": true}.
Verwenden Sie dies nur, wenn Sie
Fehler beheben und einen

detaillierten Log Dump bendtigen.

Konfiguration der Erstellung von nfs
NFS- oder SMB-Volumes Die

Optionen lauten nfs, smb Oder

null. Einstellung auf null setzt
standardmafig auf NFS-Volumes.

@ Weitere Informationen zu den Netzwerkfunktionen finden Sie unter "Konfigurieren Sie
Netzwerkfunktionen fir ein Azure NetApp Files Volume".


https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features

Erforderliche Berechtigungen und Ressourcen

Wenn Sie beim Erstellen eines PVC einen Fehler ,Keine Kapazitatspools gefunden® erhalten, ist es
wahrscheinlich, dass |hre App-Registrierung nicht die erforderlichen Berechtigungen und Ressourcen
(Subnetz, virtuelles Netzwerk, Kapazitats-Pool) zugeordnet hat. Wenn Debug aktiviert ist, protokolliert Astra
Trident die Azure Ressourcen, die bei der Erstellung des Backend ermittelt wurden. Uberpriifen Sie, ob eine
geeignete Rolle verwendet wird.

Die Werte flr resourceGroups, netappAccounts, capacityPools, virtualNetwork, und subnet
Kann mit kurzen oder vollqualifizierten Namen angegeben werden. In den meisten Féllen werden
vollqualifizierte Namen empfohlen, da kurze Namen mehrere Ressourcen mit demselben Namen entsprechen
kdénnen.

Der resourceGroups, netappAccounts, und capacityPools Werte sind Filter, die die ermittelten
Ressourcen auf die in diesem Storage-Back-End verfligbaren Personen beschranken und in beliebiger
Kombination angegeben werden kdnnen. Vollqualifizierte Namen folgen diesem Format:

Typ Formatieren

Ressourcengruppe <Ressourcengruppe>

NetApp Konto <Resource Group>/<netapp Account>

Kapazitats-Pool <Resource Group>/<netapp Account>/<Capacity
Pool>

Virtuelles Netzwerk <Ressourcengruppe>/<virtuelles Netzwerk>

Subnetz <Ressourcengruppe>/<virtuelles
Netzwerk>/<Subnetz>

Volume-Provisionierung

Sie kénnen die standardmaRige Volume-Bereitstellung steuern, indem Sie die folgenden Optionen in einem
speziellen Abschnitt der Konfigurationsdatei angeben. Siehe Beispielkonfigurationen Entsprechende Details.

Parameter Beschreibung Standard

exportRule Exportregeln fiir neue Volumes »,0.0.0.0/0*
exportRule Muss eine
kommagetrennte Liste beliebiger
Kombinationen von IPv4-Adressen
oder IPv4-Subnetzen in CIDR-
Notation sein. Fiir SMB Volumes

ignoriert.

snapshotDir Steuert die Sichtbarkeit des .Falsch®
.Snapshot-Verzeichnisses

size Die Standardgréf3e der neuen ,100 GB*
Volumes

unixPermissions die unix-Berechtigungen neuer » (Vorschau-Funktion, erfordert

Volumes (4 Oktal-Ziffern). Fur SMB Whitelisting im Abonnement)
Volumes ignoriert.



Beispielkonfigurationen

Beispiel 1: Minimale Konfiguration

Dies ist die absolute minimale Backend-Konfiguration. Mit dieser Konfiguration erkennt Astra Trident alle
Ihre NetApp Konten, Kapazitats-Pools und Subnetze, die an ANF am konfigurierten Speicherort delegiert
wurden, und setzt zuféllig neue Volumes auf einen dieser Pools und Subnetze. Weil nasType Wird
weggelassen, das nfs Standard gilt und das Backend wird fir NFS-Volumes bereitgestellt.

Diese Konfiguration eignet sich ideal, wenn Sie gerade mit ANF beginnen und die Dinge ausprobieren. In
der Praxis mochten Sie jedoch zusatzliche Informationen fir die Volumes bereitstellen, die Sie
bereitstellen.

version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET

location: eastus

Beispiel 2: Spezifische Service Level-Konfiguration mit Kapazitatspool-Filtern

Bei dieser Back-End-Konfiguration werden Volumes in Azure platziert eastus Standort in einem Ultra
Kapazitats-Pool: Astra Trident erkennt automatisch alle an ANF delegierten Subnetze und legt ein neues
Volume zufallig auf einen davon ab.

version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET

location: eastus

servicelLevel: Ultra

capacityPools:

- application-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2



Beispiel 3: Erweiterte Konfiguration

Diese Back-End-Konfiguration reduziert den Umfang der Volume-Platzierung auf ein einzelnes Subnetz
und andert auch einige Standardwerte fiir die Volume-Bereitstellung.

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET
location: eastus
servicelevel: Ultra
capacityPools:
- application-group-1/account-1/ultra-1
- application-group-1/account-1/ultra-2
virtualNetwork: my-virtual-network
subnet: my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
snapshotDir: 'true'
size: 200Gi

unixPermissions: '0777"'



Beispiel 4: Virtuelle Pool-Konfiguration

Diese Back-End-Konfiguration definiert mehrere Storage-Pools in einer einzelnen Datei. Dies ist nutzlich,
wenn Sie Uber mehrere Kapazitats-Pools verfiigen, die unterschiedliche Service-Level unterstitzen, und
Sie Storage-Klassen in Kubernetes erstellen mochten, die diese unterstiitzen. Virtuelle Pool-Labels
wurden verwendet, um die Pools basierend auf zu differenzieren performance.

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721ladd45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelevel: Ultra
capacityPools:
- ultra-1
- ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelevel: Premium
capacityPools:
- premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- standard-1
- standard-2

Definitionen der Storage-Klassen

Im Folgenden storageClass Definitionen beziehen sich auf die oben genannten Speicherpools.



Beispieldefinitionen mit parameter.selector Feld

Wird Verwendet parameter.selector Sie kdnnen fir jedes angeben StorageClass Der virtuelle Pool, der
zum Hosten eines Volumes genutzt wird. Im Volume werden die Aspekte definiert, die im ausgewahlten Pool
definiert sind.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=gold"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=silver"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=bronze"

allowVolumeExpansion: true

Beispieldefinitionen fiir SMB Volumes

Wird Verwendet nasType, node-stage-secret-name, und node-stage-secret-namespace, Sie
kénnen ein SMB-Volume angeben und die erforderlichen Active Directory-Anmeldeinformationen angeben.

10



Beispiel 1: Grundlegende Konfiguration im Standard-Namespace

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

Beispiel 2: Unterschiedliche Geheimnisse pro Namespace verwenden

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

Beispiel 3: Verschiedene Geheimnisse pro Volumen

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}



(D nasType: " smb Filter fur Pools, die SMB-Volumes unterstiitzen nasType: “nfs Oder
nasType: “null Filter fir NFS Pools.

Erstellen Sie das Backend

Flhren Sie nach dem Erstellen der Back-End-Konfigurationsdatei den folgenden Befehl aus:
tridentctl create backend -f <backend-file>

Wenn die Backend-Erstellung fehlschlagt, ist mit der Back-End-Konfiguration ein Fehler aufgetreten. Sie
kénnen die Protokolle zur Bestimmung der Ursache anzeigen, indem Sie den folgenden Befehl ausfiuhren:

tridentctl logs

Nachdem Sie das Problem mit der Konfigurationsdatei identifiziert und korrigiert haben, kénnen Sie den Befehl
.Erstellen” erneut ausfihren.

12



Copyright-Informationen

Copyright © 2025 NetApp. Alle Rechte vorbehalten. Gedruckt in den USA. Dieses urheberrechtlich geschiitzte
Dokument darf ohne die vorherige schriftiche Genehmigung des Urheberrechtsinhabers in keiner Form und
durch keine Mittel — weder grafische noch elektronische oder mechanische, einschliel3lich Fotokopieren,
Aufnehmen oder Speichern in einem elektronischen Abrufsystem — auch nicht in Teilen, vervielfaltigt werden.

Software, die von urheberrechtlich geschitztem NetApp Material abgeleitet wird, unterliegt der folgenden
Lizenz und dem folgenden Haftungsausschluss:

DIE VORLIEGENDE SOFTWARE WIRD IN DER VORLIEGENDEN FORM VON NETAPP ZUR VERFUGUNG
GESTELLT, D. H. OHNE JEGLICHE EXPLIZITE ODER IMPLIZITE GEWAHRLEISTUNG, EINSCHLIESSLICH,
JEDOCH NICHT BESCHRANKT AUF DIE STILLSCHWEIGENDE GEWAHRLEISTUNG DER
MARKTGANGIGKEIT UND EIGNUNG FUR EINEN BESTIMMTEN ZWECK, DIE HIERMIT
AUSGESCHLOSSEN WERDEN. NETAPP UBERNIMMT KEINERLEI HAFTUNG FUR DIREKTE, INDIREKTE,
ZUFALLIGE, BESONDERE, BEISPIELHAFTE SCHADEN ODER FOLGESCHADEN (EINSCHLIESSLICH,
JEDOCH NICHT BESCHRANKT AUF DIE BESCHAFFUNG VON ERSATZWAREN ODER
-DIENSTLEISTUNGEN, NUTZUNGS-, DATEN- ODER GEWINNVERLUSTE ODER UNTERBRECHUNG DES
GESCHAFTSBETRIEBS), UNABHANGIG DAVON, WIE SIE VERURSACHT WURDEN UND AUF WELCHER
HAFTUNGSTHEORIE SIE BERUHEN, OB AUS VERTRAGLICH FESTGELEGTER HAFTUNG,
VERSCHULDENSUNABHANGIGER HAFTUNG ODER DELIKTSHAFTUNG (EINSCHLIESSLICH
FAHRLASSIGKEIT ODER AUF ANDEREM WEGE), DIE IN IRGENDEINER WEISE AUS DER NUTZUNG
DIESER SOFTWARE RESULTIEREN, SELBST WENN AUF DIE MOGLICHKEIT DERARTIGER SCHADEN
HINGEWIESEN WURDE.

NetApp behalt sich das Recht vor, die hierin beschriebenen Produkte jederzeit und ohne Vorankindigung zu
andern. NetApp Ubernimmt keine Verantwortung oder Haftung, die sich aus der Verwendung der hier
beschriebenen Produkte ergibt, es sei denn, NetApp hat dem ausdrticklich in schriftlicher Form zugestimmit.
Die Verwendung oder der Erwerb dieses Produkts stellt keine Lizenzierung im Rahmen eines Patentrechts,
Markenrechts oder eines anderen Rechts an geistigem Eigentum von NetApp dar.

Das in diesem Dokument beschriebene Produkt kann durch ein oder mehrere US-amerikanische Patente,
auslandische Patente oder anhangige Patentanmeldungen geschutzt sein.

ERLAUTERUNG ZU ,RESTRICTED RIGHTS*: Nutzung, Vervielfaltigung oder Offenlegung durch die US-
Regierung unterliegt den Einschrankungen gemaf Unterabschnitt (b)(3) der Klausel ,Rights in Technical Data
— Noncommercial ltems* in DFARS 252.227-7013 (Februar 2014) und FAR 52.227-19 (Dezember 2007).

Die hierin enthaltenen Daten beziehen sich auf ein kommerzielles Produkt und/oder einen kommerziellen
Service (wie in FAR 2.101 definiert) und sind Eigentum von NetApp, Inc. Alle technischen Daten und die
Computersoftware von NetApp, die unter diesem Vertrag bereitgestellt werden, sind gewerblicher Natur und
wurden ausschlie3lich unter Verwendung privater Mittel entwickelt. Die US-Regierung besitzt eine nicht
ausschlieBliche, nicht Gbertragbare, nicht unterlizenzierbare, weltweite, limitierte unwiderrufliche Lizenz zur
Nutzung der Daten nur in Verbindung mit und zur Unterstitzung des Vertrags der US-Regierung, unter dem
die Daten bereitgestellt wurden. Sofern in den vorliegenden Bedingungen nicht anders angegeben, durfen die
Daten ohne vorherige schriftliche Genehmigung von NetApp, Inc. nicht verwendet, offengelegt, vervielfaltigt,
geandert, aufgefiihrt oder angezeigt werden. Die Lizenzrechte der US-Regierung fir das US-
Verteidigungsministerium sind auf die in DFARS-Klausel 252.227-7015(b) (Februar 2014) genannten Rechte
beschrankt.

Markeninformationen

NETAPP, das NETAPP Logo und die unter http://www.netapp.com/TM aufgefihrten Marken sind Marken von
NetApp, Inc. Andere Firmen und Produktnamen kénnen Marken der jeweiligen Eigentiimer sein.

13


http://www.netapp.com/TM\

	Azure NetApp Dateien : Astra Trident
	Inhalt
	Azure NetApp Dateien
	Konfigurieren Sie ein Azure NetApp Files-Backend
	Überlegungen

	Konfiguration eines Azure NetApp Files-Backends wird vorbereitet
	Voraussetzungen für NFS und SMB Volumes
	Zusätzliche Anforderungen für SMB Volumes

	Azure NetApp Files Back-End-Konfigurationsoptionen und -Beispiele
	Back-End-Konfigurationsoptionen
	Beispielkonfigurationen
	Definitionen der Storage-Klassen
	Erstellen Sie das Backend



