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Konzepte

Erfahren Sie mehr uber Astra Trident

Astra Trident ist ein vollstandig unterstitztes Open-Source-Projekt, das von NetApp im
Rahmen der durchgefuhrt wird "Astra Produktfamilie”. Es wurde entwickelt, damit Sie die
Persistenzanforderungen lhrer Container-Applikationen mithilfe von branchenublichen
Schnittstellen wie dem Container-Storage-Interface (CSl) erfullen konnen.

Uberblick

Astra Trident wird in Kubernetes Clustern als Pods implementiert und bietet dynamische Storage-
Orchestrierungs-Services fur Ihre Kubernetes-Workloads. Es ermoglicht Ihren Container-Applikationen die
schnelle und einfache Nutzung von persistentem Storage aus dem breiten Portfolio von NetApp, das ONTAP
(AFF/FAS/Select/Cloud/Amazon FSX fur NetApp ONTAP), Element Software (NetApp HCI/SolidFire), Azure
NetApp Files Service und Cloud Volumes Service auf Google Cloud umfasst.

Astra Trident ist aulierdem eine grundlegende Technologie flir den NetApp Astra. Er eignet sich fiir lhre
Datensicherung, Disaster Recovery, Portabilitdt und Migration von Kubernetes-Workloads und nutzt die

branchenfliihrende Datenmanagement-Technologie von NetApp fir Snapshots, Backups, Replizierung und
Klonen.

Unterstutzte Kubernetes-Cluster-Architekturen

Astra Trident wird durch die folgenden Kubernetes-Architekturen unterstitzt:

Kubernetes-Cluster- Unterstiitzt Standardinstallation
Architekturen

Ein Master Computing Ja. Ja.
Mehrere Master-Computer und Ja. Ja.
Computing-Ressourcen

Master, etcd, Datenverarbeitung  Ja. Ja.
Master, Infrastruktur, Computing Ja. Ja.

Was ist Astra?

Astra erleichtert Unternehmen das Management, die Sicherung und das Verschieben ihrer datenintensiven
Container-Workloads, die auf Kubernetes ausgefiihrt werden, innerhalb der Public Cloud und vor Ort. Astra
stellt persistenten Container-Storage mithilfe von Astra Trident bereit. Das bewahrte und umfangreiche
Storage-Portfolio von NetApp umfasst sowohl Public Clouds als auch On-Premises. Auflerdem bietet es
umfassende erweiterte, applikationsspezifische Datenmanagementfunktionen wie Snapshot, Backup und
Wiederherstellung, Aktivitatsprotokolle und aktives Klonen fiir Datensicherung, Disaster/Daten-Recovery,
Datenaudits und Migrationsanwendungsfalle fir Kubernetes-Workloads.

Auf der Astra-Seite konnen Sie sich fur eine kostenlose Testversion anmelden.


https://docs.netapp.com/us-en/astra-family/intro-family.html

Finden Sie weitere Informationen

* "Die NetApp Astra-Produktfamilie"

* "Dokumentation des Astra Control Service"

» "Astra Control Center-Dokumentation”

« "Astra API

-Dokumentation"

ONTAP-Treiber

Astra Trident bietet finf einzigartige ONTAP-Storage-Treiber flir die Kommunikation mit
ONTAP Clustern. Erfahren Sie mehr dartber, wie jeder Treiber die Erstellung von
Volumes und Zugriffssteuerung sowie seine Funktionen ubernimmt.

Erfahren Sie mehr liber die ONTAP Storage-Treiber

Astra Control bietet nahtlosen Schutz, Disaster Recovery und Mobilitat (Verschieben von
Volumes zwischen Kubernetes Clustern) fuir Volumes, die mit der erstellt wurden ontap-nas,
ontap-nas-flexgroup, und ontap-san Treiber. Siehe "Voraussetzungen flur die Astra
Control Replikation" Entsprechende Details.

O

Treiber

ontap-nas

ontap-nas-
economy

ontap-nas-
flexgroup

ontap-san

* Sie missen verwenden ontap-nas Fir produktive Workloads, die Datensicherung,
Disaster Recovery und Mobilitat erfordern.

* Nutzung ontap-san-economy Nach einer voraussichtlichen Volume-Nutzung ist zu
erwarten, dass sie wesentlich hoher ist, als das von ONTAP unterstitzt wird.

* Nutzung ontap-nas-economy Nur in dem eine zu erwartende Volume-Nutzung gréfer als
die von ONTAP wird, und ontap-san-economy Treiber kann nicht verwendet werden.

* Verwenden Sie ihn nicht ontap-nas-economy Wenn Sie die Notwendigkeit von
Datensicherung, Disaster Recovery oder Mobilitat erwarten.

Protokoll

NFS

NFS

NFS

ISCSI

VolumeModus

Dateisystem

Dateisystem

Dateisystem

Block-Storage

Unterstiitzte
Zugriffsmodi

RWO, ROX, RWX

RWO, ROX, RWX

RWO, ROX, RWX

RWO, ROX, RWX

Unterstiitzte
Filesysteme

. Nnfs

. nfs

. nfs

Kein Filesystem,
rohes Block-Geréat


https://docs.netapp.com/us-en/astra-family/intro-family.html
https://docs.netapp.com/us-en/astra/get-started/intro.html
https://docs.netapp.com/us-en/astra-control-center/index.html
https://docs.netapp.com/us-en/astra-automation/get-started/before_get_started.html
https://docs.netapp.com/us-en/astra-control-center/use/replicate_snapmirror.html#replication-prerequisites
https://docs.netapp.com/us-en/astra-control-center/use/replicate_snapmirror.html#replication-prerequisites

Treiber

ontap-san

ontap-san-
economy

ontap-san-
economy

Protokoll

ISCSI

ISCSI

ISCSI

VolumeModus

Dateisystem

Block-Storage

Dateisystem

Unterstiitzte
Zugriffsmodi

RWO, ROX

RWX ist im Volume-
Modus des
Dateisystems nicht
verfugbar.

RWO, ROX, RWX

RWO, ROX

RWX ist im Volume-
Modus des
Dateisystems nicht
verflgbar.

Unterstiitzte
Filesysteme

xfs, ext3, ext4

Kein Filesystem,
rohes Block-Gerat

xfs, ext3, extd

ONTAP-Back-Ends konnen mit Anmeldeinformationen fir eine Sicherheitsrolle
(Benutzername/Passwort) oder mit dem privaten Schlissel und dem Zertifikat, das auf dem
@ ONTAP-Cluster installiert ist, authentifiziert werden. Sie kénnen vorhandene Back-Ends
aktualisieren, um mit von einem Authentifizierungsmodus in den anderen zu verschieben
tridentctl update backend

Bereitstellung

Die Bereitstellung in Astra Trident besteht aus zwei Hauptphasen. In der ersten Phase
wird eine Speicherklasse mit einem Satz geeigneter Back-End-Speicherpools verknupft.
Diese werden vor der Bereitstellung als notwendig vorbereitet. Die zweite Phase umfasst
die Volume-Erstellung selbst und erfordert die Auswahl eines Speicherpools aus den
Storage-Klassen des ausstehenden Volume.

Storage-Klassen-Zuordnung

Das Zuordnen von Back-End Storage-Pools zu einer Storage-Klasse hangt sowohl von den angeforderten
Attributen der Storage-Klasse als auch von deren ab storagePools, additionalStoragePools, und
excludeStoragePools Listen. Wenn Sie eine Storage-Klasse erstellen, vergleicht Trident die von jedem
seiner Back-Ends angebotenen Attribute und Pools mit den von der Storage-Klasse angeforderten Attributen.
Wenn die Attribute und der Name eines Storage Pools mit allen angeforderten Attributen und Pool-Namen
Ubereinstimmen, fligt Astra Trident diesem Satz an geeigneten Storage-Pools fir diese Storage-Klasse hinzu.
AuBerdem fugt Astra Trident alle im aufgeflhrten Storage-Pools hinzu additionalStoragePools Listen Sie
zu diesem Satz auf, auch wenn seine Attribute nicht alle oder eines der angeforderten Attribute der Storage-
Klasse erfiillen. Sie sollten das verwenden excludeStoragePools Liste zum Uberschreiben und Entfernen
von Speicherpools, die fiir eine Speicherklasse verwendet werden. Astra Trident flihrt jedes Mal einen
ahnlichen Prozess durch, wenn Sie ein neues Back-End hinzufiigen. Er Uberprtft, ob die Storage Pools die
Anforderungen der vorhandenen Storage-Klassen erflllen und entfernt alle, die als ausgeschlossen markiert

wurden.



Volume-Erstellung

Astra Trident verwendet dann die Zuordnungen zwischen Storage-Klassen und Storage-Pools, um zu
bestimmen, wo Volumes bereitgestellt werden sollen. Wenn Sie ein Volume erstellen, erhalt Astra Trident
zunéchst die Reihe von Storage-Pools fiir dieses Volume in der Storage-Klasse. Wenn Sie ein Protokoll fur das
Volume angeben, entfernt Astra Trident die Storage-Pools, die das angeforderte Protokoll nicht bereitstellen
kénnen (beispielsweise kann ein NetApp HCI/SolidFire Backend kein dateibasiertes Volume bereitstellen,
wahrend ein ONTAP NAS-Backend kein blockbasiertes Volume bereitstellen kann). Astra Trident randomisiert
die Reihenfolge dieser daraus resultierenden Sets, um eine gleichmafige Verteilung der Volumes zu
ermdglichen und es anschlieRend zu iterieren und dabei zu versuchen, das Volume wiederum auf jedem
Storage-Pool bereitzustellen. Wenn sie erfolgreich ist, wird sie erfolgreich zuriickgegeben, und es werden alle
Fehler protokolliert, die im Prozess aufgetreten sind. Astra Trident gibt einen Fehler zuriick nur wenn sie nicht
auf allen * den Storage Pools zur Verfliigung steht fur die angeforderte Storage-Klasse und das gewiinschte
Protokoll.

Volume Snapshots

Erfahren Sie mehr darlber, wie Astra Trident die Erstellung von Volume-Snapshots fur
seine Treiber steuert.

Erfahren Sie mehr iiber die Erstellung von Volume Snapshots

* FUr das ontap-nas, ontap-san, gcp-cvs, und azure-netapp-files Treiber, wird jedes Persistent
Volume (PV) einer FlexVol zugeordnet. Volume Snapshots werden im Ergebnis als NetApp Snapshots
erstellt. Die Snapshot-Technologie von NetApp liefert hdhere Stabilitat, Skalierbarkeit,
Wiederherstellbarkeit und Performance als vergleichbare Snapshot-Technologien. Diese Snapshot-Kopien
sind auferst schnell und platzsparend, da sie erstellt und gespeichert werden mussen.

* FUr das ontap-nas-flexgroup Treiber: Jedes Persistent Volume (PV) ist einem FlexGroup zugeordnet.
Im Ergebnis werden Volume Snapshots als NetApp FlexGroup Snapshots erstellt. Die Snapshot-
Technologie von NetApp liefert hdhere Stabilitat, Skalierbarkeit, Wiederherstellbarkeit und Performance als
vergleichbare Snapshot-Technologien. Diese Snapshot-Kopien sind duRerst schnell und platzsparend, da
sie erstellt und gespeichert werden missen.

* FUr das ontap-san-economy Treiber, PVS werden LUNs zugeordnet, die auf gemeinsam genutzten
FlexVols erstellt wurden. VolumeSnapshots von PVS werden durch FlexClones der zugehérigen LUN
erreicht. Die FlexClone Technologie von ONTAP ermdglicht es sogar von den gréRten Datensatzen fast
unmittelbar zu erstellen. Kopien nutzen Datenblécke gemeinsam mit ihren Eltern und verbrauchen somit
keinen Storage, aulder was fiur Metadaten erforderlich ist.

* Flirdas solidfire-san Treiber: Jedes PV wird einer auf der NetApp Element Software/dem NetApp HCI
Cluster erstellten LUN zugeordnet. VolumeSnapshots werden durch Element Snapshots der zugrunde
liegenden LUN dargestellt. Diese Snapshots sind zeitpunktgenaue Kopien, die nur eine kleine Menge an
Systemressourcen und Platz beanspruchen.

* Bei der Arbeit mit dem ontap-nas Und ontap-san Treiber, ONTAP Snapshots sind zeitpunktgenaue
Kopien der FlexVol und verbrauchen Platz auf der FlexVol selbst. Das kann dazu fuhren, dass der
beschreibbare Speicherplatz auf dem Volume mit der Zeit verkirzt wird, wenn Snapshots erstellt/geplant
werden. Eine einfache Moglichkeit dieser Bewaltigung ist, das Volumen durch die Anpassung lber
Kubernetes zu vergréfRern. Eine weitere Option ist das Loschen von nicht mehr benétigten Snapshots.
Wenn ein Uber Kubernetes erstellter VolumeSnapshot geldscht wird, I6scht Astra Trident den zugehdrigen
ONTAP-Snapshot. ONTAP Snapshots, die nicht Gber Kubernetes erstellt wurden, kdnnen auch geldscht
werden.

Mit Astra Trident kdnnen Sie VolumeSnapshot verwenden, um neue PVS daraus zu erstellen. Die Erstellung



von PVS aus diesen Snapshots wird mithilfe der FlexClone Technologie fir unterstiitzte ONTAP- und CVS-
Back-Ends durchgefuhrt. Bei der Erstellung eines PV aus einem Snapshot ist das zugrunde liegende Volume
ein FlexClone des Ubergeordneten Volume des Snapshots. Der solidfire-san Der Treiber verwendet
Volume Clones der Element Software, um PVS aus Snapshots zu erstellen. Hier erstellt es aus dem Element
Snapshot einen Klon.

Virtuelle Pools

Virtuelle Pools stellen eine Abstraktionsschicht zwischen Astra Trident Storage-Back-
Ends und Kubernetes bereit StorageClasses. Sie ermoglichen es Administratoren, fur
jedes Back-End-System Aspekte wie Standort, Performance und Schutz zu definieren,
ohne daflir eine StorageClass Legen Sie fest, welches physische Backend-, Backend-
Pool- oder Backend-Typ fur die gewuinschten Kriterien verwendet werden soll.

Erfahren Sie mehr uber virtuelle Pools

Der Storage-Administrator kann virtuelle Pools auf einem beliebigen Astra Trident Back-End in einer JSON-
oder YAML-Definitionsdatei definieren.

. e
Premium =
: Standard Storage Classes
Extra Protect
- SO o
| |
|
| |

Virtual Storage Pools

|Abstraction layer)

Multiple Backend Types

AWS Region 1 ANF Region 1

Jeder aul3erhalb der Liste der virtuellen Pools angegebene Aspekt ist global fir das Backend und gilt fir alle
virtuellen Pools, wahrend jeder virtuelle Pool einen oder mehrere Aspekte einzeln angeben kann (alle
Backend-globalen Aspekte aulRer Kraft setzen).



* Versuchen Sie beim Definieren virtueller Pools nicht, die Reihenfolge vorhandener virtueller
@ Pools in einer Backend-Definition neu anzuordnen.

* Wir empfehlen, Attribute fiir einen vorhandenen virtuellen Pool zu &ndern. Sie sollten einen
neuen virtuellen Pool definieren, um Anderungen vorzunehmen.

Die meisten Aspekte werden Backend-spezifisch angegeben. Entscheidend ist, dass die Aspect-Werte nicht
aulderhalb des Back-End-Treibers angezeigt werden und nicht fir die Abstimmung in verfligbar sind
StorageClasses. Stattdessen definiert der Administrator eine oder mehrere Labels fur jeden virtuellen Pool.
Jedes Etikett ist ein Schlussel:Wert-Paar, und Etiketten kdnnen haufig Uber eindeutige Back-Ends hinweg
verwendet werden. Wie Aspekte kdnnen auch Labels pro Pool oder global zum Backend angegeben werden.
Im Gegensatz zu Aspekten, die vordefinierte Namen und Werte haben, hat der Administrator volle
Entscheidungsbefugnis, Beschriftungsschliissel und -Werte nach Bedarf zu definieren. Storage-
Administratoren kénnen Labels je virtuellen Pool definieren und Volumes nach Label gruppieren.

A storageClass ldentifiziert den virtuellen Pool, der verwendet werden soll, indem auf die Beschriftungen in
einem Auswahlparameter Bezug gesetzt wird. Virtuelle Pool-Selektoren unterstiitzen folgende Operatoren:

Operator Beispiel Der Wert fiir die Bezeichnung eines Pools muss:
= Performance=Premium Ubereinstimmung

1= Performance!=extrem Keine Ubereinstimmung

in Lage in (Osten, Westen) Werden Sie im Satz von Werten

notin Performance-Dose (Silber, Bronze) Nicht im Wertungsset sein

<key> Darstellt Mit einem beliebigen Wert existieren

I<key> ISchutz Nicht vorhanden

Volume-Zugriffsgruppen

Erfahren Sie mehr Uber die Einsatzmaoglichkeiten von Astra Trident "Volume-
Zugriffsgruppen”.

Ignorieren Sie diesen Abschnitt, wenn Sie CHAP verwenden. Dies wird empfohlen, um die
@ Verwaltung zu vereinfachen und die unten beschriebene Skalierungsgrenze zu vermeiden.

Wenn Sie Astra Trident im CSI-Modus verwenden, kdnnen Sie diesen Abschnitt ignorieren.

Astra Trident verwendet CHAP, wenn es als erweiterte CSl-bereitstellung installiert ist.

Erfahren Sie mehr uber Volume Access Groups

Astra Trident kann Uber Volume-Zugriffsgruppen den Zugriff auf die Volumes steuern, die es bereitstellt. Wenn
CHAP deaktiviert ist, wird erwartet, dass eine Zugriffsgruppe mit dem Namen gefunden wird trident Es sei
denn, Sie geben eine oder mehrere Zugriffsgruppen-IDs in der Konfiguration an.

Wahrend Astra Trident neue Volumes mit den konfigurierten Zugriffsgruppen verkntipft, erstellt oder verwaltet
sie nicht selbst Zugriffsgruppen. Die Zugriffsgruppe(n) muss vorhanden sein, bevor das Storage-Backend zum
Astra Trident hinzugefiigt wird. Sie mussen die iSCSI-IQNs von jedem Node im Kubernetes-Cluster enthalten,
der die durch das Backend bereitgestellten Volumes potenziell mounten kann. In den meisten Installationen
umfasst dies alle Worker Nodes im Cluster.


https://docs.netapp.com/us-en/element-software/concepts/concept_solidfire_concepts_volume_access_groups.html
https://docs.netapp.com/us-en/element-software/concepts/concept_solidfire_concepts_volume_access_groups.html

Bei Kubernetes-Clustern mit mehr als 64 Nodes sollten Sie mehrere Zugriffsgruppen verwenden. Jede
Zugriffsgruppe kann bis zu 64 IQNs enthalten, und jedes Volume kann zu vier Zugriffsgruppen gehdren. Bei
maximal vier Zugriffsgruppen kann jeder Node in einem Cluster mit einer Gré3e von bis zu 256 Nodes auf
beliebige Volumes zugreifen. Aktuelle Grenzwerte fiir Volume-Zugriffsgruppen finden Sie unter "Hier".

Wenn Sie die Konfiguration von einem andern, das den Standard verwendet trident Zugriffsgruppe fur eine
Gruppe, die auch andere verwendet, geben Sie die ID flur die ein trident Zugriffsgruppe in der Liste.


https://docs.netapp.com/us-en/element-software/concepts/concept_solidfire_concepts_volume_access_groups.html
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