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Los geht’s

Erfahren Sie mehr uber Astra Trident

Erfahren Sie mehr tGiber Astra Trident

Astra Trident ist ein vollstandig unterstitztes Open-Source-Projekt, das von NetApp als
Teil der gepflegt wird "Astra Produktfamilie”. Es wurde entwickelt, damit Sie die
Persistenz-Anforderungen Ihrer Container-Applikation mithilfe von Standardschnittstellen,
wie dem Container Storage Interface (CSl), erfullen konnen.

Was ist Astra?

Astra erleichtert Unternehmen das Management, die Sicherung und das Verschieben ihrer datenintensiven
Container-Workloads, die auf Kubernetes ausgefihrt werden, innerhalb der Public Cloud und vor Ort.

Astra stellt persistenten Container-Storage auf Basis von Astra Trident bereit und bietet diese an. Es bietet
aufllerdem erweiterte applikationsgerechte Datenmanagement-Funktionen wie Snapshot, Backup und Restore,
Aktivitatsprotokolle und aktives Klonen fiir Datensicherung, Disaster/Daten-Recovery, Datenaudit und
Migrationsanwendungsfalle fir Kubernetes-Workloads.

Weitere Informationen zu "Astra oder melden Sie sich fir die kostenlose Testversion an".

Was ist Astra Trident?

Astra Trident ermdglicht die Nutzung und das Management von Storage-Ressourcen Uber alle gangigen
NetApp Storage-Plattformen hinweg, in der Public Cloud oder lokal, einschliellich ONTAP (AFF, FAS, Select,
Cloud, Amazon FSX for NetApp ONTAP), Element Software (NetApp HCI, SolidFire), Azure NetApp Files
Service und Cloud Volumes Service auf Google Cloud.

Astra Trident ist ein CSl-konformer dynamischer Storage Orchestrator, der sich nativ in integrieren lasst
"Kubernetes". Astra Trident wird als einzelner Controller Pod plus Node Pod auf jedem Worker-Node im
Cluster ausgeflhrt. Siehe "Die Architektur von Astra Trident" Entsprechende Details.

Astra Trident bietet zudem eine direkte Integration in das Docker Ecosystem fir NetApp Storage-Plattformen.
Das NetApp Docker Volume Plug-in (nDVP) unterstitzt die Bereitstellung und das Management von Storage-
Ressourcen von der Storage-Plattform an Docker Hosts. Siehe "Implementieren Sie Astra Trident fir Docker"
Entsprechende Details.

@ Wenn Sie Kubernetes zum ersten Mal verwenden, sollten Sie sich mit dem vertraut machen
"Kubernetes-Konzepte und -Tools".

Machen Sie einen Testlauf mit Astra Trident

Fordern Sie fir einen Testlauf den Zugriff auf den ,persistenten Storage fiir Container-Workloads einfach
implementieren und klonen“ an. "NetApp Testversion" Verwenden eines gebrauchsfertigen Laborabbilds.
Testlauf bietet eine Sandbox-Umgebung mit einem Kubernetes-Cluster mit drei Nodes und Astra Trident ist
installiert und konfiguriert. So kdnnen Sie sich besser mit Astra Trident vertraut machen und die zugehorigen
Funktionen erkunden.

Eine weitere Option ist die "Installationsanleitung fir kubeadm" Von Kubernetes bereitgestellt.


https://docs.netapp.com/us-en/astra-family/intro-family.html
https://bluexp.netapp.com/astra
https://kubernetes.io/
https://docs.netapp.com/de-de/trident-2310/trident-docker/deploy-docker.html
https://kubernetes.io/docs/home/
https://www.netapp.com/us/try-and-buy/test-drive/index.aspx
https://kubernetes.io/docs/setup/independent/install-kubeadm/

Verwenden Sie in einer Produktionsumgebung keine Kubernetes-Cluster, die Sie mit diesen
Anweisungen erstellen. Nutzen Sie die von lhrer Distribution bereitgestellten Leitfaden zur
Implementierung in Produktionsumgebungen fir Cluster.

Kubernetes-Integration in NetApp Produkte

Das NetApp Portfolio an Storage-Produkten kann in viele Aspekte eines Kubernetes Clusters integriert werden
und bietet erweiterte Datenmanagement-Funktionen, mit denen die Funktionalitat, Funktionalitat, Performance
und Verfigbarkeit der Kubernetes-Implementierung verbessert werden.

Amazon FSX fiir NetApp ONTAP

"Amazon FSX fur NetApp ONTAP" Ist ein vollstandig gemanagter AWS Service, mit dem Sie
Dateisysteme mit dem NetApp ONTAP Storage-Betriebssystem starten und ausflihren kénnen.

Azure NetApp Dateien

"Azure NetApp Dateien” Ist ein Azure-Dateifreigabeservice der Enterprise-Klasse auf der Basis von
NetApp. Sie kdnnen anspruchsvollste dateibasierte Workloads nativ in Azure ausfiihren. So erhalten Sie
die Performance und das umfassende Datenmanagement, die Sie von NetApp gewohnt sind.

Cloud Volumes ONTAP

"Cloud Volumes ONTAP" Ist eine rein softwarebasierte Storage Appliance, die die ONTAP
Datenmanagement-Software in der Cloud ausfuhrt.

Cloud Volumes Service fiir Google Cloud

"NetApp Cloud Volumes Service fur Google Cloud" Ist ein Cloud-nativer Fileservice, der NAS-Volumes
Uber NFS und SMB mit All-Flash-Performance bereitstellt.

Element Software

"Element" Storage-Administrator kann Workloads konsolidieren, indem die Performance garantiert und
der Storage-Bedarf vereinfacht und optimiert wird.

NetApp HCI

"NetApp HCI" Vereinfacht das Management und die Skalierung des Datacenters durch Automatisierung
von Routineaufgaben und ermoglicht es Infrastrukturadministratoren, sich auf wichtigere Funktionen zu
konzentrieren.

Astra Trident kann Storage-Gerate fir Container-Applikationen direkt auf der zugrunde liegenden NetApp
HCI Storage-Plattform bereitstellen und managen.


https://www.netapp.com/aws/fsx-ontap/
https://www.netapp.com/azure/azure-netapp-files/
https://www.netapp.com/cloud-services/cloud-volumes-ontap/
https://bluexp.netapp.com/google-cloud-netapp-volumes?utm_source=GitHub&utm_campaign=Trident
https://www.netapp.com/data-management/element-software/
https://docs.netapp.com/us-en/hci/docs/concept_hci_product_overview.html

NetApp ONTAP

"NetApp ONTAP" Ist das Unified Storage-Betriebssystem NetApp fir mehrere Protokolle und bietet fiir
jede Applikation erweiterte Datenmanagementfunktionen.

ONTAP Systeme verfligen Uber rein Flash-basierte, hybride oder rein HDD-basierte Konfigurationen und
bieten eine Vielzahl unterschiedlicher Implementierungsmodelle, darunter speziell entwickelte Hardware
(FAS und AFF), White-Box (ONTAP Select) und rein Cloud-basierte Cloud Volumes ONTAP Systeme.
Astra Trident unterstitzt diese ONTAP Implementierungsmodelle.

Finden Sie weitere Informationen

+ "Die NetApp Astra-Produktfamilie"
» "Dokumentation des Astra Control Service"
« "Astra Control Center-Dokumentation”

« "Astra APl-Dokumentation"

Die Architektur von Astra Trident

Astra Trident wird als einzelner Controller Pod plus Node Pod auf jedem Worker-Node im
Cluster ausgefuhrt. Der Node Pod muss auf jedem Host ausgefuhrt werden, auf dem Sie
ein Astra Trident Volume mounten mochten.

Allgemeines zu Controller-Pods und Node-Pods

Astra Trident wird einzeln implementiert Trident Controller Pod Und eines oder mehrere Trident Node Pods Auf
dem Kubernetes-Cluster und verwendet standardmaRige Kubernetes CS/ Sidecar Container, um die
Implementierung von CSI-Plug-ins zu vereinfachen. "Kubernetes CSI Sidecar-Container" Werden von der
Kubernetes Storage Community unterhalten.

Kubernetes "Knotenauswah|" Und "Toleranzen und Verfleckungen" Werden verwendet, um die Ausfiihrung
eines Pod auf einem bestimmten oder bevorzugten Node einzuschranken. Wahrend der Astra Trident
Installation kdnnen Node-Selektoren und Toleranzen fiir Controller- und Node-Pods konfiguriert werden.

* Das Controller-Plug-in Gbernimmt Volume-Bereitstellung und -Management, beispielsweise Snapshots und
Grolkenanpassungen.

« Das Node-Plug-in verarbeitet das Verbinden des Speichers mit dem Node.


https://docs.netapp.com/us-en/ontap/index.html
https://docs.netapp.com/us-en/astra-family/intro-family.html
https://docs.netapp.com/us-en/astra/get-started/intro.html
https://docs.netapp.com/us-en/astra-control-center/index.html
https://docs.netapp.com/us-en/astra-automation/get-started/before_get_started.html
https://kubernetes-csi.github.io/docs/sidecar-containers.html
https://kubernetes.io/docs/concepts/scheduling-eviction/assign-pod-node/
https://kubernetes.io/docs/concepts/scheduling-eviction/taint-and-toleration/
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Abbildung 1. Astra Trident wird auf dem Kubernetes-Cluster implementiert

Trident Controller Pod

Beim Trident Controller Pod handelt es sich um einen einzelnen Pod, auf dem das CSI Controller Plug-in
ausgefihrt wird.

» Verantwortlich flr die Bereitstellung und das Management von Volumes in NetApp Storage
* Management durch eine Kubernetes-Implementierung

« Kann je nach Installationsparameter auf der Steuerebene oder auf den Arbeitsknoten ausgefihrt werden.
Abbildung 2. Trident Controller Pod-Diagramm
Trident Node Pods
Trident Node Pods sind privilegierte Pods, auf denen das CSI Node Plug-in ausgefiihrt wird.

* Verantwortlich fir das Mounten und Entmounten von Speicher fir Pods, die auf dem Host ausgefihrt
werden

« Gemanagt von einem Kubernetes DemonSet

* Muss auf jedem Node ausgefiihrt werden, auf dem NetApp Storage gemountet werden soll
Abbildung 3. Trident Node Pod-Diagramm

Unterstiitzte Kubernetes-Cluster-Architekturen

Astra Trident wird durch die folgenden Kubernetes-Architekturen unterstitzt:



Kubernetes-Cluster-Architekturen Unterstiitzt Standardinstallation

Ein Master Computing Ja. Ja.
Mehrere Master-Computer und Computing- Ja. Ja.
Ressourcen
Master, etcd, Datenverarbeitung Ja. Ja.
Master, Infrastruktur, Computing Ja. Ja.
Konzepte

Bereitstellung

Die Bereitstellung in Astra Trident besteht aus zwei Hauptphasen. In der ersten Phase
wird eine Speicherklasse mit einem Satz geeigneter Back-End-Speicherpools verknupft.
Diese werden vor der Bereitstellung als notwendig vorbereitet. Die zweite Phase umfasst
die Volume-Erstellung selbst und erfordert die Auswahl eines Speicherpools aus denen,
die mit der Storage-Klasse des ausstehenden Volumes verknUpft sind.

Storage-Klassen-Zuordnung

Das Zuordnen von Back-End Storage-Pools zu einer Storage-Klasse hangt sowohl von den angeforderten
Attributen der Storage-Klasse als auch von deren ab storagePools, additionalStoragePools, und
excludeStoragePools Listen. Wenn Sie eine Storage-Klasse erstellen, vergleicht Trident die von jedem
seiner Back-Ends angebotenen Attribute und Pools mit den von der Storage-Klasse angeforderten Attributen.
Wenn die Attribute und der Name eines Storage Pools mit allen angeforderten Attributen und Pool-Namen
Ubereinstimmen, flgt Astra Trident diesem Satz an geeigneten Storage-Pools fir diese Storage-Klasse hinzu.
AuBerdem fligt Astra Trident alle im aufgefihrten Storage-Pools hinzu additionalStoragePools Listen Sie
zu diesem Satz auf, auch wenn seine Attribute nicht alle oder eines der angeforderten Attribute der Storage-
Klasse erfiillen. Sie sollten das verwenden excludeStoragePools Liste zum Uberschreiben und Entfernen
von Speicherpools, die fiir eine Speicherklasse verwendet werden. Astra Trident flhrt jedes Mal einen
ahnlichen Prozess durch, wenn Sie ein neues Back-End hinzufiigen. Er Gberprift, ob die Storage Pools die
Anforderungen der vorhandenen Storage-Klassen erflllen und entfernt alle, die als ausgeschlossen markiert
wurden.

Volume-Erstellung

Astra Trident verwendet dann die Zuordnungen zwischen Storage-Klassen und Storage-Pools, um zu
bestimmen, wo Volumes bereitgestellt werden sollen. Wenn Sie ein Volume erstellen, erhalt Astra Trident
zunachst die Reihe von Storage-Pools flr dieses Volume in der Storage-Klasse. Wenn Sie ein Protokoll fir das
Volume angeben, entfernt Astra Trident die Storage-Pools, die das angeforderte Protokoll nicht bereitstellen
kdnnen (beispielsweise kann ein NetApp HCI/SolidFire Backend kein dateibasiertes Volume bereitstellen,
wahrend ein ONTAP NAS-Backend kein blockbasiertes Volume bereitstellen kann). Astra Trident randomisiert
die Reihenfolge dieser daraus resultierenden Sets, um eine gleichmalige Verteilung der Volumes zu
ermdglichen und es anschlielend zu iterieren und dabei zu versuchen, das Volume wiederum auf jedem
Storage-Pool bereitzustellen. Wenn sie erfolgreich ist, wird sie erfolgreich zuriickgegeben, und es werden alle
Fehler protokolliert, die im Prozess aufgetreten sind. Astra Trident gibt einen Fehler zuriick nur wenn sie nicht
auf allen * den Storage Pools zur Verfligung steht fir die angeforderte Storage-Klasse und das gewiinschte
Protokoll.



Volume Snapshots

Erfahren Sie mehr darlber, wie Astra Trident die Erstellung von Volume-Snapshots flr
seine Treiber steuert.

Erfahren Sie mehr liber die Erstellung von Volume Snapshots

* Firdas ontap-nas, ontap-san, gcp-cvs, und azure-netapp-files Treiber, wird jedes Persistent
Volume (PV) einer FlexVol zugeordnet. Volume Snapshots werden im Ergebnis als NetApp Snapshots
erstellt. NetApp Snapshots liefern weitaus mehr Stabilitat, Skalierbarkeit, Wiederherstellbarkeit und
Performance als vergleichbare Systeme. Diese Snapshot-Kopien sind auf3erst schnell und platzsparend,
da sie erstellt und gespeichert werden missen.

* Fir das ontap-nas-flexgroup Treiber: Jedes Persistent Volume (PV) ist einem FlexGroup zugeordnet.
Im Ergebnis werden Volume Snapshots als NetApp FlexGroup Snapshots erstellt. NetApp Snapshots
liefern weitaus mehr Stabilitat, Skalierbarkeit, Wiederherstellbarkeit und Performance als vergleichbare
Systeme. Diese Snapshot-Kopien sind aufierst schnell und platzsparend, da sie erstellt und gespeichert
werden mussen.

* FUr das ontap-san-economy Treiber, PVS werden LUNs zugeordnet, die auf gemeinsam genutzten
FlexVols erstellt wurden. VolumeSnapshots von PVS werden durch FlexClones der zugehdérigen LUN
erreicht. Mit der ONTAP FlexClone Technologie ist es nahezu sofort mdglich, Kopien selbst von gréRten
Datensatzen zu erstellen. Kopien nutzen Datenblocke gemeinsam mit ihren Eltern und verbrauchen somit
keinen Storage, aulter was fir Metadaten erforderlich ist.

* Flrdas solidfire-san Treiber: Jedes PV wird einer auf der NetApp Element Software/dem NetApp HCI
Cluster erstellten LUN zugeordnet. VolumeSnapshots werden durch Element Snapshots der zugrunde
liegenden LUN dargestellt. Diese Snapshots sind zeitpunktgenaue Kopien, die nur eine kleine Menge an
Systemressourcen und Platz beanspruchen.

Bei der Arbeit mit dem ontap-nas Und ontap-san Treiber, ONTAP Snapshots sind zeitpunktgenaue
Kopien der FlexVol und verbrauchen Platz auf der FlexVol selbst. Das kann dazu flihren, dass der
beschreibbare Speicherplatz auf dem Volume mit der Zeit verkirzt wird, wenn Snapshots erstellt/geplant
werden. Eine einfache Moglichkeit dieser Bewaltigung ist, das Volumen durch die Anpassung Gber
Kubernetes zu vergréfRern. Eine weitere Option ist das Loschen von nicht mehr benétigten Snapshots.
Wenn ein Uber Kubernetes erstellter VolumeSnapshot geldoscht wird, I6scht Astra Trident den zugehdrigen
ONTAP-Snapshot. ONTAP Snapshots, die nicht Uber Kubernetes erstellt wurden, kénnen auch geldscht
werden.

Mit Astra Trident kénnen Sie VolumeSnapshot verwenden, um neue PVS daraus zu erstellen. Die Erstellung
von PVS aus diesen Snapshots wird mithilfe der FlexClone Technologie fiir unterstitzte ONTAP- und CVS-
Back-Ends durchgefiihrt. Wenn ein PV aus einem Snapshot erstellt wird, ist das Back-Volume ein FlexClone
des Ubergeordneten Volume des Snapshots. Der solidfire-san Der Treiber verwendet Volume Clones der
Element Software, um PVS aus Snapshots zu erstellen. Hier erstellt es aus dem Element Snapshot einen
Klon.

Virtuelle Pools

Virtuelle Pools stellen eine Abstraktionsschicht zwischen Astra Trident Storage-Back-
Ends und Kubernetes bereit StorageClasses. Sie ermdglichen es Administratoren, fur
jedes Back-End-System Aspekte wie Standort, Performance und Schutz zu definieren,
ohne daflr eine StorageClass Legen Sie fest, welches physische Backend-, Backend-
Pool- oder Backend-Typ fur die gewunschten Kriterien verwendet werden soll.



Erfahren Sie mehr liber virtuelle Pools

Der Storage-Administrator kann virtuelle Pools auf einem beliebigen Astra Trident Back-End in einer JSON-
oder YAML-Definitionsdatei definieren.

. e
Premium =
: Standard Storage Classes
Extra Protect
- SO o

1 |
|

| |

Virtual Storage Pools

|Abstraction layer)

Multiple Backend Types

AWS Region 1 ANF Region 1

Jeder aul3erhalb der Liste der virtuellen Pools angegebene Aspekt ist global fir das Backend und gilt fir alle
virtuellen Pools, wahrend jeder virtuelle Pool einen oder mehrere Aspekte einzeln angeben kann (alle
Backend-globalen Aspekte aulRer Kraft setzen).

» Versuchen Sie beim Definieren virtueller Pools nicht, die Reihenfolge vorhandener virtueller
@ Pools in einer Backend-Definition neu anzuordnen.

» Wir empfehlen, Attribute flr einen vorhandenen virtuellen Pool zu andern. Sie sollten einen
neuen virtuellen Pool definieren, um Anderungen vorzunehmen.

Die meisten Aspekte werden Backend-spezifisch angegeben. Entscheidend ist, dass die Aspect-Werte nicht
aulderhalb des Back-End-Treibers angezeigt werden und nicht fir die Abstimmung in verfligbar sind
StorageClasses. Stattdessen definiert der Administrator eine oder mehrere Labels fur jeden virtuellen Pool.
Jedes Etikett ist ein Schllssel:Wert-Paar, und Etiketten kdnnen haufig tber eindeutige Back-Ends hinweg
verwendet werden. Wie Aspekte kdnnen auch Labels pro Pool oder global zum Backend angegeben werden.
Im Gegensatz zu Aspekten, die vordefinierte Namen und Werte haben, hat der Administrator volle
Entscheidungsbefugnis, Beschriftungsschliissel und -Werte nach Bedarf zu definieren. Storage-
Administratoren kdnnen Labels je virtuellen Pool definieren und Volumes nach Label gruppieren.

A StorageClass ldentifiziert den virtuellen Pool, der verwendet werden soll, indem auf die Beschriftungen in
einem Auswahlparameter Bezug gesetzt wird. Virtuelle Pool-Selektoren unterstiitzen folgende Operatoren:



Operator Beispiel Der Wert fiir die Bezeichnung eines Pools muss:

= Performance=Premium Ubereinstimmung

1= Performance!=extrem Keine Ubereinstimmung

in Lage in (Osten, Westen) Werden Sie im Satz von Werten
notin Performance-Dose (Silber, Bronze) Nicht im Wertungsset sein

<key> Darstellt Mit einem beliebigen Wert existieren
I<key> ISchutz Nicht vorhanden

Volume-Zugriffsgruppen

Erfahren Sie mehr Uber die Einsatzmaoglichkeiten von Astra Trident "Volume-
Zugriffsgruppen”.

Ignorieren Sie diesen Abschnitt, wenn Sie CHAP verwenden. Dies wird empfohlen, um die
@ Verwaltung zu vereinfachen und die unten beschriebene Skalierungsgrenze zu vermeiden.

Wenn Sie Astra Trident im CSI-Modus verwenden, kdnnen Sie diesen Abschnitt ignorieren.

Astra Trident verwendet CHAP, wenn es als erweiterte CSl-bereitstellung installiert ist.

Erfahren Sie mehr liber Volume Access Groups

Astra Trident kann Uber Volume-Zugriffsgruppen den Zugriff auf die Volumes steuern, die es bereitstellt. Wenn
CHAP deaktiviert ist, wird erwartet, dass eine Zugriffsgruppe mit dem Namen gefunden wird trident Es sei
denn, Sie geben eine oder mehrere Zugriffsgruppen-IDs in der Konfiguration an.

Astra Trident ordnet den konfigurierten Zugriffsgruppen neue Volumes zu, allerdings werden daflr keine
Zugriffsgruppen selbst erstellt oder anderweitig gemanagt. Die Zugriffsgruppen missen vorhanden sein, bevor
das Storage-Back-End zu Astra Trident hinzugeflgt wird. Sie missen die iSCSI-IQNs von jedem Node im
Kubernetes-Cluster enthalten, der die Gber dieses Back-End bereitgestellten Volumes mounten kann. In den
meisten Installationen umfasst dies alle Worker Nodes im Cluster.

Bei Kubernetes-Clustern mit mehr als 64 Nodes sollten Sie mehrere Zugriffsgruppen verwenden. Jede
Zugriffsgruppe kann bis zu 64 IQNs enthalten, und jedes Volume kann zu vier Zugriffsgruppen gehdéren. Bei
maximal vier Zugriffsgruppen kann jeder Node in einem Cluster mit einer Gré3e von bis zu 256 Nodes auf
beliebige Volumes zugreifen. Aktuelle Grenzwerte fur Volume-Zugriffsgruppen finden Sie unter "Hier".

Wenn Sie die Konfiguration von einer Konfiguration andern, die den Standard verwendet trident

Zugriffsgruppe fur eine Gruppe, die auch andere verwendet, geben Sie die ID fir die ein trident
Zugriffsgruppe in der Liste.

Der Einstieg in Astra Trident ist schnell moglich

Sie kbnnen Astra Trident installieren und mit dem Management von Storage-Ressourcen
in wenigen Schritten beginnen. Bevor Sie beginnen, Uberprufen Sie "Anforderungen von
Astra Trident".

@ Informationen zu Docker finden Sie unter "Astra Trident flir Docker".


https://docs.netapp.com/us-en/element-software/concepts/concept_solidfire_concepts_volume_access_groups.html
https://docs.netapp.com/us-en/element-software/concepts/concept_solidfire_concepts_volume_access_groups.html
https://docs.netapp.com/us-en/element-software/concepts/concept_solidfire_concepts_volume_access_groups.html
https://docs.netapp.com/de-de/trident-2310/trident-docker/deploy-docker.html

o Installation Von Astra Trident

Astra Trident bietet mehrere Installationsmethoden und -Modi, die fiir eine Vielzahl von Umgebungen und
Organisationen optimiert sind.

"Installation Von Astra Trident"

e Bereiten Sie den Knoten ,,Worker* vor

Alle Worker-Nodes im Kubernetes-Cluster missen in der Lage sein, die Volumes, die Sie fur lhre Pods
bereitgestellt haben, zu mounten.

"Bereiten Sie den Knoten ,Worker“ vor"

e Erstellen Sie ein Backend

Ein Backend definiert die Beziehung zwischen Astra Trident und einem Storage-System. Er erzahlt Astra
Trident, wie man mit diesem Storage-System kommuniziert und wie Astra Trident Volumes darauf bereitstellen
sollte.

"Konfigurieren Sie ein Backend" Fir lhr Speichersystem

e Kubernetes StorageClass erstellen

Das Objekt Kubernetes StorageClass gibt Astra Trident als bereitstellung an und erméglicht die Erstellung
einer Storage-Klasse zur Bereitstellung von Volumes mit anpassbaren Attributen. Astra Trident erstellt eine
passende Storage-Klasse fiir Kubernetes-Objekte, mit der der Astra Trident-bereitstellung angegeben wird.

"Erstellen Sie eine Speicherklasse"

e Bereitstellen eines Volumes

Ein PersistentVolume (PV) ist eine physische Speicherressource, die vom Cluster-Administrator auf einem
Kubernetes-Cluster bereitgestellt wird. Das PersistentVolumeClaim (PVC) ist eine Anforderung fur den Zugriff
auf das PersistentVolume auf dem Cluster.

Erstellen Sie ein PersistentVolume (PV) und ein PersistentVolumeClaim (PVC), das die konfigurierte
Kubernetes StorageClass verwendet, um Zugriff auf das PV anzufordern. AnschlieRend kénnen Sie das PV an
einem Pod montieren.

"Bereitstellen eines Volumes"

Was kommt als Nachstes?

Sie kénnen nun zusatzliche Back-Ends hinzufligen, Storage-Klassen managen, Back-Ends managen und
Volume-Operationen durchfiihren.


https://docs.netapp.com/de-de/trident-2310/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/de-de/trident-2310/trident-use/worker-node-prep.html
https://docs.netapp.com/de-de/trident-2310/trident-use/backends.html
https://docs.netapp.com/de-de/trident-2310/trident-use/create-stor-class.html
https://docs.netapp.com/de-de/trident-2310/trident-use/vol-provision.html

Anforderungen

Vor der Installation von Astra Trident sollten Sie diese allgemeinen Systemanforderungen
Uberprufen. Spezifische Back-Ends kdnnen zusatzliche Anforderungen haben.

Kritische Informationen zu Astra Trident

Sie miissen die folgenden wichtigen Informationen liber Astra Trident lesen.

<strong> Informationen liber Astra TriperelT </strong>

* Kubernetes 1.28 wird jetzt in Trident unterstitzt. Aktualisieren Sie Astra Trident vor dem Upgrade von
Kubernetes.

* Astra Trident setzt die Verwendung von Multipathing-Konfiguration in SAN-Umgebungen strikt um und
empfiehlt den Nutzen von find multipaths: no In Multipath.conf Datei.

Verwendung einer Konfiguration ohne Multipathing oder Verwendung von find multipaths: yes
Oder find multipaths: smart Der Wert in der Multipath.conf-Datei flihrt zu Mount-Fehlern.
Astra Trident hat die Verwendung von empfohlen find multipaths: no Seit der Version 21.07.

Unterstutzte Frontends (Orchestrators)

Astra Trident unterstitzt mehrere Container-Engines und Orchestrierungsldsungen. Dazu gehdren:

* Anthos On-Premises (VMware) und Anthos auf Bare Metal 1.12
* Kubernetes 1.23-1.28

* Mirantis Kubernetes Engine 3.5

* OpenShift 4.10 -4.13

Der Trident-Operator wird durch folgende Versionen unterstitzt:

* Anthos On-Premises (VMware) und Anthos auf Bare Metal 1.12
* Kubernetes 1.23-1.28
* OpenShift 4.10 - 4.13
Astra Trident ist auch mit einer Vielzahl weiterer vollstandig gemanagter und selbst verwalteter Kubernetes-

Angebote kompatibel, darunter Google Kubernetes Engine (GKE), Amazon Elastic Kubernetes Services
(EKS), Azure Kubernetes Service (AKS), Rancher und VMware Tanzu Portfolio.

@ Bevor Sie ein Kubernetes Cluster von 1.24 auf 1.25 oder hoher aktualisieren, auf die Astra
Trident installiert ist, finden Sie unter "Aktualisieren einer Helm-Installation".

Unterstitzte Back-Ends (Storage)

Zur Verwendung von Astra Trident bendétigen Sie ein oder mehrere der folgenden unterstitzten Back-Ends:

* Amazon FSX fir NetApp ONTAP
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* Azure NetApp Dateien
* Cloud Volumes ONTAP

* Cloud Volumes Service fir GCP

* FAS/All Flash FAS/Select 9.5 oder hoher

- NetApp All-SAN-Array (ASA)

* NetApp HCI/Element Software 11 oder hdher

Anforderungen an die Funktionen

Die nachfolgende Tabelle enthalt einen Uberblick Gber die Funktionen dieser Version von Astra Trident und die
von ihm unterstitzten Versionen von Kubernetes.

Merkmal

Astra Trident

Volume Snapshots

PVC aus Volume Snapshots

ISCSI PV-Grofke

Bidirektionales ONTAP-CHAP

Dynamische Exportrichtlinien

Trident Operator

CSl-Topologie

Kubernetes-Version

1.23-1.28

1.23-1.28

1.23-1.28

1.23-1.28

1.23-1.28

1.23-1.28

1.23-1.28

1.23-1.28

Getestete Host-Betriebssysteme

Funktionstore erforderlich?

Nein

Nein

Nein

Nein

Nein

Nein

Nein

Nein

Der Astra Trident unterstitzt zwar bestimmte Betriebssysteme offiziell nicht, doch ist es bekannt, dass folgende

Betriebssysteme funktionieren:

* Redhat CoreOS (RHCOS) Versionen, die von OpenShift Container Platform (AMD64 und ARM64)

unterstitzt werden

» RHEL 8 ODER HOHER (AMD64 UND ARM64)

@ Fir NVMe/TCP ist RHEL 9 oder héher erforderlich.

» Ubuntu 22.04 oder héher (AMD64 und ARM64)

* Windows Server 2019 (AMDG64)

StandardmaRig wird Astra Trident in einem Container ausgefiihrt und lauft daher auf jedem Linux-Mitarbeiter.
Diese Mitarbeiter miissen jedoch in der Lage sein, die Volumes, die Astra Trident bietet, je nach den von lhnen
verwendeten Back-Ends mit dem standardmafigen NFS-Client oder iSCSI-Initiator zu mounten.
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Der tridentctl Utility Iauft auch auf jeder dieser Linux-Distributionen.

Host-Konfiguration

Alle Worker-Nodes im Kubernetes-Cluster missen in der Lage sein, die Volumes, die Sie fur lhre Pods
bereitgestellt haben, zu mounten. Um die Worker-Nodes vorzubereiten, missen Sie auf der Grundlage lhrer
Treiberauswahl NFS-, iSCSI- oder NVMe-Tools installieren.

"Bereiten Sie den Knoten ,Worker” vor"

Konfiguration des Storage-Systems

Astra Trident erfordert moglicherweise Anderungen an einem Storage-System, bevor es mit einer Backend-
Konfiguration verwendet werden kann.

"Back-Ends konfigurieren"

Astra Trident-Ports

Astra Trident erfordert Zugriff auf spezifische Ports fiir die Kommunikation.

"Astra Trident-Ports"

Container-Images und entsprechende Kubernetes-Versionen

Bei luftvergaschten Installationen ist die folgende Liste eine Referenz flir Container-Images, die fur die
Installation von Astra Trident erforderlich sind. Verwenden Sie die tridentctl images Befehl zum
Uberpriifen der Liste der erforderlichen Container-Images.

Kubernetes-Version Container-image
V1.23.0 + docker.io/netapp/Trident:23.10.0
 docker.io/netapp/Trident-AutoSupport:23.10
* Registry.k8s.io/SIG-Storage/csi-provisioner:v3.6.0
Registry.k8s.io/SIG-Storage/csi-Attacher:v4.4.0
* Registry.k8s.io/SIG-Storage/csi-resizer:v1.9.0

Registry.k8s.io/SIG-Storage/csi-
snapshotter:v6.3.0

Registry.k8s.io/SIG-Storage/csi-Node-driver-
Registrar:v2.9.0

+ docker.io/netapp/Trident-Operator:23.10.0
(optional)
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Kubernetes-Version Container-image
V1.24.0 « docker.io/netapp/Trident:23.10.0
* docker.io/netapp/Trident-AutoSupport:23.10
* Registry.k8s.io/SIG-Storage/csi-provisioner:v3.6.0
* Registry.k8s.io/SIG-Storage/csi-Attacher:v4.4.0
* Registry.k8s.io/SIG-Storage/csi-resizer:v1.9.0

* Registry.k8s.io/SIG-Storage/csi-
snapshotter:v6.3.0

* Registry.k8s.io/SIG-Storage/csi-Node-driver-
Registrar:v2.9.0

 docker.io/netapp/Trident-Operator:23.10.0
(optional)

V1.25.0 « docker.io/netapp/Trident:23.10.0
* docker.io/netapp/Trident-AutoSupport:23.10
* Registry.k8s.io/SIG-Storage/csi-provisioner:v3.6.0
* Registry.k8s.io/SIG-Storage/csi-Attacher:v4.4.0
* Registry.k8s.io/SIG-Storage/csi-resizer:v1.9.0

* Registry.k8s.io/SIG-Storage/csi-
snapshotter:v6.3.0

» Registry.k8s.io/SIG-Storage/csi-Node-driver-
Registrar:v2.9.0

 docker.io/netapp/Trident-Operator:23.10.0
(optional)

V1.26.0 + docker.io/netapp/Trident:23.10.0
+ docker.io/netapp/Trident-AutoSupport:23.10
* Registry.k8s.io/SIG-Storage/csi-provisioner:v3.6.0
* Registry.k8s.io/SIG-Storage/csi-Attacher:v4.4.0
* Registry.k8s.io/SIG-Storage/csi-resizer:v1.9.0

* Registry.k8s.io/SIG-Storage/csi-
snapshotter:v6.3.0

» Registry.k8s.io/SIG-Storage/csi-Node-driver-
Registrar:v2.9.0

+ docker.io/netapp/Trident-Operator:23.10.0
(optional)
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Kubernetes-Version

V1.27.0

V1.28.0

14

Container-image

« docker.io/netapp/Trident:23.10.0

* docker.io/netapp/Trident-AutoSupport:23.10

* Registry.k8s.io/SIG-Storage/csi-provisioner:v3.6.0
* Registry.k8s.io/SIG-Storage/csi-Attacher:v4.4.0

* Registry.k8s.io/SIG-Storage/csi-resizer:v1.9.0

* Registry.k8s.io/SIG-Storage/csi-
snapshotter:v6.3.0

* Registry.k8s.io/SIG-Storage/csi-Node-driver-
Registrar:v2.9.0

 docker.io/netapp/Trident-Operator:23.10.0
(optional)

« docker.io/netapp/Trident:23.10.0

* docker.io/netapp/Trident-AutoSupport:23.10

* Registry.k8s.io/SIG-Storage/csi-provisioner:v3.6.0
* Registry.k8s.io/SIG-Storage/csi-Attacher:v4.4.0

* Registry.k8s.io/SIG-Storage/csi-resizer:v1.9.0

* Registry.k8s.io/SIG-Storage/csi-
snapshotter:v6.3.0

» Registry.k8s.io/SIG-Storage/csi-Node-driver-
Registrar:v2.9.0

 docker.io/netapp/Trident-Operator:23.10.0
(optional)
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