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Google Cloud NetApp Volumes
Google Cloud NetApp Volumes-Back-End konfigurieren

Sie kdnnen jetzt Google Cloud NetApp Volumes als Backend fur Trident konfigurieren.
Sie kdnnen NFS-Volumes Uber ein Google Cloud NetApp Volumes-Back-End einbinden.

Treiberdetails zu Google Cloud NetApp Volumes

Trident stellt den google-cloud-netapp-volumes Treiber fur die Kommunikation mit dem Cluster bereit.
Unterstutzte Zugriffsmodi sind: ReadWriteOnce (RWQO), ReadOnly Many (ROX), ReadWriteMany (RWX),
ReadWriteOncePod (RWOP).

Treiber Protokoll VolumeMo Unterstiitzte Unterstiitzte
dus Zugriffsmodi Filesysteme
google-cloud- NFS Dateisystem RWO, ROX, RWX, RWOP nfs

netapp-volumes

Cloud-ldentitat fiir GKE

Die Cloud-Identitat ermdglicht Kubernetes-Pods den Zugriff auf Google Cloud-Ressourcen durch
Authentifizierung als Workload-Identitat anstatt durch Angabe explizite Google Cloud-Anmeldedaten.

Um die Vorteile der Cloud-ldentitat in Google Cloud zu nutzen, missen Sie Uber folgende Voraussetzungen
verfiigen:

» Ein mit GKE implementierter Kubernetes-Cluster.

» Auf dem GKE-Cluster konfigurierte Workload-ldentitat und auf den Node-Pools konfigurierten GKE-
Metadatenserver.

* Ein GCP-Service-Konto mit der Google Cloud NetApp Volumes Admin-Rolle (Rollen/NetApp.admin) oder
einer benutzerdefinierten Rolle.

* Trident installiert, das den CloudProvider enthalt, um ,GCP* und Cloudldentity anzugeben, die das neue
GCP-Dienstkonto angeben. Ein Beispiel ist unten angegeben.



Betreiber von Trident

Um Trident mithilfe des Trident-Operators zu installieren, bearbeiten Sie die
tridentorchestrator cr.yaml Einstellung cloudProvider auf und setzen Sie
cloudIdentity iam.gke.io/gcp-service-account: cloudvolumes-admin-
sa@mygcpproject.iam.gserviceaccount.com sie auf "GCP" .

Beispiel:

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "GCP"
cloudIdentity: 'iam.gke.io/gcp-service-account: cloudvolumes-
admin-sa@mygcpproject.iam.gserviceaccount.com'

Helm

Legen Sie die Werte fiir Cloud-Provider (CP) und Cloud-ldentity (Cl) unter Verwendung der
folgenden Umgebungsvariablen fest:

export CP="GCP"
export ANNOTATION="iam.gke.io/gcp-service-account: cloudvolumes—-admin-
sa@mygcpproject.iam.gserviceaccount.com"

Das folgende Beispiel installiert Trident und setzt cloudProvider auf GCP unter Verwendung der
Umgebungsvariable $CP und setzt die cloudIdentity unter Verwendung der Umgebungsvariable
SANNOTATION:

helm install trident trident-operator-100.2406.0.tgz --set
cloudProvider=$CP --set cloudIdentity="$SANNOTATION"

<code>-Datei findet </code>

Legen Sie die Werte fiir Cloud Provider und Cloud Identity unter Verwendung der folgenden
Umgebungsvariablen fest:

export CP="GCP"
export ANNOTATION="iam.gke.io/gcp-service-account: cloudvolumes-admin-
sal@mygcpproject.iam.gserviceaccount.com"

Das folgende Beispiel installiert Trident und setzt das cloud-provider Flag auf $CP, und cloud-
identity auf SANNOTATION:



tridentctl install --cloud-provider=$CP --cloud
-identity="SANNOTATION" -n trident

Bereiten Sie sich auf die Konfiguration eines Google Cloud
NetApp Volumes-Back-End vor

Bevor Sie Ihr Google Cloud NetApp Volumes-Backend konfigurieren kdnnen, missen Sie
sicherstellen, dass die folgenden Anforderungen erfullt sind.

Voraussetzungen fur NFS Volumes

Wenn Sie Google Cloud NetApp Volumes zum ersten Mal oder an einem neuen Speicherort verwenden, ist
eine Erstkonfiguration erforderlich, um Google Cloud NetApp Volumes einzurichten und ein NFS-Volume zu
erstellen. Siehe "Bevor Sie beginnen".

Stellen Sie vor der Konfiguration des Google Cloud NetApp Volumes-Back-End sicher, dass folgende
Voraussetzungen bestehen:

 Ein Google Cloud Konto, das mit dem Google Cloud NetApp Volumes Service konfiguriert ist. Siehe
"Google Cloud NetApp Volumes".

* Projektnummer lhres Google Cloud-Kontos. Siehe "Projekte identifizieren".

* Ein Google Cloud-Service-Konto mit der Rolle NetApp Volumes Admin (roles/netapp.admin). Siehe
"Rollen und Berechtigungen fir Identitats- und Zugriffsmanagement".

» API-Schlisseldatei flr Ihr GCNV-Konto. Siehe "Erstellen eines Service-Kontokonschlissels"

+ Ein Speicherpool. Siehe "Uberblick tiber Speicherpools”.

Weitere Informationen zum Einrichten des Zugriffs auf Google Cloud NetApp Volumes finden Sie unter "Zugriff
auf Google Cloud NetApp Volumes einrichten".

Konfigurationsoptionen und Beispiele fur die Backend-
Konfiguration von Google Cloud NetApp Volumes

Informieren Sie sich Uber die NFS-Back-End-Konfigurationsoptionen flir Google Cloud
NetApp Volumes und sehen Sie sich Konfigurationsbeispiele an.
Back-End-Konfigurationsoptionen

Jedes Back-End stellt Volumes in einer einzigen Google Cloud-Region bereit. Um Volumes in anderen
Regionen zu erstellen, kdnnen Sie zusatzliche Back-Ends definieren.

Parameter Beschreibung Standard

version Immer 1


https://cloud.google.com/netapp/volumes/docs/before-you-begin/application-resilience
https://cloud.google.com/netapp-volumes
https://cloud.google.com/resource-manager/docs/creating-managing-projects#identifying_projects
https://cloud.google.com/netapp/volumes/docs/get-started/configure-access/iam#roles_and_permissions
https://cloud.google.com/iam/docs/keys-create-delete#creating
https://cloud.google.com/netapp/volumes/docs/configure-and-use/storage-pools/overview
https://cloud.google.com/netapp/volumes/docs/get-started/configure-access/workflow#before_you_begin
https://cloud.google.com/netapp/volumes/docs/get-started/configure-access/workflow#before_you_begin

Parameter

storageDriverName

backendName

storagePools

projectNumber

location

apiKey

nfsMountOptions

limitVolumeSize

servicelLevel

network

debugTraceFlags

Beschreibung

Name des Speichertreibers

(Optional) Benutzerdefinierter Name des Speicher-
Backends

Optionaler Parameter zur Angabe von Speicherpools
fur die Volume-Erstellung.

Google Cloud Account Projektnummer. Der Wert ist
auf der Startseite des Google Cloud Portals zu finden.

Die Google Cloud-Umgebung, an der Trident GCNV
Volumes erstellt. Bei der Erstellung
regionslbergreifender Kubernetes-Cluster konnen in
A erstellte Volumes 1ocation fur Workloads
verwendet werden, die auf Nodes in mehreren Google
Cloud-Regionen geplant sind. Der regionale Verkehr
verursacht zusatzliche Kosten.

API-SchlUssel fur das Google Cloud-Servicekonto mit
der netapp.admin Rolle. Er enthalt den JSON-
formatierten Inhalt der privaten Schliisseldatei eines
Google Cloud-Dienstkontos (wortgetreu in die Back-
End-Konfigurationsdatei kopiert). Das apiKey muss
Schlussel-Wert-Paare fiir die folgenden Schiissel
enthalten: type, project id, client email
client idauth uri,,, token uri

auth provider x509 cert url,und
client x509 cert url.

Engmaschige Kontrolle der NFS-Mount-Optionen

Bereitstellung fehlgeschlagen, wenn die angeforderte
Volume-GroRe Uber diesem Wert liegt.

Service-Level eines Storage-Pools und seiner
Volumes. Die Werte sind flex, , standard

premium  oder “extreme.

Fir GCNV-Volumes verwendetes Google Cloud-
Netzwerk

Fehler-Flags bei der Fehlerbehebung beheben.
Beispiel, {"api":false, "method":true}.
Verwenden Sie dies nur, wenn Sie Fehler beheben
und einen detaillierten Log Dump bendtigen.

Standard
Der Wert von

storageDriverName
muss als ,google-Cloud-
netapp-Volumes*
angegeben werden.

Treibername + , “ + Teil
des API-Schlussels

,Nfsvers=3“

- (nicht standardmafig
durchgesetzt)

Null



Parameter

supportedTopologies

Beschreibung Standard

Stellt eine Liste von Regionen und Zonen dar, die von
diesem Backend unterstitzt werden. Weitere
Informationen finden Sie unter "Verwenden Sie die
CSI-Topologie". Beispiel:

supportedTopologies:

- topology.kubernetes.io/region: asia-
eastl

topology.kubernetes.io/zone: asia-eastl-
a

Optionen zur Volume-Bereitstellung

Sie kdnnen die standardmaRige Volume-Bereitstellung im Abschnitt der Konfigurationsdatei steuern

defaults.

Parameter

exportRule

snapshotDir

snapshotReserve

unixPermissions

Beschreibung Standard

Die Exportregeln fir neue Volumes. ,0.0.0.0/0*
Muss eine kommagetrennte Liste

einer beliebigen Kombination von
IPv4-Adressen sein.

Zugriff auf das . snapshot ~Wahr* fur NFSv4 ,falsch* fur
Verzeichnis NFSv3

Prozentsatz des flr Snapshots » (Standardeinstellung 0
reservierten Volumes akzeptieren)

“

die unix-Berechtigungen neuer ”
Volumes (4 Oktal-Ziffern).

Beispielkonfigurationen

Die folgenden Beispiele zeigen grundlegende Konfigurationen, bei denen die meisten Parameter

standardmafRig belassen werden. Dies ist der einfachste Weg, ein Backend zu definieren.


https://docs.netapp.com/de-de/trident-2410/trident-use/csi-topology.html
https://docs.netapp.com/de-de/trident-2410/trident-use/csi-topology.html

Minimalkonfiguration

Dies ist die absolute minimale Backend-Konfiguration. Mit dieser Konfiguration erkennt Trident alle an
Google Cloud NetApp Volumes delegierten Storage-Pools am konfigurierten Standort und platziert neue
Volumes zuféllig in einem dieser Pools. Da nasType nicht angegeben ist, gilt der nfs Standard und das
Backend wird fir NFS Volumes bereitgestellt.

Diese Konfiguration ist ideal, wenn Sie gerade erst mit Google Cloud NetApp Volumes beginnen und alles
ausprobieren mdchten, aber in der Praxis missen Sie hochstwahrscheinlich einen zusatzlichen Umfang
fur die bereitgestellten Volumes angeben.

apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: 'f2cb6ted6d7ccl0c453£7d3406£c700c5df0ab9ec’
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gp8B4Kws8zX507)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50])Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8B4Kws8zX507Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50])Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX50)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3bl/gp8B4Kws82zX507Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX50)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gp8B4Kws82zX507Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50])Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gp8B4Kws82zX507Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50])Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX50)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gp8B4Kws8zX507Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50])Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m\n



XsYgogyxy4zg701lwWgLwGa==\n

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '123455380079'
location: europe-westb
servicelevel: premium
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prodlmy-gcnv-
project.iam.gserviceaccount.com
client id: '103346282737811234567"'
auth uri: https://accounts.google.com/o/ocauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret



Konfiguration mit StoragePools-Filter

apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: 'f2cb6ed6d7ccl0c453£7d3406£fc700c5df0ab%ec’
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE47K3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3bl/gqp8BR4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
XsYgbgyxy4zg701lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-gcnv

spec:



version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '123455380079"
location: europe-westo6
servicelevel: premium
storagePools:
- premium-pooll-europe-west6
- premium-pool2-europe-westb6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: '103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:

name: backend-tbc-gcnv-secret



Konfiguration des virtuellen Pools

Diese Backend-Konfiguration definiert mehrere virtuelle Pools in einer einzelnen Datei. Virtuelle Pools
werden im Abschnitt definiert storage . Sie sind nitzlich, wenn Sie mehrere Storage-Pools haben, die
unterschiedliche Service-Level unterstiitzen, und Sie Storage-Klassen in Kubernetes erstellen méchten,
die diese reprasentieren. Zur Unterscheidung der Pools werden Bezeichnungen fir virtuelle Pools
verwendet. Im Beispiel unten werden beispielsweise performance Label und serviceLevel type zur
Unterscheidung virtueller Pools verwendet.

Sie kénnen auch einige Standardwerte fir alle virtuellen Pools festlegen und die Standardwerte fiir
einzelne virtuelle Pools tberschreiben. Im folgenden Beispiel snapshotReserve und exportRule
dienen als Standard fur alle virtuellen Pools.

Weitere Informationen finden Sie unter "Virtuelle Pools".

apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: 'f2cbb6ed6d7ccl0c453£7d3406£c700c5df0ab9ec’
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8BR4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
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https://docs.netapp.com/de-de/trident-2410/trident-concepts/virtual-storage-pool.html

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
XsYgoegyxy4zg701lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '123455380079'
location: europe-westb6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: '103346282737811234567"'
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://ocauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret

defaults:
snapshotReserve: '10'
exportRule: 10.0.0.0/24
storage:
- labels:

performance: extreme

servicelLevel: extreme

defaults:
snapshotReserve: '5'
exportRule: 0.0.0.0/0
- labels:

performance: premium
servicelevel: premium
- labels:
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performance: standard

servicelevel: standard

Cloud-ldentitat fiir GKE

apivVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcp-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '012345678901"
network: gcnv-network
location: us-west?2
servicelevel: Premium

storagePool: pool-premiuml
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Konfiguration unterstiitzter Topologien

Trident erleichtert die Bereitstellung von Volumes fiir Workloads, basierend auf Regionen und
Verfligbarkeitszonen. Der supportedTopologies Block in dieser Backend-Konfiguration dient zur
Bereitstellung einer Liste von Regionen und Zonen pro Backend. Die hier angegebenen Region- und
Zonenwerte mussen mit den Region- und Zonenwerten der Beschriftungen auf jedem Kubernetes-
Cluster-Node Ubereinstimmen. Diese Regionen und Zonen stellen die Liste der zulassigen Werte dar, die
in einer Lagerklasse bereitgestellt werden kdnnen. Fiur Storage-Klassen, die eine Teilmenge der
Regionen und Zonen enthalten, die in einem Back-End bereitgestellt werden, erstellt Trident Volumes in
der genannten Region und Zone. Weitere Informationen finden Sie unter "Verwenden Sie die CSI-
Topologie".

version: 1

storageDriverName: google-cloud-netapp-volumes

subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

tenantID: 68e4f836-edcl-fake-bff9-b2d865eebo6ct

clientID: dd043f63-bf8e-fake-8076-8de91e5713aa

clientSecret: SECRET

location: asia-eastl

servicelevel: flex

supportedTopologies:

- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-a

- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-b

Was kommt als Nachstes?

Flahren Sie nach dem Erstellen der Back-End-Konfigurationsdatei den folgenden Befehl aus:

kubectl create -f <backend-file>

Flhren Sie den folgenden Befehl aus, um zu Uberprifen, ob das Backend erfolgreich erstellt wurde:

kubectl get tridentbackendconfig

NAME BACKEND NAME BACKEND UUID

PHASE STATUS

backend-tbc-gcnv backend-tbc-gcnv b2fdl1ff9-b234-477e-88fd-713913294f65
Bound Success

Wenn die Backend-Erstellung fehlschlagt, ist mit der Back-End-Konfiguration ein Fehler aufgetreten. Sie
kénnen das Backend mit dem Befehl beschreiben kubectl get tridentbackendconfig <backend-
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name> oder die Protokolle anzeigen, um die Ursache zu ermitteln, indem Sie den folgenden Befehl ausflhren:

tridentctl logs

Nachdem Sie das Problem mit der Konfigurationsdatei identifiziert und behoben haben, kénnen Sie das
Backend Idschen und den Befehl create erneut ausflihren.

Weitere Beispiele

Beispiele fiir Definitionen von Storage-Klassen

Im Folgenden finden Sie eine grundlegende storageClass Definition, die sich auf das Backend oben
bezieht.

apivVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-nfs-sc
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"

Beispieldefinitionen mit dem parameter. selector Feld:
Mit parameter.selector kdnnen Sie fUr jeden angeben StorageClass "Virtueller Pool" , der zum Hosten

eines Volumes verwendet wird. Im Volume werden die Aspekte definiert, die im ausgewahlten Pool definiert
sind.
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: extreme-sc
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=extreme"
backendType: "google-cloud-netapp-volumes"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: premium-sc
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=premium"
backendType: "google-cloud-netapp-volumes"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: standard-sc
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=standard"
backendType: "google-cloud-netapp-volumes"

Weitere Informationen zu Speicherklassen finden Sie unter "Erstellen Sie eine Speicherklasse".

Beispiel fiir eine PVC-Definition

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: gcnv-nfs-pvc
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 100Gi
storageClassName: gcnv-nfs-sc

Um zu Uberprufen, ob die PVC gebunden ist, flhren Sie den folgenden Befehl aus:
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kubectl get pvc gcnv-nfs-pvc

NAME STATUS VOLUME

ACCESS MODES STORAGECLASS AGE

gecnv-nfs-pve Bound pvc-b00£2414-e229-40e6-9b16-ee03eb79a213
RWX gcnv-nfs-sc  1m
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